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In this book, the applications of advanced electromagnetics to the integrated components and to some systems are reviewed.

Today’s technology is reaching its ultimate stage; further hardware improvements are with the sophisticated theories, techniques, materials, and macro- and microphysical effects. Especially, it is pressing problem for the micro- and millimeter-wave and high-speed circuits, which are the place of complicated electromagnetic (EM) and quantum phenomena. It is highly desirable to review and explain the application principles of advanced electromagnetics to the practicing microwave specialists and students who wish to be acknowledged on the contemporary state of the developments scattered in multiple journals and conference proceedings. The touched area is very large, and the choice of the reviewed material is dictated by its importance and the research and teaching experience of the Author, although the elements of his subjectivism is being minimized.

In the first four Chapters on the waves, particles, microwave components, and computational methods, the basic EM theory is given required for further understanding of advanced electromagnetics. Additionally to the field and wave equations, boundary conditions, and the methods of boundary value problem (BVP) solutions, some aspects of classical and quantum dynamics of particles are considered, including the recently proposed EM Hertz-quantum equations. For practicing engineers, the method of equivalent lines is described and applied to the interconnects and their elementary discontinuities. Although, it is a powerful tool known for decades, the developments of advanced components require deeper understanding of the EM field physics. In connection with this, a strong attention is paid to the topological methods of the field analysis and solutions of BVPs. Topology deals with the skeletons of the field-force line maps. They, being less detailed than the full-field pictures, are still with the main features of the modeled phenomena, and they can be used as the elements of a field “language” for the EM analysis. The proposed topological approach is applied to the developments of fast EM models, and they are validated by measurements and known analytical and numerical data. The results of other authors in applications of topology in electromagnetics circuits, quantum physics are considered as well.

Chapters 5-8 of this book are dedicated to the EM and technological aspects of the integrated passive components of frequencies up to 100 GHz and beyond. These passives are the bottleneck of contemporary electronics being difficult to be improved, and only combinations of the advanced technologies and EM modeling allow for enhancing them. In the beginning, the known manufacturing technologies and packaging techniques are reviewed to introduce the needed technology alphabets. Several tens of silicon integrated components as the interconnects,
via-holes, transitions, power dividers, directional couplers, and baluns developed for the increased frequencies are analyzed and compared, and this book’s part is interesting for millimeter-wave designers as a mini handbook on these circuits.

It is supposed, that the future of electronics is with the further component size reduction and intensive use of quantum effects. It will require new tools for seamless simulation of these hybrid integrations by the same design system. For this purpose, a technique of representation of quantum-mechanical equations by circuit ones is considered in Chapter 9. This approach is applied to computation of linear and non-linear Schrödinger equations by a commercially available circuit simulator, and the validity of these calculations is carefully verified. One of the areas of applications of this computation technology is the modeling of the EM integrated circuits for trapping and handling of cold matter, and they are reviewed in this Chapter.

The EM waves can carry information not only by the wave’s magnitude, phase and frequency, but, similarly to the optical range, the shape of waves can be modulated separately or combining the all mentioned parameters. A particular case of spatial modulation is considered in the Chapter 10, and it is with the digital signaling by topologically different EM field impulses propagating along the interconnects or in open space. A theory of these signals and some designed digital components are presented. A novel processor of predicate logic interesting in the artificial intelligence applications and in the noise-tolerant computing is described which is based on the spatial signaling. Similar approaches of other authors are analyzed as well in this Chapter.

Enriching the spatial spectrum of EM signals leads to the quasi-optical principles of their registration and processing, and this aspect is touched in the Chapter 11 considering the high-sensitive radiometric passive imagers. Initially, the principles of radiometry are explained, and the statistical characteristics of human-body thermal signals registered by a radiometer are analyzed. These signals are distorted by the digital and thermal noise of hardware, and further sensitivity increase is with the study of these distortions. It is realized using the methods of stochastic dynamics, and the traces of the deterministic noise are detected in radiometric signals as the attractors of their phase spaces. These attractors are detected, calculated and classed, which is important for further algorithmic enhancements of radiometers. The passive imagers composed of multiple radiometers are reviewed, and the results of imaging of human body by a developed and manufactured 16-channel millimeter-wave imager are considered.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>alternating current</td>
</tr>
<tr>
<td>A/D</td>
<td>analog-to-digital</td>
</tr>
<tr>
<td>ADS</td>
<td>Advanced Design System</td>
</tr>
<tr>
<td>ALU</td>
<td>arithmetic logic unit</td>
</tr>
<tr>
<td>ASIP</td>
<td>application specific processor</td>
</tr>
<tr>
<td>BCB</td>
<td>benzo-cyclobutene</td>
</tr>
<tr>
<td>BiCMOS</td>
<td>bipolar CMOS</td>
</tr>
<tr>
<td>BVP</td>
<td>boundary value problem</td>
</tr>
<tr>
<td>CAD</td>
<td>computer aided design</td>
</tr>
<tr>
<td>CMOS</td>
<td>complementary symmetric metal oxide semiconductor</td>
</tr>
<tr>
<td>CPW</td>
<td>coplanar waveguide</td>
</tr>
<tr>
<td>COC</td>
<td>cyclic olefin copolymer</td>
</tr>
<tr>
<td>CPS</td>
<td>coplanar strips</td>
</tr>
<tr>
<td>DC</td>
<td>direct current</td>
</tr>
<tr>
<td>DRIE</td>
<td>deep-reactive ion etching</td>
</tr>
<tr>
<td>DSL</td>
<td>digital subscriber line</td>
</tr>
<tr>
<td>ECL</td>
<td>emitter coupled logic</td>
</tr>
<tr>
<td>EEG</td>
<td>electroencephalography</td>
</tr>
<tr>
<td>EDA</td>
<td>electronic design automation</td>
</tr>
<tr>
<td>EM</td>
<td>electromagnetic</td>
</tr>
<tr>
<td>FEM</td>
<td>finite element method</td>
</tr>
<tr>
<td>FDTD</td>
<td>finite difference time domain</td>
</tr>
<tr>
<td>FPGA</td>
<td>field programmable gate array</td>
</tr>
<tr>
<td>FSM</td>
<td>finite state machine</td>
</tr>
<tr>
<td>GaAs</td>
<td>gallium arsenide</td>
</tr>
<tr>
<td>GCPW</td>
<td>CPW with ground layer</td>
</tr>
<tr>
<td>GPP</td>
<td>general propose processor</td>
</tr>
<tr>
<td>HBT BiCMOS</td>
<td>heterojunction BiCMOS</td>
</tr>
<tr>
<td>HPPI</td>
<td>high performance parallel interface</td>
</tr>
<tr>
<td>HRSi</td>
<td>high-resistivity silicon</td>
</tr>
<tr>
<td>HTCC</td>
<td>high-temperature co-fired ceramic</td>
</tr>
<tr>
<td>IC</td>
<td>integrated circuit</td>
</tr>
<tr>
<td>IR</td>
<td>instruction register</td>
</tr>
<tr>
<td>KGHZ</td>
<td>Klein- Gordon -Hertz</td>
</tr>
<tr>
<td>LCP</td>
<td>liquid crystal polymer</td>
</tr>
<tr>
<td>LRSi</td>
<td>low-resistivity silicon</td>
</tr>
<tr>
<td>LTCC</td>
<td>low-temperature co-fired ceramic</td>
</tr>
<tr>
<td>LVDS</td>
<td>low-voltage differential signaling</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>MCM</td>
<td>multi chip module</td>
</tr>
<tr>
<td>MCM-C</td>
<td>MCM Ceramic</td>
</tr>
<tr>
<td>MCM-L</td>
<td>MCM Laminate</td>
</tr>
<tr>
<td>MESFET</td>
<td>metal semiconductor field effect transistor</td>
</tr>
<tr>
<td>MHEMT</td>
<td>metamorphic high electron mobility transistor</td>
</tr>
<tr>
<td>MHEPT</td>
<td>metamorphic hot electron phototransistor</td>
</tr>
<tr>
<td>MIM</td>
<td>metal-insulator-metal</td>
</tr>
<tr>
<td>MIMO</td>
<td>multi-input-multi-output</td>
</tr>
<tr>
<td>MS</td>
<td>microstrip</td>
</tr>
<tr>
<td>MSIEIM</td>
<td>Moscow State Institute of Electronics and Mathematics</td>
</tr>
<tr>
<td>NTNU</td>
<td>Norwegian University of Science and Technology</td>
</tr>
<tr>
<td>PC</td>
<td>program counter</td>
</tr>
<tr>
<td>PCB</td>
<td>printed circuit board</td>
</tr>
<tr>
<td>PLA</td>
<td>programmable logic array</td>
</tr>
<tr>
<td>PLP</td>
<td>predicate logic processor</td>
</tr>
<tr>
<td>PLU</td>
<td>predicate logic unit</td>
</tr>
<tr>
<td>PTFE</td>
<td>polytetrafluoroethylene</td>
</tr>
<tr>
<td>RAM</td>
<td>random access memory</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>RMS</td>
<td>root mean square</td>
</tr>
<tr>
<td>SIW</td>
<td>substrate integrated waveguide</td>
</tr>
<tr>
<td>S-matrix</td>
<td>scattering matrix</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SOI</td>
<td>silicon-on-insulator</td>
</tr>
<tr>
<td>SPP</td>
<td>single purpose processor</td>
</tr>
<tr>
<td>SQL</td>
<td>structural query language</td>
</tr>
<tr>
<td>Sub-mm</td>
<td>sub-millimeter</td>
</tr>
<tr>
<td>TE</td>
<td>transversal electric</td>
</tr>
<tr>
<td>TEM</td>
<td>transversal electromagnetic</td>
</tr>
<tr>
<td>TFML</td>
<td>thin film microstrip line</td>
</tr>
<tr>
<td>TLM</td>
<td>transmission line matrix</td>
</tr>
<tr>
<td>TM</td>
<td>transversal magnetic</td>
</tr>
<tr>
<td>TMS</td>
<td>topologically modulated signals</td>
</tr>
<tr>
<td>TU</td>
<td>technical university</td>
</tr>
<tr>
<td>TV</td>
<td>television</td>
</tr>
<tr>
<td>UV</td>
<td>ultraviolet</td>
</tr>
<tr>
<td>VSWR</td>
<td>voltage standing wave ratio</td>
</tr>
<tr>
<td>WDDL</td>
<td>wave dynamic differential logic</td>
</tr>
<tr>
<td>2-D</td>
<td>two-dimensional</td>
</tr>
<tr>
<td>3-D</td>
<td>three-dimensional</td>
</tr>
<tr>
<td>4-D</td>
<td>four-dimensional</td>
</tr>
</tbody>
</table>
1 Basic Electromagnetics

Abstract. This Chapter is on the basics of electromagnetism needed for further understanding of advanced electromagnetics and its applications. Taking into account a number of contributions in this field [1]-[25], our material is given in a concise manner to remind the Readers only the main electromagnetic (EM) equations. Among them are those given for static electricity, stationary magnetism, and the Maxwell and wave equations. The boundary conditions and boundary value problems are considered and the reflection of plane waves is studied as an example of these problems. Additionally to this material traditionally included into the books on electromagnetism, the motion of charged particles and dipoles is considered from the classical and semi-classical point of view, and new EM-quantum-mechanical equations based on the use of the Hertz vectors and the particle wave functions are introduced. References -75. Figures -13. Pages -49.

1.1 Scalars, Vectors, and Fields

In electromagnetics, different quantities describe the EM fields, and there are the scalars, vectors, tensors, etc. A quantity, which has no any direction in the space, is called a scalar. It is marked by an algebraic symbol \(a, b,\ldots\). A space, to each point of which a scalar is assigned, is scalar field. In electromagnetism, it is usually the field of the electric \(\varphi_e(r)\) or magnetic \(\varphi_m(r)\) potentials where \(r\) is the radius vector of a point of the field calculation.

In general, the EM field is described by vector quantities. Then a field has the magnitude and the direction in space. It can be represented by the arrowed field-force lines. The assigned to them numbers are the field magnitudes at the points where these directions are given. The field vectors are the functions of the spatial coordinate \(r\) and time \(t\).

The electric field vectors are the intensity \(E(r,t)\) and the flux density \(D(r,t)\). The field symbols are bolded to show that these quantities are vectors. The magnetic field is described by its intensity \(H(r,t)\) and flux density \(B(r,t)\).

To operate these field vectors, the elementary knowledge of the vector algebra is required. The vectors can be represented using their coordinate form:

\[
\mathbf{E} = E_x \mathbf{x}_0 + E_y \mathbf{y}_0 + E_z \mathbf{z}_0 \quad (1.1)
\]
where \( E_x, E_y, E_z \) are the vector projections on the Cartesian coordinate system axes, and \( x_0, y_0, z_0 \) are the unit vectors of them.

As mentioned, a vector is described by its magnitude \( |\mathbf{E}| \) and its direction \( \mathbf{e} \) which is the unit vector aligned according to \( \mathbf{E} \). They are calculated as

\[
|\mathbf{E}| = \sqrt{(E_x)^2 + (E_y)^2 + (E_z)^2},
\]

\[
\mathbf{e} = \frac{\mathbf{E}}{|\mathbf{E}|}.
\]

Field vectors can be added to each other similarly to any vectors:

\[
\mathbf{E}_3 = \mathbf{E}_1 + \mathbf{E}_2 = \left( E_{x_1} + E_{x_2} \right) \mathbf{x}_0 + \left( E_{y_1} + E_{y_2} \right) \mathbf{y}_0 + \left( E_{z_1} + E_{z_2} \right) \mathbf{z}_0.
\]

The scalar multiplication of the field vectors is defined as

\[
W = \mathbf{E}_1 \cdot \mathbf{E}_2 = \mathbf{E}_1 \mathbf{E}_2 = (\mathbf{E}_1 \mathbf{E}_2) = E_{x_1}E_{x_2} + E_{y_1}E_{y_2} + E_{z_1}E_{z_2}
\]

where \( W \) is proportional to the field energy.

The vector multiplication is another important operation in electromagnetism:

\[
\mathbf{P} = [\mathbf{E} \times \mathbf{H}] = \begin{vmatrix}
\mathbf{x}_0 & \mathbf{y}_0 & \mathbf{z}_0 \\
E_x & E_y & E_z \\
H_x & H_y & H_z
\end{vmatrix} = \mathbf{x}_0 \left( E_x H_z - E_z H_y \right) - \mathbf{y}_0 \left( E_y H_z - E_z H_x \right) + \mathbf{z}_0 \left( E_z H_x - E_x H_y \right).
\]

Additionally, the field vectors can be multiplied by a scalar, and it influences the vector magnitude. Multiplication of a field vector by a scalar matrix changes its direction and its length.

The scalar and vector fields are represented by their images. For example, a scalar field is shown by its isopotential lines \( \varphi(\mathbf{r}) = \text{const} \), and for their calculation the graphical tools of the Matlab or the MathCAD [26] can be used, for instance (Fig. 1.1).
The vector fields are visualized using the field-force line maps. A field-force line shows direction of the field at each space point. An example of this representation is Fig. 1.2 given for the electric field which corresponds to the above-shown iso-potential plot (Fig.1.1). More variants of graphical representation of fields are from publications on the EM field visualization.
1.2 Electric Field

The source of static electric field is a charge usually marked as \( q \) and measured in Coulomb, \([\text{C}]\). The alternating currents (AC) and magnetic fields generate the time-depending electric fields. The electric field intensity \( E, [\text{V/m}] \) is measured by the force acting on the unit charge placed into this field. The space filling influences field, and the measure of it is the absolute permittivity of this medium \( \varepsilon \). Vacuum has \( \varepsilon = \varepsilon_0 \approx 8.8542 \cdot 10^{-12} \text{F/m} \). A dielectric is described by the relative permittivity \( \varepsilon_r \), and its absolute permittivity is \( \varepsilon = \varepsilon_r \varepsilon_0 \).

The electric flux density is \( D = \varepsilon E, [\text{C/m}^2] \) and it shows the medium influence on the electric phenomena. It can be derived from the equation (1.7) if the spatial charge density \( \rho, [\text{C/m}^3] \) is known:

\[
\nabla \cdot D = \rho
\]

where \( \nabla \equiv \frac{\partial}{\partial x} x_o + \frac{\partial}{\partial y} y_o + \frac{\partial}{\partial z} z_o \).

Additionally, the scalar potential \( \varphi, [\text{V}] \) can be used for the electric field, and it is found from the Poisson equation:

\[
\Delta \cdot \varphi = \rho
\]

where \( \Delta \equiv \nabla^2 \equiv \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \).

In the static, time-independent case \( (q = \text{const}) \), the vectors \( E \) and \( D \) are derived from this potential \( \varphi \) and the charge density

\[
E = -\nabla \cdot \varphi, \quad D = \varepsilon_0 \varepsilon E.
\]

1.3 Magnetic Field

The source of magnetic field is the moving electricity: static and time-varying currents and time-depending electric fields. The magnetic field is described by several quantities. Among them are the magnetic field intensity \( H, [\text{A/m}] \), magnetic field flux density \( B, [\text{T}] \), magnetic vector potential \( A, [\text{T} \cdot \text{m}] \), and the scalar magnetic potential \( \varphi_m \).
1.4 Dynamic Theory of the EM Field

The space filling influences magnetic field, and the measure of it is the absolute permeability \( \mu \) of the medium. Vacuum has \( \mu = \mu_0 = 4\pi \cdot 10^{-7} \text{[H/m]} \). Any medium is described by the relative permeability \( \mu_r \), and its absolute value is \( \mu = \mu_r \mu_0 \).

The vectors of the magnetic field \( \mathbf{H} \) and \( \mathbf{B} \) are coupled to each other through the permeability \( \mu \):

\[
\mathbf{B} = \mu \mathbf{H}.
\]

In the stationary field case, the field vectors \( \mathbf{H}(r) \) and \( \mathbf{B}(r) \) are calculated according to the densities of the time-independent source current \( \mathbf{j}^{\text{source}} \text{[A/m}^2\text{]} \) and the conductivity current \( \mathbf{j}_c \text{[A/m}^2\text{]} \):

\[
\nabla \times \mathbf{H} = \mathbf{j}^{\text{source}} + \mathbf{j}_c, \quad \mathbf{j}_c = \sigma \mathbf{E},
\]

\[
\nabla \cdot \mathbf{B} = 0, \quad \mathbf{B} = \mu \mathbf{H}
\]

In the spatial domains where the driving and conductivity currents are zero, the magnetic field is the magnetostatic one, and it satisfies the following equations:

\[
\nabla \times \mathbf{H} = 0, \quad \nabla \cdot \mathbf{B} = 0, \quad \mathbf{B} = \mu \mathbf{H}.
\]

They are convenient when the field of time-independent currents is calculated. The magnetic field can be visualized using the field-force line pictures similarly to the electric field.

1.4 Dynamic Theory of the EM Field

The time-varying electric and magnetic fields are not independent on each other. This coupling effect was found experimentally in the first half of the 19th Century, and it was described mathematically by J.C. Maxwell [1].

There are several forms of the Maxwell equations, and we are following the notations given by O. Heaviside [2]. One of them is written using the differential operators:

\[
\nabla \times \mathbf{H} = \mathbf{j}^{\text{source}} + \mathbf{j}_c + \frac{\partial \mathbf{D}}{\partial t}, \quad \mathbf{j}_c = \sigma \mathbf{E},
\]

\[
\nabla \times \mathbf{E} = \frac{\partial \mathbf{B}}{\partial t},
\]

\[
\nabla \cdot \mathbf{D} = \rho, \quad \mathbf{D} = \varepsilon \mathbf{E},
\]

\[
\nabla \cdot \mathbf{B} = 0, \quad \mathbf{B} = \mu \mathbf{H}.
\]
It follows that the electric and magnetic fields are transformable to each other. The EM field is sourced by the charges and the electric currents. The medium influences the EM field, and the measure of it is the mentioned permittivity $\varepsilon$, permeability $\mu$, and conductivity $\sigma$. In general case, all these medium parameters can depend on the spatial and time variables and be influenced by the field intensities.

Additionally, the EM field can be described by the scalar electric $\varphi_e$ and the vector magnetic $A$ potentials:

$$B = \nabla \times A,$$
$$E = -\nabla \cdot \varphi_e - \frac{\partial A}{\partial t}. \quad (1.14)$$

The following differential equations are known for these quantities:

$$\nabla^2 A - \mu \varepsilon \frac{\partial^2 A}{\partial t^2} = -\mu j,$$
$$\nabla^2 \varphi_e - \mu \varepsilon \frac{\partial^2 \varphi_e}{\partial t^2} = -\frac{\rho}{\varepsilon}. \quad (1.15)$$

These potentials are not independent on each other, and they should satisfy the Lorentz gauge:

$$\nabla \cdot A = -\mu \varepsilon \frac{\partial \varphi_e}{\partial t}. \quad (1.16)$$

They are the measurable quantities which are important for quantum-mechanical treatments and for calculation of radiated by antennas EM waves.

### 1.4.1 Time-harmonic EM Field Equations

The harmonic field varies with time according to the sine or cosine law. For example, the modulated signals are represented by sums of harmonic functions. For this type of the time dependence, a special mathematical apparatus is used called the phasor notation, which is similar to the mathematics used for the harmonic currents and voltages studied by the network theory. It requires the knowledge of complex numbers and operations with them.

The central idea is that the imaginary numbers exist, and the simplest one is the imaginary unit calculated as a square root $j = \sqrt{-1}$. Then an arbitrary complex number $A$ is composed of real $a'$ and imaginary $a''$ parts:

$$A = a' + ja''; \quad \text{Re}(A) = a'; \quad \text{Im}(A) = a''. \quad (1.17)$$

For complex numbers the sum and multiplication operations are introduced as

$$A + B = (a' + b') + j(a'' + b'');$$
$$A \cdot B = (a' + ja'')(b' + jb'') = a'b' + ja'b' + ja''b'' - a''b''. \quad (1.18, 1.19)$$
Additional operation is the complex conjugation noted by the asterisk symbol (*):

\[ A^* = (a' + ja'')^* = a' - ja'' = |A|e^{-j\phi} \]  

(1.20)

where \( |A| \) is the module of a complex number and \( \phi = \arctan \left( \frac{a''}{a'} \right) \) is its argument. Then the module can be calculated as \( |A| = \sqrt{AA^*} \). The operation of the complex conjugation is used to compute the energy and power of time-harmonic fields.

Complex or phasor notations can represent the time-harmonic functions:

\[
\begin{align*}
\{u_c(r,t)\} &= |U| \cdot \text{Re} \left\{ e^{j(\omega t + \phi)} \right\} \\
\{u_s(r,t)\} &= |U| \cdot \text{Im} \left\{ e^{j(\omega t + \phi)} \right\}.
\end{align*}
\]  

(1.21)

In (1.21), the positive time-dependence is assumed as \( e^{j\omega t} \). The term \( U = |U|e^{j\phi} \) is the complex amplitude. The convenience of the complex notation is that instead of space-consuming integrals and derivatives the reduced notations are used

\[
\frac{\partial}{\partial t} \rightarrow j\omega, \\
\int dt \rightarrow -j/\omega.
\]  

(1.22)

All equations of electromagnetics are re-written for the time-harmonic fields, and, for example, the Maxwell equations are now regarding to the complex amplitudes of the fields and currents:

\[
\nabla \times \mathbf{H} = j^{\text{(source)}} + \sigma \mathbf{E} + j\omega \varepsilon_0 \varepsilon_r \mathbf{E}, \\
\nabla \times \mathbf{E} = -j\omega \mathbf{B}.
\]  

(1.23)

Taking into account that the conductivity of a dielectric medium is with its loss, the complex permittivity \( \tilde{\varepsilon} \) is introduced in this case:

\[
\nabla \times \mathbf{H} = j^{\text{(source)}} + \sigma \mathbf{E} + j\omega \varepsilon_0 \varepsilon_r \mathbf{E}, \\
\nabla \times \mathbf{H} = j^{\text{(source)}} + (\sigma + j\omega \varepsilon_0 \varepsilon_r) \mathbf{E}, \\
\nabla \times \mathbf{H} = j^{\text{(source)}} + j\omega \varepsilon_0 \left( \varepsilon_r - j \frac{\sigma}{\omega \varepsilon_0} \right) \mathbf{E}, \\
\n\nabla \times \mathbf{E} = \tilde{\varepsilon} \mathbf{E}, \\
\tilde{\varepsilon} = \varepsilon_0 \left( \varepsilon_r - j \frac{\sigma}{\omega \varepsilon_0} \right) = \varepsilon' - j\varepsilon''.
\]  

(1.24)
The ratio of the imaginary and real parts of this permittivity is the tangent of the dielectric loss angle \( \tan \delta \), which is the most important parameter to describe the lossy dielectrics:

\[
\tan \delta = \frac{\varepsilon''}{\varepsilon'} = \frac{\sigma}{\omega \varepsilon_0 \varepsilon_r}.
\]  

(1.25)

Usually, if \( \tan \delta \ll 1 \), then the material is a good dielectric. A poor dielectric has increased value of the dielectric loss tangent (\( \tan \delta > 1 \)). For metals, the dielectric permittivity is not applied, and the conductivity \( \sigma \) is the main factor allowing for calculation of thermal loss in them.

Magnetic medium has its own type of loss, and, similarly to the complex permittivity, the complex permeability \( \tilde{\mu} \) is introduced as

\[
\tilde{\mu} = \mu' - j \mu''.
\]  

(1.26)

Finally, the full system of the Maxwell equations for complex amplitudes of time-harmonic fields is re-written as

\[
\nabla \times \mathbf{H} = j \omega \varepsilon \mathbf{E} + j \mathbf{f}_{\text{source}},
\)

\[
\nabla \times \mathbf{E} = - j \omega \mathbf{B},
\]

\[
\nabla \cdot \mathbf{D} = \rho,
\]

\[
\nabla \cdot \mathbf{B} = 0,
\]

\[
\mathbf{B} = \tilde{\mu} \mathbf{H},
\]

\[
\mathbf{D} = \varepsilon \mathbf{E}.
\]  

(1.27)

1.4.2 Wave Equations

It follows from the Maxwell equations that the time-dependent electric and magnetic fields are transformed to each other, and this transformation is spreading away from the source. This process is called the wave radiation and propagation.

In the simplest time-harmonic case, the fields are transformed to each other with a period in the space, which is the wavelength \( \lambda \):

\[
\lambda = \frac{\omega \sqrt{\varepsilon \mu}}{c},
\]

where \( c \) is the light velocity in vacuum. It seen that medium increases the wavelength \( \lambda \) and makes the wave slower because its velocity \( v = \frac{c}{\sqrt{\varepsilon \mu}} \).
1.4 Dynamic Theory of the EM Field

The space-time shape of waves depends on the excitation source, medium parameters, and the environment. The waves can be calculated by the Maxwell equations, but the full system of them (1.13) or (1.27) is not convenient for many practical needs. Very often, the wave second-order partial differential equations are used

\[
\Delta \cdot \mathbf{H} - \frac{\varepsilon \mu_0}{c^2} \frac{\partial^2 \mathbf{H}}{\partial t^2} = -\nabla \times \left( \mathbf{j}_s + \mathbf{j}^{\text{(source)}} \right),
\]
\[
\Delta \cdot \mathbf{E} - \frac{\varepsilon \mu_0}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} = \frac{1}{\varepsilon_0 \varepsilon_r} \nabla \cdot \left( \rho + \rho^{\text{(source)}} \right) + \mu_0 \mu_r \frac{\partial}{\partial t} \left( \mathbf{j}_s + \mathbf{j}^{\text{(source)}} \right).
\] (1.28)

In the case of time-harmonic waves, the equations (1.28) are re-written as

\[
\Delta \cdot \mathbf{H} + \omega^2 \tilde{\mu} \mathbf{H} = -\nabla \times \mathbf{j}^{\text{(source)}},
\]
\[
\Delta \cdot \mathbf{E} + \omega^2 \tilde{\varepsilon} \mathbf{E} = \frac{j}{\omega \tilde{\varepsilon}} \nabla \cdot \left( \mathbf{j}^{\text{(source)}} \right) + j \omega \varepsilon \mathbf{E}^{\text{(source)}}.
\] (1.29)

Additionally, they are called the non-homogeneous Helmholtz equations due to the driving current \( \mathbf{j}^{\text{(source)}} \) in their right parts. In the spatial domains where the source currents are zero, the homogeneous Helmholtz equations are applicable

\[
\Delta \cdot \mathbf{H} + \tilde{k}^2 \mathbf{H} = 0,
\]
\[
\Delta \cdot \mathbf{E} + \tilde{k}^2 \mathbf{E} = 0.
\] (1.30)

It is seen that the equations (1.30) depend on the medium parameters, and it can be estimated according to the complex wave constant \( \tilde{k} = \omega \sqrt{\tilde{\varepsilon} \tilde{\mu}} \). Formally, the magnetic and electric fields follow independently the wave partial differential equations, but these vectors are coupled to each other through the Maxwell equations.

1.4.3 Plane TEM Wave

The simplest solution of (1.30) is the plane TEM (transversal electromagnetic) wave which propagates in open space with \( \tilde{\mu} \) and \( \tilde{\varepsilon} \). This wave has only two components of the electric \( E_x \) and magnetic \( H_y \) fields, and they do not depend on the coordinates \( (x, y) \) which are normal to the propagation direction \( 0 \rightarrow z \). Their homogeneous Helmholtz equations written for complex amplitudes are

\[
\frac{d^2 E_x}{dz^2} + \tilde{k}_z^2 E_x = 0,
\]
\[
\frac{d^2 H_y}{dz^2} + \tilde{k}_z^2 H_y = 0
\] (1.31)
where $\tilde{k}_z = \tilde{k} = \omega \sqrt{\varepsilon \mu}$ is the complex longitudinal wave propagation constant that is analytically calculated in this simplest case. To calculate the space-dependent fields, only one equation from (1.31) can be solved taking into account the Maxwell equations:

$$\frac{d^2 E_z}{dz^2} + \tilde{k}_z^2 E_z = 0,$$

$$H_y = \frac{1}{W} E_z, \quad \tilde{W} = \sqrt{\frac{\mu}{\varepsilon}}$$

(1.32)

where $\tilde{W}$ is the wave impedance. In this case, (1.32) is an ordinary differential equation, and its general solution gives two partial waves propagating from $z = \mp \infty$:

$$E_z = E_0^+ \exp(-j \tilde{k}_z z) + E_0^- \exp(+j \tilde{k}_z z)$$

(1.33)

where $E_0^+$ is the amplitude of the wave propagating along the positive direction of the $z$-axis (forward wave), and $E_0^-$ is the amplitude of the wave coming from the opposite direction (backward wave).

A particular solution of (1.32) is derived by satisfying the boundary condition at the infinity. For example, we are assuming that the wave is not excited at the infinity ($z = \infty$), and only one wave is propagating from $z = -\infty$ to $z = +\infty$. The wave amplitude $E_0^+$ is defined by the source, and it is not considered here, being arbitrary. The formulas to calculate this forward wave are

$$E_z = E_0^+ \exp(-j \tilde{k}_z z),$$

$$H_y = \frac{1}{\tilde{W}} E_0^+ \exp(-j \tilde{k}_z z).$$

(1.34)

The analysis of (1.34) shows that the fields depend exponentially on the $z$-coordinate. It means that the field is periodical along this coordinate if $\text{Im} (\tilde{k}_z) = 0$. Its spatial period or wavelength is

$$\lambda = \frac{2\pi}{\text{Re} (\tilde{k}_z)}.$$

(1.35)

The wave phase velocity $v_p$ and its group velocity $v_g$ are

$$v_p = \frac{\omega}{\text{Re} (\tilde{k}_z)}, \quad v_g = \frac{1}{\sqrt{\text{Re} (\varepsilon) \text{Re} (\mu)}}.$$

(1.36)

The EM field is a vector object the orientation and polarization of which is very important for many applications.
Let us consider the electric field as the reference component. If this component changes its direction only along the one axis \((z = 0 \rightarrow z = \infty)\), then this wave is the linearly polarized one.

Two linearly polarized waves of different magnitudes and phase-shifted with respect to each other give another important case when the electric-field vector projection on the plane normal to the propagating direction will plot an ellipse on this plane. This wave is the elliptically polarized. A particular case is the circularly polarized one formed by two TEM waves of the equal magnitudes and having a phase difference. The effect of polarizations is used in microwave antennas, spatial filtering of waves, etc.

The EM waves carry a certain power taken from the source. This power flow has a direction in the space. In each point, the power spatial density, called as the Poynting vector \(\boldsymbol{\Pi}\), is given

\[
\boldsymbol{\Pi} = [\mathbf{E} \times \mathbf{H}], \quad \text{W/m}^2.
\]

In the case of the time-harmonic plane TEM, this wave propagating along the \(z\)-axis has the following averaged on the period Poynting vector \(\hat{\boldsymbol{\Pi}}\):

\[
\hat{\boldsymbol{\Pi}} = \frac{1}{2} \text{Re}[\mathbf{E} \times \mathbf{H}^\ast] = \frac{1}{2} \left(\frac{E_0^*}{W}\right)^2 z_0.
\]

The averaged power \(\hat{\mathcal{P}}\) that passes through a surface \(S\) is

\[
\mathcal{P} = \int_s \hat{\boldsymbol{\Pi}} ds.\]

In the case of lossless medium, the wave field span is not varied with the distance. In lossy medium, the energy of the wave is transformed into heat; the wave span is decreasing with the distance from the source exponentially:

\[
E_x \sim \exp(-jk'z)\exp(-k''z)\]

\[
H_y \sim \exp(-jk'z)\exp(-k''z)
\]

where the wave parameters valid for the lossy dielectrics are [12]

\[
k'_x = \omega \sqrt{\varepsilon' \mu'}, \quad [\text{rad/m}]
\]

\[
k''_x = \omega \sqrt{\varepsilon' \mu'} \tan \delta, \quad [1/\text{m}]
\]

\[
\tilde{W} = \sqrt{\frac{\mu'}{\varepsilon'}} \left(1 + j \frac{\tan \delta}{2}\right), \quad [\Omega].
\]

In metals and semiconductors, the wave energy is spent fast for medium heating, and the wave is propagating only for a relative short distance from the surface where it is excited. Taking into account this concentration of microwave field in a narrow, surface layer of a metal, this phenomenon is called the skin effect.
The measure of it is the skin depth $\Delta^0 = \sqrt{\frac{2}{\omega \mu \sigma}}$. The wave propagated this distance decreases its magnitude span by $e = 2.71\ldots$ times. Other parameters of wave propagating in a well-conducting medium are

$$
\begin{align*}
    k'_\zeta &= k''_\zeta = \sqrt{\frac{\omega \mu \sigma}{2}}, \\
    \bar{W} &= (1 + j)\sqrt{\frac{\omega \mu}{2\sigma}}.
\end{align*}
$$

(1.41)

It follows that due to the increased frequency $\omega$ and conductivity $\sigma$, the imaginary part of the propagation constant $k''_\zeta$ is rather large in metals, and the skin effect prevents penetration of microwaves into real conductors.

At the same time, concentration of microwave current in a narrow layer of a metal is the cause of increased conductor loss at high frequencies because the resistance of a metal sheet is proportional to the inverted square of the metal taken by current. To decrease the loss, a layer of silver or gold covers a poorly conducting metal where the main portion of the current is. A special attention should be paid to prevent the oxidation of the metal surface by covering it by gold, for instance. Additionally, the conductor surface is polished well to avoid the current scattering at micro-obstacles.

### 1.4.4 Ray Representation of TEM Wave in Open Space

In above, a plane wave propagating along the $z$-axis has been considered. Similarly, a wave propagating along an arbitrary direction $\zeta$ can be treated. Supposing that the transversal to $\zeta$-coordinate axis are the directions $\xi_0$ and $\eta_0$, the EM field associated with new-system of coordinates $\xi, \eta, \zeta$ is

$$
\begin{align*}
    E(\xi, \eta, \zeta) &= \xi_0 A e^{-jk_\zeta \xi}, \\
    H(\xi, \eta, \zeta) &= \eta_0 A/W e^{-jk_\zeta \xi}
\end{align*}
$$

(1.42)

where $A$ is the amplitude, $W$ is the wave impedance, and $k = \omega \sqrt{\epsilon \mu}$ is the wave constant. The argument of the exponent $-jk_\zeta \xi$ is the wave phase. The equation $E(x, y, z) = \text{const}$ describes an iso-phase surface, and the vector $\zeta(x, y, z)$ is normal to this surface. While the wave is propagating, this vector is moving along a curve in space. This oriented curve is called the ray. An arbitrary wave process can be shown by a system of rays similarly to the streamlines of the electric or magnetic fields.

The simplest ray picture is for the plane TEM wave. In this case, the phase and amplitude surfaces are the same, and they are the planes. Due to that, this wave is called the homogeneous TEM wave. The ray representations are popular in optics and quasioptics of microwave phenomena.
1.5 Nonlinear Electromagnetism

Many applications of EM waves are with a linear medium which conductivity, permittivity, and permeability are field-independent. It is known that the motion of molecules in microwave field are, generally speaking nonlinear. The nonlinearity is especially well expressed in strong alternating field’s, and it is known for some dielectrics, semiconductors, ferrites, and plasma.

Single molecule trajectories are described by nonlinear differential equations, and the multiple effects occur, including the multiplication and dropping of the rotation frequency regarding to the external driving field.

Another reason of nonlinearity is the quantum-mechanical properties of atoms and molecules. At certain frequencies, the energy of the EM field is comparable with the inter-level one of different quantum states, and the quantum absorption occurs. Here, the medium parameters depend on the energy of propagating waves, and the dispersion and nonlinear effects are strong at frequencies over several hundred Gigahertz. Another nonlinearity is with the ionization of medium and specific effects in plasma. The effects arising on the atomic and molecular levels are averaged, and they are taken into account by the field-dependent permittivity and permeability of medium. They, appearing in the Maxwell equations, make them nonlinear, and a special theory is needed to represent the EM field and solutions of the Maxwell and the Helmholtz equations for the developments of new microwave devices [27]. Below one of such theories is given.

1.5.1 Macro Electromagnetism of Nonlinear Medium

The mentioned EM phenomena are described by the Maxwell equation in their nonlinear form. In this case, the time–dependent equations are

\[
\nabla \times \mathbf{H}(\mathbf{r},t) = \frac{\partial \mathbf{D}(\mathbf{E}(\mathbf{r},t))}{\partial t} + \mathbf{J}(\mathbf{E}(\mathbf{r},t)),
\]

\[
\nabla \times \mathbf{E}(\mathbf{r},t) = -\frac{\partial \mathbf{B}(\mathbf{H}(\mathbf{r},t))}{\partial t}
\]

(1.43)

where \( \mathbf{E}(\mathbf{r},t) \) and \( \mathbf{H}(\mathbf{r},t) \) are the electric and magnetic field intensity vectors, respectively, \( \mathbf{D}(\mathbf{E}(\mathbf{r},t)) \) is the electric-flux density vector depending on the electric field intensity vector, \( \mathbf{B}(\mathbf{H}(\mathbf{r},t)) \) is the magnetic induction vector depending on the magnetic field intensity vector, \( \mathbf{J}(\mathbf{E}(\mathbf{r},t)) \) is the electric current density vector depending on the electric field intensity vector. In general case of anisotropic nonlinear medium, \( \mathbf{D}(\mathbf{E}(\mathbf{r},t)), \mathbf{B}(\mathbf{H}(\mathbf{r},t)), \) and \( \mathbf{J}(\mathbf{E}(\mathbf{r},t)) \) are the vector functions of the vector arguments. They depend on scalar arguments if the field is considered in an isotropic nonlinear medium.

\[1\]

Written by G.S. Makeeva and G.A. Kouzaev
\[ \mathbf{D}(\mathbf{r},t) = \varepsilon_r(\mathbf{E}(\mathbf{r},t)) \mathbf{E}(\mathbf{r},t), \]
\[ \mathbf{B}(\mathbf{r},t) = \mu_r(\mathbf{H}(\mathbf{r},t)) \mathbf{H}(\mathbf{r},t), \]
\[ \mathbf{J}(\mathbf{E}(\mathbf{r},t)) = \sigma(\mathbf{E}(\mathbf{r},t)) \mathbf{E}(\mathbf{r},t) \]

(1.44)

where \( \varepsilon_r(\mathbf{E}(\mathbf{r},t)) \) and \( \mu_r(\mathbf{H}(\mathbf{r},t)) \) are the nonlinear permittivity and permeability depending on the modulus of the electric and magnetic fields, respectively. Similarly, the nonlinear conductivity \( \sigma(\mathbf{E}(\mathbf{r},t)) \) is introduced in (1.44).

Describing the medium by the phenomenological approach, at any space point, the considered fields and current density are expressed using polynomial expansions [28]-[30]:

\[ \varepsilon_r(\mathbf{E}(\mathbf{r},t)) = \varepsilon_0 + \varepsilon_n |\mathbf{E}(\mathbf{r},t)| + \varepsilon_n |\mathbf{E}(\mathbf{r},t)|^2 + \]
\[ \ldots + \varepsilon_n |\mathbf{E}(\mathbf{r},t)|^{n-1}, \]

(1.45)

\[ \mu_r(\mathbf{H}(\mathbf{r},t)) = \mu_0 + \mu_n |\mathbf{H}(\mathbf{r},t)| + \mu_n |\mathbf{H}(\mathbf{r},t)|^2 + \]
\[ \ldots + \mu_n |\mathbf{H}(\mathbf{r},t)|^{n-1}, \]

(1.46)

\[ \sigma(\mathbf{E}(\mathbf{r},t)) = \sigma_1 + \sigma_2 |\mathbf{E}(\mathbf{r},t)| + \sigma_3 |\mathbf{E}(\mathbf{r},t)|^2 + \]
\[ \ldots + \sigma_n |\mathbf{E}(\mathbf{r},t)|^{n-1} \]

(1.47)

where the coefficients of these expansions are determined experimentally or by the theoretical modelling of the medium.

Consider the Fourier representation of the time-dependent modulated field vectors generating a sum of time harmonics. Its spectrum consists of \( R \) discrete frequencies. Due to the medium nonlinearity, the response is the series of terms of combination frequencies:

\[ \mathbf{E}(\mathbf{r},t) = \sum_{m=-\infty}^{\infty} \mathbf{E}(\mathbf{r},\omega_m) \exp(j\omega_m t), \]
\[ \mathbf{H}(\mathbf{r},t) = \sum_{m=-\infty}^{\infty} \mathbf{H}(\mathbf{r},\omega_m) \exp(j\omega_m t), \]

(1.48)

\[ |\mathbf{E}(\mathbf{r},t)| = \sum_{m=-\infty}^{\infty} E(\mathbf{r},\omega_m) \exp(j\omega_m t), \]
\[ |\mathbf{H}(\mathbf{r},t)| = \sum_{m=-\infty}^{\infty} H(\mathbf{r},\omega_m) \exp(j\omega_m t) \]

where an index \( m \) is determined at the set of indices \( \{m_1, m_2, \ldots, m_r\} \) and \( r \) is a number of a discrete frequency of the source signal. Substituting the
time-dependent fields in (1.43) by their expressions (1.48), the nonlinear Maxwell equations are obtained written at the combination frequencies:

\[
\nabla \times \mathbf{H}(\mathbf{r}, \omega_m) = j \omega_m \varepsilon \varepsilon_0 \varepsilon_{\mathbf{r}}(\omega_m) \mathbf{E}(\mathbf{r}, \omega_m) + \mathbf{J}(\mathbf{r}, \omega_m),
\]

\[
\nabla \times \mathbf{E}(\mathbf{r}, \omega_m) = -j \omega_m \mu \mu_0 \varepsilon_{\mathbf{r}}(\omega_m) \mathbf{H}(\mathbf{r}, \omega_m) + \mathbf{Z}(\mathbf{r}, \omega_m)
\]

(1.49)

where

\[
\mathbf{J}(\mathbf{r}, \omega_m) = j \omega_m \varepsilon_0 \left( \sum_{k=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \tilde{\varepsilon}_{\mathbf{r}}(\omega_m) \mathbf{E}(\mathbf{r}, \omega_k) \mathbf{E}(\mathbf{r}, \omega_n) \gamma_{kn} \right. +
\]

\[+ \sum_{k=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \tilde{\varepsilon}_{\mathbf{r}}(\omega_m) \mathbf{E}(\mathbf{r}, \omega_k) \mathbf{E}(\mathbf{r}, \omega_n) \mathbf{E}(\mathbf{r}, \omega_l) \gamma_{knl} + \ldots +
\]

(1.50)

\[
\mathbf{Z}(\mathbf{r}, \omega_m) = j \omega_m \mu_0 \left( \sum_{k=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \tilde{\mu}_{\mathbf{r}}(\omega_m) \mathbf{H}(\mathbf{r}, \omega_k) \mathbf{H}(\mathbf{r}, \omega_n) \gamma_{kn} \right. +
\]

\[+ \sum_{k=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \tilde{\mu}_{\mathbf{r}}(\omega_m) \mathbf{H}(\mathbf{r}, \omega_k) \mathbf{H}(\mathbf{r}, \omega_n) \mathbf{H}(\mathbf{r}, \omega_l) \gamma_{knl} + \ldots +
\]

(1.51)

Thus, the considered formalism allows describing the nonlinear effects by calculation of each harmonics and composing the spectral contents of a signal propagating in a nonlinear medium. More detailed information on this approach and some applications are from [28]-[30].

1.6 Dynamics of Charged Particles and Dipolar Molecules in EM Field

The above-considered EM theory is based on macroscopic models of the medium. Nowadays, electronics tends to manipulate single electrons, atoms and molecules or their clusters [31],[32], and a theory of interaction of the EM field with these particles has to be seen in modern books on electromagnetics.
Unfortunately, classical theory of this sort is not always accurate, and the EM-quantum equations should be introduced to describe the physical effects on the nano level [3]. The presented here theory touches only some aspects of classical and semi-classical theories of the EM-particle interactions, including an approach to numerical simulations [33].

### 1.6.1 Charged Particle in EM Field

#### 1.6.1.1 Classical Theory of Charged Particle Movement in EM Field

The simplest EM problem is the trajectory calculation of a moving charge in the external EM field. The trajectory of a moving charge \( q \) is derived from the Euler-Lagrange motion equation, and the relativistic Lagrangian \( L \) is [3],[34],[35]:

\[
L = -mc^2\sqrt{1-\frac{|v|^2}{c^2}} + qvA - q\Phi
\]  

(1.52)

where \( m \) is the particle mass, \( v \) is the particle velocity, respectively, and \( A \) and \( \Phi \) are the external vector and scalar potentials, respectively. The moving accelerated charge \( q \) is the source of the time-dependent electric \( E \) and magnetic \( H \) fields:

\[
E(r,t) = q\left[\frac{n - \beta}{\gamma^2(1 - \beta n)^3 R^2}\right] + q\left[\frac{n \times (n - \beta) \times \dot{\beta}}{(1 - \beta n)^3 R}\right]_{t = -R/c},
\]

(1.53)

\[
H(r,t) = \left[n \times E\right]_{t = -R/c}
\]

where \( r \) and \( r_0 \) are the coordinates of the particle and a watching point, respectively, \( n = (r - r_0)/R \), \( R = |r - r_0| \), \( \beta = v/c \), \( \dot{\beta} = \frac{\partial \beta}{\partial t} \), and \( \gamma = 1/\sqrt{1 - \beta^2} \).

The field consists of two parts. They are the quasi-static time-dependent field \( \sim 1/R^2 \) and the “accelerated” one \( \sim 1/R \). The radiated power and its spatial density depend on the charge kinetic energy and its acceleration. The charge’s own field can influence the particle depending on its spatial shape. For instance, the spherically symmetric charges are not influenced by the electro-static self-force, but only by the radiated field. Unfortunately, classical theory of this motion has some limitations and contradictions [3], and the quantum-mechanical approach should be applied to this problem.

#### 1.6.1.2 Quantum Theory for the Charged Particle Movement. Low-velocity Approximation

Quantum physics considers the particles as matter waves. For example, the low-energy quantum-mechanical effects are calculated by the Schrödinger equation [36] when the external potential \( \Phi_0 \) is governing the particle probability density wave function \( \Psi \):
\[ j\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \Psi + q\Phi_0 \Psi \] (1.54)

where \( \hbar \) is the normalized Planck constant, and \( \Psi \) is normalized to the unit.

The moving charge produces the electric current and the quasi-static time-dependent electric and magnetic fields. Accelerated particles can radiate the EM waves, and, in the EM-quantum systems, the external and self-consistent fields influence these particles. It is described by the Maxwell-Schrödinger system of differential equations [37]-[42].

### 1.6.1.3 Maxwell-Schrödinger Equations for Spin-less Charge

Semi-classical approach of description of the EM-particle interaction consists of joint solution of Maxwell and Schrödinger equations. As the first-order approximation, the particle and the EM field are not quantified. A particular case [41] of this system is shown below:

\[
j\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \Psi - \frac{j\hbar q}{2m} (\nabla \cdot A) \Psi - \frac{j\hbar q}{m} A (\nabla \cdot \Psi) + \frac{q^2}{2m} |A|^2 \Psi + q\varphi \Psi,
\]

\[
\frac{\partial H}{\partial t} = -\frac{1}{\mu_0} \nabla \times E,
\]

\[
\frac{\partial E}{\partial t} = \frac{1}{\varepsilon_0} \nabla \times H - \frac{1}{\varepsilon_0} J_e
\]

where \( A \) is the self-consistent vector potential, \( \varphi \) is the sum of the external \( \Phi_0 \) and self-consistent electric scalar potentials, and \( \mu_0 \) and \( \varepsilon_0 \) are the vacuum permeability and permittivity, respectively. The electric current \( J_e \) of moving particles is calculated according to known formula [36]:

\[
J_e = q \left( \frac{\hbar}{2j} (\Psi^* \nabla \cdot \Psi - \Psi \nabla \cdot \Psi^*) - \frac{q}{m} |\Psi|^2 A \right)
\]

where the symbol \( * \) stands for complex conjugation. Taking into account that this current is proportional to the square of the wave function \( \Psi \), the equations (1.55) are nonlinear, and they require complicated programming on their solutions.

This way of treating the EM-quantum-mechanical phenomena is chosen in [39]-[41]. For instance, the 1-D Maxwell-Schrödinger equations are solved by an iterative FDTD method [39]. A more detailed work on numerical simulations of EM and quantum-mechanical effects in carbon nanotube interconnects is performed in [40],[41]. The Maxwell equations are solved by the transmission line matrix method. The Schrödinger equation is splitted into the real and imaginary parts, and an FDTD approach is applied to approximate the Schrödinger differential operator. The simulations are verified by published measurements, and it is shown that the self-induced fields of a moving electron are needed for better correspondence of numerical and experimental data.
As seen, these approaches require complicated mathematical apparatus and careful control of stability and convergence of numerical simulations. Besides, the EM and quantum-mechanical equations (1.55) treat different quantities like the field vectors $\mathbf{E}$ and $\mathbf{H}$ and potentials $\phi$ and $\mathbf{A}$, and it requires additional intermediate computations.

Theoretical treatments are known [37],[38]-[42] for the equations regarding to the vector $\mathbf{A}$ and scalar $\phi$ potentials, their Lorentz gauge, and the probability density wave function $\Psi$:

$$j\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \cdot \Psi - \frac{j\hbar q}{2m} (\nabla \cdot \mathbf{A}) \Psi - \frac{j\hbar q}{m} \mathbf{A} \cdot (\nabla \cdot \Psi) + \frac{q^2}{2m} |\mathbf{A}|^2 \Psi + q \phi \Psi$$

$$\nabla^2 \cdot \mathbf{A} - \frac{1}{c^2} \frac{\partial^2 \mathbf{A}}{\partial t^2} = -\mu_0 \mathbf{J}_e,$$

$$\nabla^2 \cdot \phi - \frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2} = -\frac{\rho}{\varepsilon_0},$$

$$\frac{\partial \phi}{\partial t} + \frac{1}{c^2} \nabla \cdot \mathbf{A} = 0$$

(1.57)

where $\rho = q\Psi^* \Psi^*$. This considered system of nonlinear differential partial equations has a decreased number of unknown functions in comparison to (1.55), but it is still complicated for physical analysis.

### 1.6.1.4 Schrödinger-Hertz Equation

More flexibility is given by the use of the Hertz vectors to describe the EM part of the problem. There are two Hertz vectors, which are the electric $\Gamma_e$ and magnetic $\Gamma_m$ ones, and they “automatically” satisfy the Lorentz gauge [5],[6],[43]-[45]. Very often, only one or two components of these vectors can be chosen to describe the EM part of the problem in full.

Taking into account that $\phi = -\nabla \cdot \Gamma_e$ and $\mathbf{A} = \frac{1}{c^2} \frac{\partial \Gamma_e}{\partial t} + \nabla \times \Gamma_m$, the system (1.57) is re-written in its general form:

$$j\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \cdot \Psi - \frac{j\hbar q}{2m} \left( \nabla \cdot \left[ \frac{1}{c^2} \frac{\partial \Gamma_e}{\partial t} + (\nabla \times \Gamma_m) \right] \right) \Psi -$$

$$-\frac{j\hbar q}{m} \left[ \frac{1}{c^2} \frac{\partial \Gamma_e}{\partial t} + (\nabla \times \Gamma_m) \right] \nabla \cdot \Psi +$$

$$+ \left[ \frac{q^2}{2m} \frac{1}{c^2} \frac{\partial^2 \Gamma_e}{\partial t^2} + (\nabla \times \Gamma_m) \right]^2 - q \nabla \cdot \Gamma_e \right] \Psi,$$

(1.58)

$$\nabla^2 \cdot \Gamma_e - \frac{1}{c^2} \frac{\partial^2 \Gamma_e}{\partial t^2} = -\frac{1}{\varepsilon_0} \mathbf{P}_e,$$

$$\nabla^2 \cdot \Gamma_m - \frac{1}{c^2} \frac{\partial^2 \Gamma_m}{\partial t^2} = -\mu_0 \mathbf{D}_m$$
where \( \mathbf{p}_e \) and \( \mathbf{p}_m \) are the streams potentials calculated through the electric \( \mathbf{J}_e \) and magnetic \( \mathbf{J}_m \) currents:

\[
\mathbf{p}_e = \text{const} + \int_0^t \mathbf{J}_e (t', \mathbf{r}) \, dt',
\]

\[
\mathbf{p}_m = \text{const} + \int_0^t \mathbf{J}_m (t', \mathbf{r}) \, dt'.
\] (1.59)

Taking into account that in open space

\[
\Gamma_e = \frac{1}{4\pi \varepsilon_0} \int_{V'} \mathbf{p}_e \left( t + \frac{|\mathbf{r} - \mathbf{r}'|}{c}, \mathbf{r}' \right) \frac{d\mathbf{r}'}{|\mathbf{r} - \mathbf{r}'|},
\]

\[
\Gamma_m = \frac{\mu_0}{4\pi} \int_{V'} \mathbf{p}_m \left( t + \frac{|\mathbf{r} - \mathbf{r}'|}{c}, \mathbf{r}' \right) \frac{d\mathbf{r}'}{|\mathbf{r} - \mathbf{r}'|},
\] (1.60)

where \( V' \) is the volume occupied by magnetic and electric charges. The system (1.58) is transformed into a single integro-differential Schrödinger-Hertz equation:

\[
j\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \Psi - j\hbar q \left( \frac{1}{c^2} \frac{\partial \Gamma_e}{\partial t} + \nabla \times \Gamma_m \right) \Psi - \\
- \frac{j\hbar}{m} \left[ \frac{1}{c^2} \frac{\partial \Gamma_e}{\partial t} + \nabla \times \Gamma_m \right] (\nabla \cdot \Psi) + \frac{q^2}{2m} \left[ \frac{1}{c^2} \frac{\partial \Gamma_e}{\partial t} + \nabla \times \Gamma_m \right] \Psi \nabla - q \nabla \cdot \Gamma_e \Psi.
\] (1.61)

The use of the Hertz-vector conception allows for even more simplifications. For example, it was shown that the EM field in homogeneous, linear and isotropic medium could be described using only one electric Hertz vector [5],[43]-[45]. Additionally, the magnetic moments of currents of spin-less particles concentrated in the nanometric regions are negligible. Alternatively as it was shown in [45], the magnetic currents can be incorporated into the generalized current \( \mathbf{J} \), and, again only one Hertz vector can be applied for solutions of many problems of electromagnetics and electrodynamics. Such a Hertz vector is denoted as \( \mathbf{Z} \), and it satisfies the equation:

\[
\nabla^2 \cdot \mathbf{Z} - \frac{1}{c^2} \frac{\partial^2 \mathbf{Z}}{\partial t^2} = -\frac{\mathbf{p}_e}{\varepsilon_0}.
\] (1.62)

The scalar \( \varphi \) and vector \( \mathbf{A} \) potentials are expressed in this case:

\[
\varphi = -\nabla \cdot \mathbf{Z}, \quad \mathbf{A} = \frac{1}{c^2} \frac{\partial \mathbf{Z}}{\partial t}.
\] (1.63)
Taking into account (1.59) and (1.60), the integral representation of the $Z$ vector is

$$Z = \frac{1}{4\pi \varepsilon_0} \int_{V'} dr' \frac{p_e \left( t + \frac{|r - r'|}{c} \right)}{(r - r')}.$$

(1.64)

Substituting the scalar $\phi$ and vector $A$ potentials by their equivalent expressions (1.63), we rewrite (1.61) into a more compact differential-integral Hertz equation:

$$j\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \cdot \Psi - j\hbar \frac{q}{mc^2} \frac{\partial Z}{\partial t} (\nabla \cdot \Psi) + \left\{ \frac{q}{2mc^2} \left[ q \frac{\partial Z}{\partial t} - j\hbar \left( \nabla \cdot \frac{\partial Z}{\partial t} \right) \right] - q \nabla \cdot Z \right\} \Psi.$$

(1.65)

The advantage of (1.61) and (1.65) regarding to the complicated systems (1.55) and (1.57) is obvious. For instance, it allows to estimate the influence of each equation term of the same origin and to develop a flexible approach to the solution of this equation depending on the energy of a moving particle and outer field. For instance, the first-order approximation of the Schrödinger-Hertz equation (1.66) is derived taking into account that $\hbar = 1.055 \cdot 10^{-34}$ J⋅s, $m = m_e = 9.109 \cdot 10^{-31}$ kg, $q = e = -1.602 \cdot 10^{-19}$ C, and $c = 3 \cdot 10^8$ m/s, and treating properly the singular integral in (1.64):

$$j\hbar \frac{\partial \Psi}{\partial t} \approx -\frac{\hbar^2}{2m} \nabla^2 \cdot \Psi - q(\nabla \cdot Z) \Psi.$$

(1.66)

It is still a nonlinear one taking into account (1.56), (1.59), and (1.64), and it describes the low-energy spin-less charged particles. This equation is in good agreement with the classical and semi-classical studies stating that the influence of dynamic self-induced fields is strong enough only for the fast moving accelerated particles [3]. The zero-order approximation, when the self-consistent electric potential is zero gives the linear Schrödinger equation (1.54) governed by the external electric potential $\Phi_0$. If the solution of this equation is known, then further treatment can be performed using a perturbation method, for instance.

The found currents and Hertz vectors are utilized further to derive the electric and magnetic fields [46]:

$$E = \nabla \cdot (\nabla \cdot Z) - \frac{1}{c^2} \frac{\partial^2 Z}{\partial t^2}, \quad H = \frac{1}{c^2} \frac{\partial}{\partial t} (\nabla \times Z).$$

(1.67)

Additionally, these formulas can be used to get the boundary conditions for vector $Z$. 
1.6.1.5 Pauli-Hertz Equation

Electrons have intrinsic magnetic moment called spin $s$, and the equations for such particles should take into account their orientation. Electrons aligned according to the magnetic field have positive spin $s = \frac{1}{2}$. Other particles are in the spin-down state $s = -\frac{1}{2}$. Electrons can be in a mixed state called the qubit, which is not considered here. For instance, electronics employs intrinsic magnetic momentum of electrons in the devices based on the giant magnetoresistive effect. Recent promising findings are with the developments of spin-transistors.

In the case of spin particles, the Schrödinger equation is written in its spinor or Pauli form [36], and it is equipped by the potential equations:

$$j\hbar \frac{\partial \Psi}{\partial t} = (\hat{H}_0 + \hat{H}_s) \Psi,$$

$$\nabla^2 \cdot A - \frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} = -\mu_e J_z,$$

$$\nabla^2 \cdot \varphi - \frac{1}{c^2} \frac{\partial^2 \varphi}{\partial t^2} = -\varphi \rho / \varepsilon_0,$$

$$\frac{\partial \varphi}{\partial t} + \frac{1}{c^2} \nabla \cdot A = 0$$

where

$$\Psi = \Psi_\uparrow + \Psi_\downarrow,$$

$$\hat{H}_0 = \frac{1}{2m_e} \begin{pmatrix} \left(\hat{p} + e\mathbf{A}\right)^2 & 0 \\ 0 & \left(\hat{p} + e\mathbf{A}\right)^2 \end{pmatrix} + e \begin{pmatrix} \varphi & 0 \\ 0 & \varphi \end{pmatrix},$$

$$\hat{H}_s = \mu_b \left(\hat{\sigma}_x B_x + \hat{\sigma}_y B_y + \hat{\sigma}_z B_z\right), \mathbf{B} = \nabla \times \mathbf{A}, \hat{p} = -j\hbar \nabla, \mu_b = eh/2m,$$

$$\hat{\sigma}_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \hat{\sigma}_y = \begin{pmatrix} 0 & -j \\ j & 0 \end{pmatrix}, \hat{\sigma}_z = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}. $$

In (1.68), the vector potential $\mathbf{A}$ and associated magnetic field $\mathbf{B}$ are composed from the external and self-induced vectors, similarly as the electric potential $\varphi$.

Substituting the vectors $\mathbf{A}$, and $\mathbf{B}$, and potential $\varphi$ by their expressions (1.63) and (1.67) in (1.68), the Pauli-Hertz equation written for electron in the external and self-induced magnetic and electric fields is derived. The Hertz vector requires the electric current taking into account the spinor nature of the probability density of spin particles:

$$\mathbf{J}' = e \left( \frac{\hbar}{2jm_e} \left( \nabla \cdot \Psi \Psi - \Psi \nabla \Psi \right) - \frac{e}{m_e} \Psi \Psi \mathbf{A} \right)$$

(1.69)
where the symbol $\dagger$ is for Hermitian conjugation. Some corrections of this formula are available [47]. Then, the Hamiltonian is

$$
\hat{H}_0 + \hat{H}_s = \frac{1}{2m_e} \begin{pmatrix}
\left( \hat{p} + \frac{e}{c^2} \frac{\partial \mathbf{Z}}{\partial t} \right)^2 & 0 \\
0 & \left( \hat{p} + \frac{e}{c^2} \frac{\partial \mathbf{Z}}{\partial t} \right)^2
\end{pmatrix} - e \left( \nabla \cdot \mathbf{Z} \right) \begin{pmatrix}
0 \\
0 & \nabla \cdot \mathbf{Z}
\end{pmatrix} +
$$

$$
+ \frac{\mu_0}{c^2} \frac{\partial}{\partial t} \left\{ \sigma_i \left[ \nabla \times \mathbf{Z} \right]_i + \sigma_j \left[ \nabla \times \mathbf{Z} \right]_j + \sigma_z \left[ \nabla \times \mathbf{Z} \right]_z \right\}.
$$

Comparing the coefficients of the members of this Hamiltonian and leaving only the largest ones, the first-order approximation of the Pauli-Hertz equation is derived

$$
jh \frac{\partial \Psi_\uparrow}{\partial t} \approx -\frac{\hbar^2}{2m_e} \nabla^2 \cdot \Psi_\uparrow - e (\nabla \cdot \mathbf{Z}) \Psi_\uparrow,
$$

(1.71)

or

$$
jh \frac{\partial \Psi_\downarrow}{\partial t} \approx -\frac{\hbar^2}{2m_e} \nabla^2 \cdot \Psi_\downarrow - e (\nabla \cdot \mathbf{Z}) \Psi_\downarrow,
$$

or

$$
jh \frac{\partial \bar{\Psi}}{\partial t} \approx -\frac{\hbar^2}{2m_e} \nabla^2 \cdot \bar{\Psi} - e \left( \begin{array}{cc}
\nabla \cdot \mathbf{Z} & 0 \\
0 & \nabla \cdot \mathbf{Z}
\end{array} \right) \bar{\Psi}.
$$

(1.72)

Taking into account that the Hertz vector is a functional regarding to the Pauli quantum current $\mathbf{J}_e'$

$$
\mathbf{Z} = F \left( \mathbf{J}_e' = e \left( \frac{\hbar}{2jm_e} \left( \bar{\Psi} \nabla \cdot \bar{\Psi} - \bar{\Psi} \nabla \cdot \bar{\Psi}^\dagger \right) - \frac{e}{m_e} \bar{\Psi} \bar{\Psi} \mathbf{A} \right) \right)
$$

(1.73)

then the derived equations (1.71) for up- and down spinor components $\Psi_\uparrow$ and $\Psi_\downarrow$ are still coupled, and they are nonlinear if the EM self-influence is considered.

This performed analytical treatment allows reducing the complexity of the used equations for calculation of quantum-EM field phenomena according to the physics-based criteria. They are convenient for numerical or even semi-analytical treatment of quantum effects and nano-devices reducing the necessary computation resources.

1.6.1.6 Dirac-Hertz Equations

Similarly to the Schrödinger-Maxwell and Pauli-Maxwell equations, the Dirac-Maxwell one can be simplified using the Hertz vector. These equations describe relativistic particles in the external and self-induced EM fields [48],[49]. In
contrast to the Pauli equation, the Dirac one is given for a pair of spin-having particle/anti-particle, i.e. the probability density wave function $\Psi$ has four components. The Maxwell-Dirac equation is written using the vector and scalar potentials:

$$\frac{j\hbar}{\partial t} = \sum_{k=1}^{3} \alpha^k \left( -j\hbar c \frac{\partial}{\partial x_k} - eA_k \right) \Psi + (eA_0 + mc^2) \Psi,$$

$$\nabla^2 \cdot A - \frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} = -\mu_0 \mathbf{J}_e,$$

$$\nabla^2 \cdot \varphi - \frac{1}{c^2} \frac{\partial^2 \varphi}{\partial t^2} = -\rho / \varepsilon_0,$$

$$\frac{\partial \varphi}{\partial t} + \frac{1}{c^2} \nabla \cdot \mathbf{A} = 0. \tag{1.74}$$

where $A_k$ is a component of the 4-potential, $\mathbf{A} = x_0 \mathbf{A}_1 + y_0 \mathbf{A}_2 + z_0 \mathbf{A}_3$ and $\varphi = A_0$ are composed of the external and self-consistent potentials, $\alpha_{k=1,2,3} = \begin{pmatrix} 0 & \sigma_k \\ \sigma_k & 0 \end{pmatrix}$, $\sigma_k$ is the Pauli matrix, $\beta$ is the Dirac matrix, $\rho = e \sum_{k=1}^{4} \left| \Psi_k \right|^2$, and $J_{\mathbf{e}} = e \bar{\Psi} \alpha^i \Psi$.

Supposing that the components of the 4-vector $A_k$ is expressed through the Hertz vector $\mathbf{Z}$, the system (1.74) is transformed to one nonlinear differential-integral Dirac-Hertz equation:

$$\frac{j\hbar}{\partial t} = \sum_{k=1}^{3} \alpha^k \left( -j\hbar c \frac{\partial}{\partial x_k} - eA_k (\mathbf{Z}) \right) \Psi + (eA_0 (\mathbf{Z}) + mc^2) \Psi. \tag{1.75}$$

### 1.6.1.7 Klein-Gordon-Hertz Equation

A particular case of the Maxwell-Dirac equation is the Klein-Gordon-Maxwell equation derived for relativistic spineless charges [50]:

$$\left[ (-j\nabla - e\mathbf{A})^2 - \left( j \frac{\partial}{\partial t} - e\varphi \right)^2 + m_e^2 \right] \Psi = 0,$$

$$\nabla^2 \cdot \mathbf{A} - \frac{1}{c^2} \frac{\partial^2 \mathbf{A}}{\partial t^2} = -\mu_0 \mathbf{J}_e,$$

$$\nabla^2 \cdot \varphi - \frac{1}{c^2} \frac{\partial^2 \varphi}{\partial t^2} = -\rho / \varepsilon_0,$$

$$\frac{\partial \varphi}{\partial t} + \frac{1}{c^2} \nabla \cdot \mathbf{A} = 0. \tag{1.76}$$

Taking into account that the current $\mathbf{J}_e$ and charge $\rho$ are proportional to the squared particle probability density wave function, the system is nonlinear.
with respect to this function. Substituting the vector and scalar potentials by their expressions (1.63), the integral-differential *Klein-Gordon-Hertz* (KGHZ) equation is derived

\[
\frac{\partial^2 \Psi}{\partial t^2} - \nabla \cdot \Psi + \left\{ -e^2 \left[ \left( \nabla \cdot \mathbf{Z} \right)^2 - \frac{1}{c^4} \left( \frac{\partial \mathbf{Z}}{\partial t} \right)^2 \right] - 2 je \left( \nabla \cdot \frac{\partial \mathbf{Z}}{\partial t} + m^2 \right) \right\} \Psi = 0. \tag{1.77}
\]

Ignoring the terms with small coefficients, we derive an approximated nonlinear KGHZ equation:

\[
\nabla^2 \cdot \Psi - \frac{\partial^2 \Psi}{\partial t^2} - \left\{ e^2 (\nabla \cdot \mathbf{Z})^2 + 2 je \left( \nabla \cdot \frac{\partial \mathbf{Z}}{\partial t} \right) \right\} \Psi = 0. \tag{1.78}
\]

Thus, the use of the Hertz vector formalism allows for obtaining very compact differential-integral EM-quantum equations interesting in the modeling and design of prospective quantum nano-electronics. Some simulation aspects of these equations are in the Chapter 9 of this book.

### 1.6.2 Dipolar Molecules in EM Field

Studying the motion of molecules in the EM field is interesting in many areas. For instance, the obtained knowledge allows for better understanding of effects on the microlevel, and it is for the developments of EM-mechanical components for prospective molecular electronics. The space-time averaging of the studied effects allows for calculating the medium's macro-parameters as the complex permittivity \cite{51}. This knowledge is useful to derive the microwave loss of dielectrics, and, in the future, to understand the molecular mechanisms of microwave heating and chemical reactions. Unfortunately, the basic theory developed by Debye, Cole, Davidson, and many other scientists is not enough to solve contemporary problems arisen in the theory of materials, especially, in the nano-engineered ones.

It is interesting that the theory of particles having the electric \( p_e \) and the magnetic \( p_m \) moments placed in general EM field has not been developed well to this moment, and discussion on it is still going on. For instance, an analytical formula for the force acting on an electric/magnetic dipole is given in \cite{52}, and it has been corrected only recently in \cite{53}. According to the last paper, the force \( \mathbf{F} \) on a moving with the velocity \( \mathbf{v} \) dipole in EM field is

\[
\mathbf{F} = \nabla \cdot (p_e \cdot \mathbf{E}) + \nabla \cdot (p_m \cdot \mathbf{B}) + \frac{1}{c} \frac{\partial}{\partial t} (\mathbf{p} \times \mathbf{B}). \tag{1.79}
\]

This expression is derived under assumption that the dipole is of the negligible small size in comparison to relative change of the electric and magnetic fields along the dipolar axis. Some restrictions on calculation of motional trajectory using (1.79) can be found in \cite{53}. In the mentioned paper, the relativistic formulas

---

\[\text{Written by S.V. Kapranov and G.A. Kouzaev}\]
for the moments \((\mathbf{p}_e)\) and \((\mathbf{p}_m)\) are given to calculate the force in the frame of observation.

Very often, the molecular calculations are with the slowly moving electric dipoles in low-magnitude EM fields, and the force formula is simple

\[
\mathbf{F} = \nabla \cdot (\mathbf{p}_e \cdot \mathbf{E}).
\] (1.80)

In inhomogeneous AC fields, a very interesting effect occurs called the pondermotive move of charges and dipoles. The trajectory equations obtained using (1.80) are nonlinear, and the dipolar motion is divided into two parts. One of them is the oscillatory movement according to the AC field, and the second one is with translation motion due to the spatial inhomogeneity of the field.

Many results are obtained for the polarizable atoms and molecules [54]-[56]. An equation of pondermotive motion for them is given, for instance in [56]:

\[
M\ddot{\mathbf{R}}(t) = -\frac{1}{4m_e\omega^2} \nabla \cdot |\mathbf{E}_0|^2
\] (1.81)

where \(M\) and \(m_e\) are the masses of atom and electron, correspondingly, given in atomic units, \(\ddot{\mathbf{R}}(t)\) is the second derivative of the center-of-mass position, \(\omega\) is the cycling frequency of the electric field envelope \(\mathbf{E}_0(R,t,\omega)\). In the cited paper, additionally to the theoretical analysis, the effect of ultrastrong acceleration was discovered for He and Ne atoms in strong short pulse laser fields, and such acceleration with the magnitude as high as \(10^{14}\) was found in the radial direction of the laser light beam. It is supposed that the effects with the pondermotive force are promising for the advanced manipulations of atoms and molecules.

Our own results touch only some aspects of this problem, and they concern the motion of a single dipole molecule placed in the static (DC) and alternating (AC) electric fields. The theory was created using the analogies with the pendulum’s one [57], and it includes the linear and nonlinear behavior of a molecule and its stochasticization [58].

Even simple molecules have rather complicated spatial structures. The positive charges, associated with the atomic nuclei, are localized in space and glued together by clouds of electrons. The averaged centers of the positive and negative electricity take different coordinates, in general. Atoms have spherical symmetry of their electricity, but they are polarized in external electric field.

In the first-order approximation, the molecules can be represented by dipoles in which positive and negative charges are concentrated at a certain distance from each other (Fig. 1.3a). The electrical charge multiplied by this vector distance is called the dipole moment \(\mathbf{p} = qL\). Due to the certain mass of the molecule, it has a moment of inertia denoted here as \(I\).
The electric force applied to the dipole forges it to be turned along the field and around the central point of the dipole, and it occurs not instantaneously due to the inertia of the molecule. The additionally applied alternating electric field $E(t)$ can cause much more complicated effects, and a theory of them is based on the analogy with the behavior of a pendulum in the gravity field.

The pendulum (Fig. 1.3b) has a fixed axis around which it rotates if a strong external alternating force is exerted. In the case of a small alternating force, the pendulum oscillates close to its lowest position. In general, the pendulum behavior is described by nonlinear differential equations.

For the pendular motion of the dipole, the static electric field plays the role of the gravitational one, and the charge $q$ substitutes the mass of the pendulum bob $m_p$. The motion equations and the Hamiltonians for both cases are shown in the body of this figure; there is the complete analogy between the dipole and pendulum placed in the electric and gravity fields, correspondingly.

\[
I \ddot{\alpha} + pE_0 \sin \alpha = 0 \quad \Rightarrow \quad m_p \ell_p \ddot{\alpha} + m_p g \ell_p \sin \alpha = 0
\]

\[
H_0 = I \dot{\alpha}^2 / 2 - pE_0 \cos \alpha \quad \Rightarrow \quad H_p = m_p \ell_p^2 \dot{\alpha}^2 / 2 - m_p g \ell_p \cos \alpha
\]
To derive the dipole motion equation, the Hamiltonian approach is used. The Hamiltonian of a moving system is a sum of its kinetic and potential energies. A dipole placed in the static electric field has the following Hamiltonian:

$$ H_0 = I \dot{\alpha}^2/2 - pE_0 \cos \alpha $$

(1.82)

where $I$ is the dipole’s moment of inertia. For convenience, the normalized Hamiltonian is introduced as $\bar{H}_0 = H_0/I$. Following the theory of pendulum [59]-[61], the molecule rotating frequency $\omega$ is derived from the Hamiltonian, and it is a nonlinear equation with respect to this parameter:

$$ \omega(\bar{H}_0) = \frac{\pi}{2} \omega_0 \begin{cases} 1/F(\pi/2; \kappa), & \kappa < 1, \\ \kappa/F(\pi/2; 1/\kappa), & \kappa > 1 \end{cases} $$

(1.83)

where $\kappa^2 = (\omega_0^2 + \bar{H}_0) / 2\omega_0^2$ and $F$ is the elliptic integral of first kind.

When dipolar molecule oscillates close to an equilibrium point with the small amplitudes, its oscillations are linear, and the eigenfrequency is $\omega_0 = \sqrt{pE_0/I}$. When the oscillation amplitude is high, the non-linear motion equation derived from the Hamiltonian is

$$ \ddot{\alpha} + \omega_0^2 \sin \alpha = 0. $$

(1.84)

Its analytical solution for the highest-amplitude oscillation gives [59]:

$$ \dot{\alpha} = \pm 2\omega_0 \cos (0.5\alpha), $$

$$ \alpha = 4 \tan^{-1}(e^{\pm \omega_0}), $$

(1.85)

An example of the phase plane $\alpha(\dot{\alpha})$ is shown in Fig. 1.4.

Fig. 1.4 Phase plane of oscillations of a dipole molecule
There is an equilibrium point in the center of the loop, and the molecule is not oscillating there at all, being oriented along the static field $E_0$. In the areas inside the separatrix loops, which are shown by bold curves, the molecule is oscillating. The separatrices are crossed at the saddle points where the equilibrium is unstable and the dipole is oriented in the direction opposite to the electric field. At the areas outside the separatrices loops, this molecule is rotating around its inertia center. The movement of molecule along the separatrices is aperiodical.

As seen, the parameters of motion are regulated by the external static electric field. To analyze the large amplitude eigen-motion of molecules, the general equation (1.83) should be used.

One of the important effects, which is beyond the scope of the above simple analysis, is the chaotization of molecular movement close to the separatrices under even small outer perturbation by an AC electric field. It means that the molecular angular coordinate and angular velocity vary chaotically, and this effect is shown in Fig. 1.5 as a layer inside which the phase-space points can lie, instead of being on the separatrix.

The parameters of this layer can be varied by the external alternating field, and this is promising for the control of motion of single molecules and their clusters [32]. A theory describing the effect of the controllable chaos can be built on the base of analogy of the gravitational pendulum and the dipole in the electric field.

Following [59], the Hamiltonian for the perturbed problem is written as

$$ H = H_0(\alpha, \dot{\alpha}) + \delta \cdot V(\alpha, t) \tag{1.86} $$

**Fig. 1.5** Perturbed molecule’s phase portrait. The molecule motion is chaotic in a layer which is close to the separatrix
where $V(\alpha,t) = V_0 \left( \alpha,t + \frac{2\pi}{\nu} \right)$ is the periodical perturbation part, and $\delta$ is the perturbation parameter. For the relative cycling frequency $\nu/\omega_0 \ll 1$, the maximum width $\Delta$ of the stochasticity layer is

$$\Delta \approx \delta \cdot \frac{\nu}{\omega_0} > \frac{|H - H_s|}{H_s}$$

(1.87)

where $H_s$ is the Hamiltonian value calculated exactly on the separatrix of the phase space. The high enough frequency $\nu$ decreases the stochastic layer width $\Delta$, and it exponentially approaches zero at $\nu \gg \omega_0$. The same effect occurs if the driving frequency $\nu$ tends to zero. In general, the stochasticity width $\Delta$ is a multi-extremum function regarding to ratio of $\nu$ and $\omega_0$. A more detailed study is performed in [58] where the following interesting effects for a single dipolar molecule are shown. The maximum width $\Delta_{\text{max}}$ of the stochastic layer near a perturbed pendulum separatrix is of the order of $\delta$. Remarkably, this width varies with the perturbation frequency and it has a maximum at frequencies comparable with $\omega_0$. The location of this maximum varies for different types of perturbation fields, and it can be tuned by changing the intensity of the static field applied. Nonlinear resonance gives rise to another interesting effect of bifurcation of the stochastic layer width for equal values of $\delta$.

**Example 1.1.** Stochastic layer width calculation for a molecule in the TEM linearly polarized wave field [59],[60]. Assume a linearly-polarized EM wave propagating with zero losses in dielectric. Then $k''_z = 0$, and the perturbation electric field $E(z)$ is

$$E(z) = x_0 e_0 \sin(\nu t - k'_z z + \phi)$$

(1.88)

where $e_0$ is the wave magnitude, and $\phi$ is the wave phase. Let a dipole be located at a fixed point with $z=\text{const}$. In this case:

$$E = x_0 e_0 \sin(\nu t + \phi_0)$$

(1.89)

where $\phi_0 = -k'_z z + \phi$.

When the static electric field $E_0 = x_0 E_0$ collinear to the alternating field $E$ acts upon a dipole and makes angle $\alpha$ with its direction, the Hamiltonian of the dipole’s angular motion is

$$H = I \dot{\alpha}^2 / 2 - p \cdot (E_0 + E) = I \dot{\alpha}^2 / 2 - p E_0 \cos \alpha -$$

$$- p e_0 \cos \alpha \sin(\nu t + \phi_0).$$

(1.90)

If $c = e_0 / E_0$, the normalized Hamiltonian is
Using the standard mapping procedure described by G.M. Zaslavsky [59],[60] and B.V. Chirikov [61], the dimensionless maximum energy width \( \Delta \) of the stochastic layer formed by the linearly-polarized perturbation of the pendular dipole at the separatrix is derived [58] as

\[
\left| \frac{H - H_s}{H_s} \right| \leq \Delta = 2e \frac{\nu}{\omega_0} \left[ \sin \left( 4 \arctan \exp(\tau) \right) \sin(\nu \tau / \omega_0 + \phi_0) \right] d\tau = \left| \frac{2\pi e (\nu / \omega_0)^3}{\sinh(\pi \nu / 2 \omega_0) \sin \phi_0} \right|
\]

where \( \phi_0 \) is the perturbation phase with respect to the equilibrium point of the unperturbed dipole. The plot of the absolute amplitude value of the stochastic layer width is shown in Fig. 1.6 against the frequency ratio \( \nu / \omega_0 \) and given for \( e = 1 \). The maximum of the stochastic layer lies at \( \nu / \omega_0 \approx 1.90 \). It follows that the width is controllable by both frequencies and ratio of magnitudes of the alternating \( e_0 \) and static \( E_0 \) fields. More data on the controllable chaos near separatrices of nonlinear oscillations of a dipolar molecule is in the cited work [58]. Although, the considered example is on an idealized case when the dipole is fixed on the plane at its “axis”, and no thermal rotations and translational motion have been considered, it shows the difficulties to control such tiny objects like single molecules. More information on molecular theory, including quantum aspects of molecular vibrations and interaction with EM field, can be found for instance, in [62]-[64].

**Fig. 1.6** Maximum stochastic layer width as a function of the perturbing and fundamental frequencies ratio \( \nu / \omega_0 \). The perturbation is caused by the linearly-polarized EM field.
1.7 Boundary Value Problems of Electromagnetism

1.7.1 Boundary Conditions for the Electric and Magnetic Fields

The above-considered plane TEM wave (Section 1.4.3) propagates in open space. In practice, the EM waves are often guided by a stratified medium, channelized by guides, or confined by cavities. Due to the multiple reflections from the boundaries and diffraction of the elementary TEM waves, a very complicated spatio-time structure of the EM field is arising. To calculate it, the behavior of the field on the boundaries should be ascertained.

The fields on the interface of two domains can have abrupt behavior and the derivatives are singular there. Then the differential equations should be equipped by the boundary conditions for the field components. These conditions are obtained from the equations for the tangential and normal-to-the-boundary field components and the Maxwell equations in the integral form are used [3],[4].

Let us consider a plane boundary between two domains with the different material parameters $\varepsilon_1, \mu_1$ and $\varepsilon_2, \mu_2$ (Fig. 1.7).

![Fig. 1.7 Boundary between two domains](image)

On this boundary, two unit vectors are defined. One of them is the normal-to-the boundary vector $\mathbf{n}$; the second one is the tangential-to-the-boundary vector $\mathbf{\tau}$.

Using the Maxwell equations in the integral form, the following set of expressions for the tangential and normal-to-the-boundary electric field components are derived (see [3] for details)

$$
E_{1\tau} - E_{2\tau} = 0, \\
D_{1n} - D_{2n} = \rho_s
$$

(1.92)

where $\rho_s \left[ \text{C/m}^2 \right]$ is the surface charge density if the boundary is charged. From these equations, it follows that on the boundary of two different magnetodielectrics the tangential components of the electric field intensity are continuous. The
normal-to-the-boundary components of the electrical flux density \( D_{1,2} \) are different from each other. The step between these components is caused by the surface charge. In general case, the normal components of the electric field intensity \( E_{1,2} \) are different from each other, too:

\[
\frac{E_{1n}}{E_{2n}} = \frac{\varepsilon_2}{\varepsilon_1}.
\]  

(1.93)

The magnetic field components can show abrupt behavior on the boundary:

\[
H_{1n} - H_{2n} = j_s, \\
B_{1n} - B_{2n} = 0
\]

(1.94)

where \( j_s \) \([A/m^2]\) is the electric surface current density. If the boundary surface is free of currents, then the tangential magnetic field intensity components are continuous, and

\[
H_{1t} - H_{2t} = 0.
\]  

(1.95)

In general case, the normal components of these vectors are different from each other:

\[
\frac{H_{1n}}{H_{2n}} = \frac{\mu_2}{\mu_1}.
\]  

(1.96)

In electromagnetics, the ideal mediums are used frequently. One of them is the ideal conductor with \( \sigma = \infty \). The boundary conditions on the surface between it and a dielectric are

\[
E_t = 0, \quad D_n = \rho_s, \\
H_t = j_s, \quad B_n = 0.
\]  

(1.97)

From these equations, it follows that the electric field-force lines are normal to the surface of ideal conductor. The magnetic ones are tangential to it.

### 1.7.2 Surface Impedance Boundary Conditions

High conductivity of metals at microwave frequencies allows for using the approximate boundary condition introduced by M.A. Leontovich at the end of the 30s of the last Century [65]. Due to increased conductivity of metals, inside them, the normal-to-the-surface derivatives of the EM field components are larger than those in the tangential directions. Then, as it is found from the Maxwell equations, the tangential components of the electric \( E_r^{(m)} \) and magnetic \( H_r^{(m)} \) fields inside the metal are coupled to each at the surface as
where \( \eta_m = \sqrt{\mu_m / \varepsilon_m} \) is the surface impedance of a metal, \( \mu_m \) and \( \varepsilon_m \) are its permeability and permittivity, respectively, and \( \mathbf{n} \) is the unit vector which is normal to the metal surface. Taking into account that the tangential components of the fields in the air and in the conductor are equal to each other, and then, in the air, the similar boundary condition should be fulfilled at the boundary:

\[
\mathbf{E}_r^{(\text{air})} + \eta_m \left[ \mathbf{H}_r^{(\text{air})} \times \mathbf{n} \right] = 0. \tag{1.99}
\]

It allows for considering only the fields out of the metal, and it makes the EM problems easier to be solved. Very often, the perturbation method is applied when the fields are obtained initially using the ideal boundary conditions (1.97) on the surface of metal. The found fields are substituted into stationary functionals which take into account the real conductivity through the Leontovich boundary condition, and the loss of waves or oscillating modes can be found. The boundary condition (1.99) was introduced for TEM waves, initially, but it can be used for the loss calculation of more complicated waves under certain limitations.

For instance, in [66], the applicability of the Leontovich boundary condition is considered for the cylinder and spherical lossy bodies. It is shown that this condition is valid if

\[
\text{Im}(N) \geq \frac{2.3}{k_0 a} \tag{1.100}
\]

where \( N \) is the refractive index, \( a \) is the radius of a cylinder or sphere, and \( k_0 = \omega / c \).

The Leontovich boundary condition is generalized for the surfaces, which can be described by an impedance of an arbitrary nature. Among them are, for instance, the surfaces of periodically perturbed metals and dielectrics [67],[68] and thin dielectric sheets [69]. The improved accuracy Leontovich’s formulas are obtained in [70] for the boundary of air and a high-permittivity dielectric. In general, the medium can be anisotropic, and on the boundaries of such high-permeability or high-permittivity magnetodielectrics, the anisotropic Leontovich boundary condition is written, and it used for calculation of the ferrite thin-film components [71],[72].

In [72], it is shown that the Leontovich’s boundary condition can be generalized further. In general, the tangential fields \( \mathbf{E}_r \) and \( \mathbf{H}_r \) are connected to each other through an integro-differential operator \( \hat{Z} \):

\[
\mathbf{E}_r = \hat{Z} \mathbf{H}_r. \tag{1.101}
\]

This equation can be transformed into a matrix one if the fields are represented as the series of eigenfunctions.
Interesting surface boundary conditions are introduced by M.I. Kontorovich in 1939 [73] for the grid structures of different geometry and parameters, which are used now for calculation of grid antennas, photonic bandgap structures, fenced waveguides, etc. Additional information on the surface boundary conditions can be found in [74], for instance.

1.7.3 Boundary Value Problems

The EM phenomena are described by partial differential equations. They have general solutions which are independent on the boundaries and initial conditions. The solutions in the finite size domains are obtained from the boundary value problems, which are the differential equations, domain geometry, and the restraints given on the domain boundary.

An example of a boundary value problem is shown in Fig. 1.8 where the EM field is calculated inside a metalized cavity $V$ of a known geometry filled by a magnetodielectric $(\mu, \varepsilon)$ and excited by a source current with its volume density $J$.

\[ \Delta \cdot \mathbf{E}(r) + \tilde{k}^2 \mathbf{E}(r) = 0, \quad |r| \notin V_j, \]
\[ \Delta \cdot \mathbf{E}(r) + \tilde{k}^2 \mathbf{E}(r) = \frac{1}{\tilde{\varepsilon}} \nabla \cdot \rho(r) + j\omega \mu J(r), \quad |r| \in V_j, \]  
\[ \mathbf{E}_r(r) = 0, \quad |r| \in S, \quad \mathbf{E}_{rV}(r) = \mathbf{E}_{rV}^{\nu}(r) = 0, \quad |r| \in S_j. \]

![Fig. 1.8 Geometry for a boundary value problem](image-url)
In some cases, the problem is solved analytically, and solution for the electric field depends on the geometry of the volume, its material filling, and the boundary condition. The magnetic field is derived using the Maxwell equations and the obtained electric field. Similarly to the electric boundary value problem, it can be formulated for the magnetic field.

Unfortunately, most domain geometries do not allow for analytical solutions, and the numerical methods are used. The unknown fields are derived approximately, and the criterion of accuracy of the solutions is needed. Very often, it is the energy conservation law written for the calculated field.

### 1.7.4 Energy Conservation Law

The electric and magnetic fields have certain energy of the potential and the dynamic types. For example, the static electric field has only potential energy, and the field’s work on moving a charge along a closed trajectory is zero. The electric field induced by the time-varying magnetic field can have non-potential character, and the charge increases its velocity moving even on a closed trajectory.

At each point of space where the fields are defined, the energy densities of the electric $w_e$ and magnetic $w_m$ fields are introduced

$$
w_e = \frac{\text{ED}}{2}, \left[ \text{J/m}^3 \right], \quad w_m = \frac{\text{HB}}{2}, \left[ \text{J/m}^3 \right]. \quad (1.103)$$

Energy stored in a certain volume $V$ is derived by integration of density functions $(1.103)$. The EM field is generated by a source current concentrated in a certain part of the space. At each point of the source area, the power density can be written as

$$p^{(\text{source})} = J^{(\text{source})} E, \left[ \text{J/m}^3 \text{s} \right]. \quad (1.104)$$

The energy conservation law answers the question on which phenomena the source power is spent. For the arbitrary time-varying fields, it is written for each moment of time. The time-harmonic fields are described by the energy-conservation law defined for the averaged-on-the-period quantities of the energy and power.

Consider an arbitrary domain of space limited by a surface $s$. The power of the source is spent on pumping the energy into the EM field and on radiation to the outer space through this boundary $s$. Some amount of energy can be spent on heating of the medium due to the Ohmic loss:

$$\oint_{s} \mathbf{E} \times \mathbf{H} \, ds = \int_{V} \left( \mathbf{H} \frac{\partial \mathbf{B}}{\partial t} + \mathbf{E} \frac{\partial \mathbf{D}}{\partial t} \right) \, dv - \int_{V} \sigma \mathbf{E}^2 \, dv - \int_{V} J^{(\text{source})} \mathbf{E} \, dv \quad (1.105)$$
where the integral on left of the expression is the power radiated through the boundary \( s \). The first integral in the right part of it is the power pumped into the energy of the EM field at each moment of time. A part of the source power \( P^{(\text{source})} = \int_{v} J^{(\text{source})} E \, dv < 0 \) is spent on the heating due to the ohmic loss, for example, and it is taken into account by the second term \( \int_{v} \sigma E^2 \, dv \) of the right part of (1.105).

At each point of the considered domain, the differential energy conservation law is valid

\[
\nabla \cdot [E \times H] = - \left( \frac{\partial B}{\partial t} + E \frac{\partial D}{\partial t} \right) - \sigma E^2 - J^{(\text{source})} E. \tag{1.106}
\]

The quantity \( \Pi = [E \times H] \) is the Poynting vector and it defines the radiation density at a certain point of space.

For time-harmonic fields, the averaged-on-the-period quantities are introduced

\[
\langle E^2 \rangle = \frac{1}{2} EE^*, \quad \langle H^2 \rangle = \frac{1}{2} HH^*,
\]

\[
\langle JE \rangle = \frac{1}{2} \text{Re}(JE^*) = \frac{1}{2} \text{Re}(J^*E),
\]

\[
\langle [E \times H] \rangle = \frac{1}{2} \text{Re}([E \times H^*]) = \frac{1}{2} \text{Re}([E^* \times H]). \tag{1.107}
\]

In this case, the energy conservation law is written regarding to the real and imaginary parts of the power. The first of them describes the energy conservation law for the irreversible processes, i.e. how the source energy is spent for the loss and radiation:

\[
\text{Re} \oint_{s} \Pi ds = - \frac{\omega}{2} \int_{v} \left( \epsilon^* E^* E + \mu^* H^* H \right) \, dv - \text{Re} P^{(\text{source})}. \tag{1.108}
\]

Beside the time-irreversible processes, the periodical phenomena occur in the EM systems. Roughly speaking, any of them has certain capacitance and inductance, and the energy can be pumped to these reactivities or taken back to the source. For this process, the energy conservation law must be fulfilled for the imaginary parts of the energy and power:

\[
\text{Im} \oint_{s} \Pi ds = \frac{\omega}{2} \int_{v} \left( \epsilon^* E^* E - \mu^* H^* H \right) \, dv - \text{Im} P^{(\text{source})}. \tag{1.109}
\]

The differential forms of the energy conservation law for both parts of the complex power are
\begin{align*}
 \nabla \cdot (\Re \Pi) &= -\frac{\omega}{2} \left( \epsilon^{*} \epsilon^{*} \mathbf{E} + \mu^{*} \mathbf{H} \mathbf{H}^{*} \right) - \Re p^{(\text{source})} , \\
 \nabla \cdot (\Im \Pi) &= \frac{\omega}{2} \left( \epsilon^{*} \epsilon^{*} \mathbf{E} - \mu^{*} \mathbf{H} \mathbf{H}^{*} \right) - \Im p^{(\text{source})} .
 \end{align*}

(1.110)

Any analytical or numerical models and experimental results must satisfy the energy conservation law with maximum accuracy.

1.7.5 Reflection of TEM Waves from the Boundary of Two Magnetodielectrics

The above-considered plane TEM waves propagate in space without any boundary. Such waves are called the free or regular ones. Very often, the EM waves are reflected from different objects or/and penetrate them. The reflected and transmitted fields can have complicated space-time structures, and they depend on the medium and the boundary.

Initially, to understand this phenomenon, the reflection and transmission effects are studied for the plane TEM waves and isotropic dielectric medium, only. Considering the boundary is infinitely wide, the reflection is described on the base of the ray theory (Section 1.4.4), and some elements of it is given below.

We assume that in both domains, the Helmholtz equations have been solved, and we know the fields and the propagation constants of the incident, reflected, and transmitted TEM waves, excepting the amplitudes of the last ones, which should be calculated, i.e. the general solutions of the Helmholtz equation are known in both domains.

The incident wave can be of an arbitrary polarization, but only two of them are considered here. The first one has the electric field vector oriented normally to the incident plane, and the wave is of the perpendicular polarization (Fig. 1.9). Another case is the wave which electric field is parallel to the incident plane (Fig. 1.10). Consider both of them following [4],[6],[12],[75].

1.7.5.1 Perpendicular Polarization of the Incident Wave

This case is shown in Fig. 1.9 where the electric field of the incident wave is normally oriented towards the picture plane.
The incident electric $E_i^{(\perp)}$ and magnetic $H_i^{(\perp)}$ fields are
\begin{align}
E_i^{(\perp)} &= E_i^{(\perp)} y_0 e^{-jk_0 (z \cos \theta_i + x \sin \theta_i)}, \\
H_i^{(\perp)} &= \frac{E_i^{(\perp)}}{W_i} (-x_0 \cos \theta_i + z_0 \sin \theta_i) e^{-jk_0 (z \cos \theta_i + x \sin \theta_i)}
\end{align}

where $E_i^{(\perp)}$ is the incident wave amplitude, $k_i = \omega \sqrt{\varepsilon_i \mu_i}$, $W_i = \frac{\mu_i}{\varepsilon_i}$, and $\theta_i$ is the incident angle.

The incident wave is reflected only partly from the surface, and the fields $E_r^{(\perp)}$, and $H_r^{(\perp)}$ of the reflected wave which has the same polarization with the incident one are
\begin{align}
E_r^{(\perp)} &= \Gamma_i E_i^{(\perp)} y_0 e^{-jk_0 (-z \cos \theta_r + x \sin \theta_r)}, \\
H_r^{(\perp)} &= \frac{\Gamma_i E_i^{(\perp)}}{W_i} (x_0 \cos \theta_r + z_0 \sin \theta_r) e^{-jk_0 (-z \cos \theta_r + x \sin \theta_r)}
\end{align}
where $\Gamma_\perp$ is the reflection coefficient, and $\theta_r$ is the reflection angle (Fig. 1.9).

A part of the power of the incident wave penetrates the surface, and it is transmitted into the second dielectric with the same polarization as the incident one. The field components $\mathbf{E}_{r,\perp}^{(1)}$ and $\mathbf{H}_{r,\perp}^{(1)}$ of this wave are

$$\mathbf{E}_{r,\perp}^{(1)} = T_\perp \mathbf{E}_{i,\perp}^{(1)} y e^{-jk_2(z\cos\theta_r + z\sin\theta_r)},$$

$$\mathbf{H}_{r,\perp}^{(1)} = \frac{T_\perp}{W_2} E_{i,\perp}^{(1)} (-x_0 \cos\theta_r + z_0 \sin\theta_r) e^{-jk_2(z\cos\theta_r + z\sin\theta_r)}$$

where $T_\perp$ is the transmission coefficient, $k_2 = \omega\sqrt{\varepsilon_2\mu_2}$, $W_2 = \frac{\mu_2}{\varepsilon_2}$, and $\theta_r$ is the transmission angle.

All waves are coupled to each other on the boundary, and the tangential components of the electric and magnetic fields should be matched at $z = 0$:

$$E_{r,\perp}^{(1)}(z = 0) + \frac{E_{i,\perp}^{(1)}}{W_1} = E_{i,\perp}^{(1)}(z = 0),$$

$$H_{r,\perp}^{(1)}(z = 0) + \frac{H_{i,\perp}^{(1)}}{W_1} = H_{i,\perp}^{(1)}(z = 0).$$

It gives the equations to obtain the unknown coefficients $\Gamma_\perp$ and $T_\perp$:

$$E_{i,\perp}^{(1)} e^{-jk_1(z\sin\theta)} + \Gamma_\perp E_{i,\perp}^{(1)} e^{-jk_1(z\sin\theta)} = T_\perp E_{i,\perp}^{(1)} e^{-jk_2(z\sin\theta)},$$

$$\frac{E_{i,\perp}^{(1)}}{W_1} (-\cos\theta_r) e^{-jk_1(z\sin\theta)} + \frac{\Gamma_\perp}{W_1} E_{i,\perp}^{(1)} (\cos\theta_r) e^{-jk_1(z\sin\theta)} =$$

$$= \frac{T_\perp}{W_2} (-\cos\theta_r) e^{-jk_2(z\sin\theta)}.$$

The boundary conditions (1.118) are satisfied if the phase coefficients are matched to each other:

$$e^{-jk_1(z\sin\theta)} = e^{-jk_1(z\sin\theta)} = e^{-jk_2(z\sin\theta)}.$$  

It is valid if

$$\theta_r = \theta_r,$$

$$\sin\theta_r = \frac{k_1}{k_2} \sin\theta_r.$$  

This relationship (1.120) is the Snell’s law defined for the wave angles.

Taking into account (1.120), the boundary conditions (1.118) give the expressions (1.121) for the reflection and transmission coefficients as the result of the solution of the non-homogeneous system of linear algebraic equations:
The formulas (1.120) and (1.121) allow to study all phenomena and calculate the field in both mediums. The considered procedure of the solution of this boundary value problem is typical, and it is called the field matching method.

1.7.5.2 Parallel Polarization of the Incident Wave

The ray picture is shown in Fig. 1.10 where the electric fields of all waves are parallel to the picture plane.

In this case, the incident \((E_i^{(\parallel)}, H_i^{(\parallel)})\), reflected \((E_r^{(\parallel)}, H_r^{(\parallel)})\), and transmitted \((E_t^{(\parallel)}, H_t^{(\parallel)})\) fields are
\[
E_{i}^{(\|)} = E_{i}^{(\perp)} (x_0 \cos \theta_i - z_0 \sin \theta_i) e^{-jk_1(z \cos \theta_i + x \sin \theta_i)},
\]
\[
H_{i}^{(\|)} = \frac{E_{i}^{(\perp)}}{W_1} y_0 e^{-jk_1(z \cos \theta_i + x \sin \theta_i)},
\]
\[
E_{r}^{(\|)} = \Gamma_{\|} E_{i}^{(\|)} (x_0 \cos \theta_r + z_0 \sin \theta_r) e^{-jk_1(z \cos \theta_r + x \sin \theta_r)},
\]
\[
H_{r}^{(\|)} = -\frac{\Gamma_{\|} E_{i}^{(\perp)}}{W_1} y_0 e^{-jk_1(z \cos \theta_r + x \sin \theta_r)},
\]
\[
E_{t}^{(\|)} = T_{\|} E_{i}^{(\|)} (x_0 \cos \theta_t - z_0 \sin \theta_t) e^{-jk_2(z \cos \theta_t + x \sin \theta_t)},
\]
\[
H_{t}^{(\|)} = \frac{T_{\|} E_{i}^{(\perp)}}{W_2} y_0 e^{-jk_2(z \cos \theta_t + x \sin \theta_t)}
\]

where \( \Gamma_{\|} \) and \( T_{\|} \) are the reflection and transmission coefficients, respectively. The field matching at the boundary \( z = 0 \), similarly to the previous case, gives the following relations for the angles and coefficients under the treatment:
\[
\theta_i = \theta_r, \quad \sin \theta_i = \frac{k_1}{k_2} \sin \theta_i
\]

and
\[
\Gamma_{\|} = \frac{W_2 \cos \theta_i - W_1 \cos \theta_t}{W_2 \cos \theta_i + W_1 \cos \theta_t}, \quad T_{\|} = \frac{2W_2 \cos \theta_i}{W_2 \cos \theta_i + W_1 \cos \theta_t}.
\]

Comparing (1.126) and (1.121) we find that these equations are similar but not identical due to the different polarizations of waves.

### 1.7.5.3 Wave Reflection from Perfect Conductors. Guiding Effect

The perfect conductors reflect completely the waves of any polarization, and the reflection and transmission coefficients are independent on the incident angle:
\[
\Gamma_{\perp} = -1; \quad T_{\perp} = 0; \quad \Gamma_{\|} = -1; \quad T_{\|} = 0.
\]

It means that the reflected wave has the opposite phase regarding to the incident one, and the interference of these waves gives the standing wave in the direction that is normal to the conductor surface.

The interfered field is composed of the incident and reflected waves and it is moving along the \( x \)-direction (Fig. 1.11) if the incident angle is different from zero. In the case of parallel polarization, it is called the transverse magnetic (TM) wave because it has only the electric field component \( E_\perp \) along the corresponding propagation direction \( 0 \rightarrow x \).
The normally-polarized wave reflection from the ideal metal surface gives similar field picture for other components (Fig. 1.12)

Due to the different orientation of the field compared to the case of parallel polarization, the interfered wave has the longitudinal magnetic field component $H_x^{(\perp)}$, and it is called the transverse electric (TE) wave. Similarly to the previous case, it moves along the $x$-axis if the incident angle is different from zero.
It is seen that the nodes of the electric field \((\mathbf{E} = 0)\) have fixed coordinates \(z_n = (n\pi/k_1 \sin \theta) = -nd\); \(n = 0, 1, 2, \ldots, \infty\) (Figs. 1.11 and 1.12). At each \(n\)-th distance, a new ideally conducting surface can be placed, and Fig. 1.13 shows it for the field of parallel polarization. The partial TEM waves are reflected from both surfaces \(z = 0\) and \(z = z_n\), and they form a field considered as a joined process or mode. It propagates between these two parallel plates along the \(x\)-axis. This structure is called the \textit{parallel-plate waveguide}.

Any mode is described by its modal propagation constant \(\gamma_x:\)

\[
\gamma_x = \sqrt{k_1^2 - (\pi n/d)^2}. \tag{1.128}
\]

It allows for calculating the modal velocity along the \(x\)-axis, its wavelength, and the modal impedance, which is different from the wave one \(W = \sqrt{\mu/\varepsilon}\), in general. The discrete quantity \(n\) means the number of field variations along the \(z\)-axis (Fig. 1.13), and it is called the \textit{wave number}.

The lowest or the fundamental mode with \(n=0\) is formed by a single TEM wave normally incident to both plates but propagating along the \(x\)-axis due to its oriented excitation (Fig. 1.13a). Its propagation constant is equivalent to the one for a TEM wave in the open space \(\gamma_x = k = \omega\sqrt{\varepsilon\mu}\).

---

**Fig. 1.13** Modal fields of a parallel-plate waveguide given for the first three transverse-magnetic modes

(a) \(n = 0\), \(H_y^{(0)} \neq 0\)

(b) \(n = 1\), \(H_y^{(0)} \neq 0\)

(c) \(n = 2\), \(H_y^{(0)} \neq 0\)
The number of modes, which can be excited in this waveguide, is infinite, i.e. \( n = 0,1,2,\ldots,\infty \). The higher-order modes with \( n = 1,2,\ldots,\infty \) start propagating from the cut-off frequencies \( \omega_c^{(n)} = \frac{c}{\sqrt{\varepsilon_r \mu_r d}} n \). Over these frequencies, their propagation constants are real, and the modal longitudinal dependence is typical for the propagating modes: \( \mathbf{E}, \mathbf{H} \sim e^{\pm j k x} \) where the positive sign is for the waves propagating along the \( x \)-axis. Below these cut-off frequencies, the propagation constants are imaginary: \( \mathbf{E}, \mathbf{H} \sim e^{j \gamma l} \), and the fields decrease fast with the distance. Such waves or modes are called the evanescent ones.

Similiar analysis can be performed in the case of perpendicularly-polarized waves guided by two ideal conducting plates.

### 1.7.5.4 Wave Reflection from Non-perfect Conducting Surfaces

Real metals are not perfect conductors, and their conductivity varies within \( 10^6 \) to \( 10^7 \) S/m. It means that the microwave field penetrates the metal surface, at the difference to ideal conducting medium.

In a lossy metal, the TEM wave constant is complex, and \( \Re\left(\frac{\omega \mu_2 \sigma_2}{2} \right) / k_1 \approx k_1 \). Due to that the transmission angle \( \theta_t = 0 \), and the penetrated field has, practically, only the electric and magnetic field components which are tangential to the conductor surface. The magnitude of the field decreases exponentially from the surface, as it was shown in the Section 1.4.3, and the measure of it is the skin depth \( \Delta_0 = \sqrt{2 / \omega \mu_2 \sigma_2} \). Practically, the field is negligible at the distance \( 10 \Delta_0 \) from the conductor surface.

In this considered case, a metal can be substituted by an equivalent impedance surface, and only the fields in the dielectrics are considered. This influence of the non-perfect conductivity is taken into account by the Leontovitch boundary condition \([65]\) (See Section 1.7.2) written for the tangential components of the electric \( \mathbf{E}_i \) and magnetic \( \mathbf{H}_i \) fields of the incident wave:

\[
\mathbf{E}_i = -Z_s \left[ \mathbf{H}_i \times \mathbf{n}_0 \right]
\]

where \( Z_s = (1 + j) / (\sigma_2 \Delta_0) \) is the complex surface impedance, and \( \mathbf{n}_0 \) is the normal vector to the conductor surface.

The idea of the equivalent surface impedance is very effective in electromagnetism. It allows not to calculate the fields inside non-perfect conductor where it is difficult to do. Besides, it opens a way to use the perturbation approach when the fields in the ideal case \( (\sigma = \infty) \) initially are calculated, and they are substituted into some simplified formulas to calculate the loss in conductors. In this case, we need to know only the fields of the incident and reflected waves due to the use of Leontovitch boundary condition:
where \( \mathbf{H}_r \) is the sum of the magnetic fields of the incident and reflected waves tangential to the conductor surface. These components are calculated for the reflection from the ideal conductor. Today practically all analytical formulas, available for loss calculations, are originated from this approach. Only one limitation is that the current distribution along the conductor surface should be smooth, and the conductor thickness is of several skin depths, although more generalization can be found [74].

### 1.7.5.5 Full Transmission and the Brewster Angle

An analysis of the reflection coefficient formula given for the parallel-polarized waves (1.126) shows a case when all power of the incident wave is transmitted into the second medium: \( \Gamma_\parallel = \frac{W_2 \cos \theta_i - W_1 \cos \theta_i}{W_2 \cos \theta_i + W_1 \cos \theta_i} = 0 \). The numerator in this expression is zero if the incident angle \( \theta_i \) satisfies the following condition:

\[
\sin \theta_i^{(b)} = \sqrt{\frac{1}{1 + \varepsilon_1 / \varepsilon_2}}.
\]

It follows that \( \theta_i^{(b)} = \sin^{-1} \left( \sqrt{\frac{1}{1 + \varepsilon_1 / \varepsilon_2}} \right) \). The rays incident on the medium at this Brewster angle \( \theta_i^{(b)} \) are transmitted completely to the second region, and the medium domains are matched to each other in this case. The effect is used to design low-reflection materials and EM shields.

### 1.7.5.6 Total Reflection of the EM Waves from the Boundary of Two Magnetodielectrics

A very interesting and useful effect occurs when the wave is incident from a medium of an increased permittivity \( \varepsilon_i^{(1)} > \varepsilon_i^{(2)} \) or/and increased \( \mu_i^{(1)} > \mu_i^{(2)} \). The incident angle \( \theta_i = \theta_i^{(c)} \) results \( \theta_i = 90^\circ \), and the transmitted ray is directed along the surface. Additionally, the modules of the reflection coefficients in both polarization cases are equal to the unit, and it corresponds to the \textit{full wave reflection}. The critical incident angle \( \theta_i = \theta_i^{(c)} \) is calculated as

\[
\theta_i^{(c)} = \sin^{-1} \sqrt{\frac{\varepsilon_2}{\varepsilon_1}}.
\]
Over this critical angle $\theta^{(c)}$, when $\sin \theta > 1$, the transmission angle is imaginary, being still applicable for calculation of the reflection and transmission coefficients. Another "paradox" is that $|R|=1$, but $|T| \neq 0$ in this case, and it is formally in contradiction with the energy conservation law. Fortunately, the coefficients $R$ and $T$ are written regarding to the fields, only, and the power treatment on the boundary shows complete correctness of these formulas [75].
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2 Theory of Waveguides

Abstract. The analytical and numerical models and methods of waveguides and integrated transmission lines are reviewed in this Chapter. Among them are the separation of the variables method and the transverse resonance one. Engineering formulas obtained by the conformal technique for most used integrated transmission lines are given and the accuracy of them are considered. The strong numerical EM methods are represented here by the finite difference time domain techniques, transmission line matrix method, finite element method, and the integral equation models of transmission lines. There are 101 references given for the Readers who wish to obtain more knowledge on the EM theory of waveguides and transmission lines. 17 figures are included into the text of 43 pages to explain the waveguides and integrated transmission lines.

2.1 Analytical Treatment of Waveguides

Not only parallel conductor plates are guiding the modes, as it was shown in the previous Chapter, but all regular structures separated by a boundary from the open space can support the traveling waves, and some of them, which are the hollow circular and rectangular waveguides, are shown in (Fig. 2.1).

Fig. 2.1 Hollow circular (a) and rectangular (b) waveguides
Additionally, a dielectric-air interface guides the waves due to the effect of full reflection, and the dielectric sheet waveguides are known. This sheet can carry a conductor strip and a ground layer, and it is a microstrip line which guides the modes. The field of non-radiating modes concentrates close to the strip and inside this dielectric substrate.

All these effects are described by the Maxwell or wave differential equations together with the boundary conditions on the inter-dielectric and dielectric-conductor interfaces. In some cases, the differential equations are transformed into the integral ones or stationary functionals, and different analytical and numerical techniques can be applied to solve them and to calculate the modes. The guiding effect and computation techniques are the subject of the waveguide theory which some introductory elements are considered here.

The modes have periodical dependence of their fields along the longitudinal direction \( z \to z \), and this spatial period is the wavelength \( \Lambda = 2\pi/k_z \) expressed through the modal propagation constant \( k_z \). It is obtained by solution of a boundary value problem formulated for the considered waveguide.

Taking into account the traveling nature of waves, the modal fields are written as

\[
E = E(x, y) e^{-jk_z z}, \\
H = H(x, y) e^{-jk_z z}
\]  

(2.1)

where \( E(x, y) \) and \( H(x, y) \) are the transversally-dependent functions which are found by solutions of the 2-D Helmholtz equations additionally equipped by the conditions on the boundary \( L \) of the waveguide cross-section \( s \) (Fig. 2.1):

\[
\nabla^2 \cdot E(x, y) + \chi^2 E(x, y) = 0, \\
E_x(x, y) = 0, \quad x, y \in L,
\]

or

\[
\nabla^2 \cdot H(x, y) + \chi^2 H(x, y) = 0, \\
(\nabla \times H(x, y))_z = 0, \quad x, y \in L
\]  

(2.2)

where \( \chi^2 = k_0^2 \varepsilon \mu - k_z^2 \).

It is found that the number of eigenmodes in a waveguide is infinite. In some transmission lines, which have the multi-connected cross-sections, several \( N_0 \) modes propagate since zero frequency, and they are, mostly, of the TEM or quasi-TEM types in multi-conductor lines. \( N_0 \) is calculated from the number of conductors \( N_c \) including the grounded one: \( N_0 = N_c - 1 \). Other higher-order modes of these lines propagate starting at certain frequencies, which are called the cut-off ones. Usually, one of these TEM or quasi-TEM modes is considered as the main wave, and it has the simplest spatial design of the modal field.
Many waveguides do not support the TEM or quasi-TEM modes at all, and a mode with the lowest cut-off frequency is considered as the fundamental one. The quantitative information on modes and their parameters are obtained by analytical or numerical treatments of the boundary value problems (2.2).

The EM modes of waveguides are solved by different methods. The most valuable of them are those which allow for the analytical obtaining of the exact or approximate formulas for the propagation constants. Several such methods are known, or a few of them are considered below.

### 2.1.1 Separation of the Variables Method

The availability of analytical solutions of boundary value problems depends on the geometry of the waveguide cross-sections and conditions defined on their boundaries. One of the popular methods is the separation of the variables technique described in many textbooks [1],[2]. Only a few waveguide cross-sections allow for this analytical method to be applied, but the structures that are more complicated can be substituted by the equivalent separable waveguides treated by this method.

The method of separation of the variables consists of representation of the field under the search as a product of functions. Each of them depends only on one variable. For instance, in the Cartesian coordinate system, the longitudinal field components are represented as

\[
H_z(x, y, z) = X^{(\text{TE})}(x)Y^{(\text{TE})}(y)e^{-j\omega z},
\]

\[
E_z(x, y, z) = X^{(\text{TM})}(x)Y^{(\text{TM})}(y)e^{-j\omega z}.
\]

(2.3)

The transversal field components are obtained using the Maxwell equations:

\[
E_x = -\frac{j}{\chi^2}\frac{\partial E_z}{\partial x} + j\frac{\omega \mu_0 \mu_r}{\chi^2}\frac{\partial H_y}{\partial y},
\]

\[
E_y = -\frac{j}{\chi^2}\frac{\partial E_z}{\partial y} + j\frac{\omega \mu_0 \mu_r}{\chi^2}\frac{\partial H_x}{\partial x},
\]

\[
H_x = j\frac{\omega \varepsilon_0 \varepsilon_r}{\chi^2}\frac{\partial E_y}{\partial y} - \frac{k_z}{\chi^2}\frac{\partial H_z}{\partial x},
\]

\[
H_y = -j\frac{\omega \varepsilon_0 \varepsilon_r}{\chi^2}\frac{\partial E_x}{\partial x} - j\frac{k_z}{\chi^2}\frac{\partial H_z}{\partial y}.
\]

(2.4)

The waveguides, homogeneously filled by a dielectric, allow for considering the modes with only longitudinal magnetic field, and they are the transversal electric (TE\textsubscript{z}) ones. The others in them, with only longitudinal electric field component, are the transversal magnetic or TM\textsubscript{z} modes.

The TE\textsubscript{z} modes are derived solving the Neumann boundary value problem if the waveguide channel is shielded by perfect conductor:
\[ \nabla^2 \cdot H_z(x, y) + \chi^2 H_z(x, y) = 0, \]
\[ \frac{\partial H_z(x, y)}{\partial v} = 0, \quad x, y \in L. \quad (2.5) \]

The \textit{Dirichlet} boundary condition is used to derive the \( \text{TM}_z \) modes of the same waveguide:

\[ \nabla^2 \cdot E_z(x, y) + \chi^2 E_z(x, y) = 0, \]
\[ E_z = 0, \quad x, y \in L. \quad (2.6) \]

The variables in (2.5) and (2.6) are separated if the cross-section \( s \) is one of the following shapes: rectangular, circular, and elliptical one. More shapes for this method are from [2].

Consider a rectangular waveguide Fig. 2.1b in the Cartesian system of coordinates. An ordinary differential equation for each product from (2.3) can be written as

\[ \frac{\partial^2 X^{(TE, TM)}}{\partial x^2} = \left( k_x^{(TE, TM)} \right)^2 X^{(TE, TM)}, \]
\[ \frac{\partial^2 Y^{(TE, TM)}}{\partial y^2} = \left( k_y^{(TE, TM)} \right)^2 Y^{(TE, TM)}, \]
\[ \left( k_x^{(TE, TM)} \right)^2 + \left( k_y^{(TE, TM)} \right)^2 = \chi^2_{TE, TM}. \quad (2.7) \]

General solutions of (2.7) are

\[ X^{(TE, TM)} = A^{(TE, TM)} e^{j k_x^{(TE, TM)} x} + B^{(TE, TM)} e^{-j k_x^{(TE, TM)} x}, \]
\[ Y^{(TE, TM)} = C^{(TE, TM)} e^{j k_y^{(TE, TM)} y} + D^{(TE, TM)} e^{-j k_y^{(TE, TM)} y} \quad (2.8) \]

where \( A, B, C, \) and \( D \) are the unknown coefficients. The wavenumbers \( k_x, k_y, \) and \( k_z \) are obtained analytically using the boundary conditions on the waveguide wall, and they are

\[ k_x^{(TE, TM)} = \sqrt{k_0^2 \varepsilon_r \mu_r - \left( k_y^{(TE, TM)} \right)^2 - \left( k_z^{(TE, TM)} \right)^2}, \]
\[ k_x^{(TE, TM)} = \frac{m \pi}{a}, \quad m = 1, 2, 3, \ldots \infty, \]
\[ k_y^{(TE)} = \frac{n \pi}{a}, \quad n = 0, 1, 2, \ldots \infty, \]
\[ k_y^{(TM)} = \frac{n \pi}{a}, \quad n = 1, 2, 3, \ldots \infty. \quad (2.9) \]

Satisfying the boundary conditions on the waveguide wall, the functions \( X^{(TE, TM)} \) and \( Y^{(TE, TM)} \) are found as the periodic ones, and the number of them of both sorts
is infinite. It means that the waveguide supports infinite number of modes which
are independent on each other. The modal field expressions for the TE waves are

\[ H_z^{(mn)} = H_0^{(mn)} \cos(k_x x) \cos(k_y y) e^{-jk_z z}, \]
\[ H_x^{(mn)} = H_0^{(mn)} \frac{j k_x k_z}{\lambda^2} \sin(k_x x) \cos(k_y y) e^{-jk_z z}, \]
\[ H_y^{(mn)} = H_0^{(mn)} \frac{j k_y k_z}{\lambda^2} \cos(k_x x) \sin(k_y y) e^{-jk_z z}, \]

(2.10)

\[ E_x^{(mn)} = j W_{mn}^{(TE)} H_0^{(mn)} \frac{k_z k_y}{\lambda^2} \cos(k_x x) \sin(k_y y) e^{-jk_z z}, \]
\[ E_y^{(mn)} = -j W_{mn}^{(TE)} H_0^{(mn)} \frac{k_z k_y}{\lambda^2} \sin(k_x x) \cos(k_y y) e^{-jk_z z}. \]

where \( H_0^{(mn)} \) is the unknown modal amplitudes, and \( W_{mn}^{(TE)} = \omega \mu_0 \mu_r / k_z \) is the TE modal wave impedance.

Similarly, the field components of the TM modes are derived using the found
expression for the longitudinal electric field and the Maxwell equations:

\[ E_z^{(mn)} = E_0^{(mn)} \sin(k_x x) \sin(k_y y) e^{-jk_z z}, \]
\[ E_x^{(mn)} = -j \frac{k_x k_z}{\lambda^2} E_0^{(mn)} \cos(k_x x) \sin(k_y y) e^{-jk_z z}, \]
\[ E_y^{(mn)} = -j \frac{k_y k_z}{\lambda^2} E_0^{(mn)} \sin(k_x x) \cos(k_y y) e^{-jk_z z}, \]

(2.11)

\[ H_x^{(mn)} = j \frac{E_0^{(mn)}}{W_{mn}^{(TM)}} \frac{k_z k_y}{\lambda^2} \sin(k_x x) \cos(k_y y) e^{-jk_z z}, \]
\[ H_y^{(mn)} = -j \frac{E_0^{(mn)}}{W_{mn}^{(TM)}} \frac{k_z k_y}{\lambda^2} \cos(k_x x) \sin(k_y y) e^{-jk_z z}. \]

where \( E_0^{(mn)} \) is the modal unknown amplitude, and \( W_{mn}^{(TM)} = k_z / \omega e_0 \varepsilon_r \) is the TM modal wave impedance.

It is seen only the waveguide geometry, dielectric filling, and the frequency de-
fine the modal parameters. Similarly to the rectangular waveguides, other cross-
section shapes of the separable type are solved.

In more complicated waveguides, the modal field can be represented as a series
of these elementary modes with the following satisfaction of the boundary con-
ditions. It allows for obtaining the equations for the eigenmodal parameters of these
waveguides. This universal method is applicable for the waveguides of arbitrary
shapes, and it is considered below.
2.1.2 Field Series Expansion Method

In most cases, the variables of the boundary value problems are not separable due to the cross-section shape or boundary conditions, and the field series expansion method is used. This approach originates from the works of Rayleigh on the diffraction of waves. Some additional information on this method can be found from [1],[3]-[5].

Consider a domain $S$ on which boundary part $l_1$ a nonhomogeneous Dirichlet condition is defined

$$u(r \in L) = \begin{cases} U_0(r), & r \in l_1 \\ 0, & r \in l_2 \end{cases}$$  \hspace{1cm} (2.12)

where $U_0(r \in l_1)$ is a known function and $L = l_1 + l_2$.

In this case, a solution of the boundary value problem can be represented by an infinite series of the linearly independent functions $u_n(r)$ which of them is a general solution of the corresponding wave equation:

$$u(r) = \sum_{n=0}^{\infty} a_n u_n(r).$$  \hspace{1cm} (2.13)

To derive the unknown coefficients $a_n$, the field on the boundary is matched to the boundary condition by the minimization of the residue method [4], for instance,

$$\int_{L} \left[ \sum_{n=0}^{\infty} a_n u_n(r) - U_0(r \in l_1) \right] u_m(r \in l_1) dl = 0, \quad m = 0, 1, 2, \ldots \infty.$$  \hspace{1cm} (2.14)

To obtain the finite system of linear algebraic equations regarding to the unknown coefficients $a_n$, (2.14) is truncated limiting the number of basis ($n$) and weighting ($m$) functions. Then a modal eigenvalue is obtained solving the truncated system (2.14) by a pertinent algorithm.

The method is applicable to the eigenvalue problems. For instance, the line cross-section can consist of several sub-domains in which an expansion similar to (2.13) can be written. Usually, the sub-domain expansion functions are chosen to satisfy the boundary conditions on the most parts of the sub-domain boundaries. For other boundary parts, the conditions are satisfied similarly to (2.14), and a system of homogeneous linear algebraic equations is derived. The determinant of this system equalized to zero gives an eigenvalue equation to calculate the modal propagation constants.
2.1.3 Transverse Resonance Method and Analytical Treatment of Waveguides

Another approach to the analytical derivation of the eigenvalue equations is the \textit{transverse resonance method} \cite{6,7}. Although the analytical treatment by this technique is not applicable to all geometries of transmission lines, the method, since its invention, has been evolved to a full-wave algorithm distinguished by its flexibility and accuracy \cite{8}.

Initially this method was applied to the multilayered dielectric waveguides, a particular case of which is shown in (Fig. 2.2).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig_2.2.png}
\caption{A two-layer rectangular waveguide (a) and its equivalent circuit (b) for the transverse resonance method}
\end{figure}
For these waveguides the known classification of the modes on the TM\(_z\) and TE\(_z\) types is not correct. New two separate sets of modes are introduced for them according to the field components which are transversal to the propagation direction 0 → \(z\). The modes having only the electric field component parallel to the axis 0 → \(y\) and normal to the dielectric layers are called the TM\(_y\) ones \((E_y, E_z; H_x, H_z)\). Other modes have only the magnetic field component along the \(y\)-axis \((E_y, E_z; H_y, H_z)\), and they are of the TE\(_y\) type. To these \(y\)-components of the electric and magnetic fields, the method of the separation of variables is applied

\[
E_y (x, y, z) = V(y) E_y (x, z), \\
H_y (x, y, z) = I(y) H_y (x, z)
\]

(2.15)

where \(V(y)\) and \(I(y)\) will be found from the transverse resonance condition later. Additionally,

\[
E_y (x, z) = \frac{1}{j\omega\epsilon_0 \epsilon_r} \nabla_{(x,z)} \cdot \left( H_{(x,z)} \times y_0 \right), \\
H_y (x, z) = \frac{1}{j\omega\mu_0 \mu_r} \nabla_{(x,z)} \cdot \left( y_0 \times E_{(x,z)} \right)
\]

(2.16)

where \(\nabla_{(x,z)} = x_0 \frac{\partial}{\partial x} + z_0 \frac{\partial}{\partial z}\), \(H_{(x,z)} = x_0 H_x + z_0 H_z\), and \(E_{(x,z)} = x_0 E_x + z_0 E_z\).

These components satisfy the following boundary conditions on the perfect conductor surface:

\[
v \times E_{(x,z)} = 0, \\
\nabla_{(x,z)} \cdot \left( H_{(x,z)} \times y_0 \right) = 0
\]

(2.17)

where \(v\) is the unit vector normal to the perfect conductor surface.

For the TM\(_y\) modes:

\[
E_{(x,z)}^{(TM)} (x, y, z) = V^{(TM)} (y) e^{(TM)} (x, z), \\
H_{(x,z)}^{(TM)} (x, y, z) = I^{(TM)} (y) h^{(TM)} (x, z).
\]

(2.18)

For the TE\(_y\) modes:

\[
E_{(x,z)}^{(TE)} (x, y, z) = V^{(TE)} (y) e^{(TE)} (x, z), \\
H_{(x,z)}^{(TE)} (x, y, z) = I^{(TE)} (y) h^{(TE)} (x, z).
\]

(2.19)
In (2.18), the vector functions \( \mathbf{e}^{(TM)}(x, z) \) and \( \mathbf{h}^{(TM)}(x, z) \) are found from the following equations:

\[
\nabla^2_{(x,z)} \cdot \mathbf{e}^{(TM)} + \left( k^{(TM)} \right)^2 \mathbf{e}^{(TM)} = 0, \\
\mathbf{h}^{(TM)} = y_0 \times \mathbf{e}^{(TM)}.
\]

The vector functions \( \mathbf{h}^{(TE)}(x, z) \) and \( \mathbf{e}^{(TE)} \) are derived from:

\[
\nabla^2_{(x,z)} \cdot \mathbf{h}^{(TE)} + \left( k^{(TE)} \right)^2 \mathbf{h}^{(TE)} = 0, \\
\mathbf{e}^{(TE)} = y_0 \times \mathbf{h}^{(TE)}
\]

where all functions \( \mathbf{e}(x, y) \) and \( \mathbf{h}(x, y) \) are normalized on the cross-section of waveguide:

\[
\begin{align*}
\int_S \left( \mathbf{e}^{(TM)} \cdot \mathbf{e}^{(TM)*} \right) ds &= \int_S \left( \mathbf{e}^{(TE)} \cdot \mathbf{e}^{(TE)*} \right) ds = \\
&= \int_S \left( \mathbf{h}^{(TM)} \cdot \mathbf{h}^{(TM)*} \right) ds = \int_S \left( \mathbf{h}^{(TE)} \cdot \mathbf{h}^{(TE)*} \right) ds = 1, \\
\int_S \left( \mathbf{e}^{(TM)} \cdot \mathbf{e}^{(TM)*} \right) ds &= \int_S \left( \mathbf{e}^{(TE)} \cdot \mathbf{e}^{(TE)*} \right) ds = \\
&= \int_S \left( \mathbf{h}^{(TM)} \cdot \mathbf{h}^{(TM)*} \right) ds = \int_S \left( \mathbf{h}^{(TE)} \cdot \mathbf{h}^{(TE)*} \right) ds = 0.
\end{align*}
\]

It is shown [6] that the modal amplitudes \( V^{(TM,TE)} \) and \( I^{(TM,TE)} \) are derived from the telegraph equations:

\[
\begin{align*}
\frac{dV^{(TM,TE)}}{dy} &= jk_y^{(TM,TE)} Z_c^{(TM,TE)} I^{(TM,TE)}, \\
\frac{-dI^{(TM,TE)}}{dy} &= jk_y^{(TM,TE)} Y_c^{(TM,TE)} V^{(TM,TE)},
\end{align*}
\]

where

\[
\begin{align*}
Z_c^{(TM)} &= \frac{1}{\lambda_c^{(TM)}} = \frac{k_y^{(TM)}}{\omega \epsilon_0 \mu}, \\
Z_c^{(TE)} &= \frac{1}{\lambda_c^{(TE)}} = \frac{\omega \mu_0 \mu_r}{k_y^{(TE)}},
\end{align*}
\]

and

\[
k_y^{(TM,TE)} = \sqrt{k_0^2 \epsilon_r \mu_r - \left( k_x^{(TM,TE)} \right)^2 - \left( k_z^{(TM,TE)} \right)^2}.
\]

Very often, the wave constant \( k_x \) is known because the layers are uniform along the \( x \)-axis (Fig. 2.2a). Then the equivalent lines can be introduced along the \( y \)-axis (Fig. 2.2b).

At any arbitrary point \( y' \) of this transversal line, the left \( \tilde{Z}^{(TM,TE)} \) and the right \( \tilde{Z}^{(TM,TE)} \) input impedances are written, and they are calculated by the known
formulas if the characteristic impedances $Z_c^{(\text{TM,TE})}$ and boundary conditions at the ends of the transversal line are known.

The propagation condition along the $z$-axis requires the resonance along the transversal $y$-axis, and it gives the eigenvalue equation for $k_z^{(\text{TM,TE})}$ written at an arbitrary point $y'$:

$$\tilde{Z}^{(\text{TM,TE})}(y') + \tilde{Z}^{(\text{TM,TE})}(y') = 0.$$  

(2.24)

Taking into account the analytical form of these impedances, this equation can be rather simple, and it is solved for some geometry even analytically.

An example is given in Fig. 2.2 where a 2-layer rectangular waveguide is shown. The left and right impedances for the TM$_y$ and TE$_y$ modes calculated at $y' = 0$ are

$$\tilde{Z}^{(\text{TM,TE})} = j\tilde{Z}_c^{(\text{TM,TE})} \tan \left( k_y^{(\text{TM,TE})} d \right),$$

$$\tilde{Z}^{(\text{TM,TE})} = j\tilde{Z}_c^{(\text{TM,TE})} \tan \left( k_y^{(\text{TM,TE})} h \right),$$

(2.25)

where

$$k_y^{(\text{TM,TE})} = \sqrt{k_0^2 \varepsilon_r^{(1)} \mu_r^{(1)} - \left(k_x^{(\text{TM,TE})}\right)^2 - \left(k_z^{(\text{TM,TE})}\right)^2},$$

$$k_y^{(\text{TM,TE})} = \sqrt{k_0^2 \varepsilon_r^{(2)} \mu_r^{(2)} - \left(k_x^{(\text{TM,TE})}\right)^2 - \left(k_z^{(\text{TM,TE})}\right)^2},$$

$$\tilde{Z}_c^{(\text{TM})} = \frac{\tilde{Z}^{(\text{TM,TE})}}{k_y^{(\text{TM,TE})}}, \text{ and } \tilde{Z}_c^{(\text{TE})} = \frac{\omega \mu_0 \mu_r^{(1)}}{k_y^{(\text{TE})}}.$$ Then the resonance equations for these modes written at $y' = 0$ are

$$\tilde{Z}^{(\text{TM,TE})} + \tilde{Z}^{(\text{TM,TE})} = j\tilde{Z}_c^{(\text{TM,TE})} \tan \left( k_y^{(\text{TM,TE})} d \right) + j\tilde{Z}_c^{(\text{TM,TE})} \tan \left( k_y^{(\text{TM,TE})} h \right) = 0.$$  

(2.26)

In general, these equations are transcendental, and they can be solved regarding to $k_z^{(\text{TM,TE})}$ using numerical algorithms for the root searching.

Different waveguides and traveling wave antennas can be treated by this technique. For instance, the dielectric layers are separated additionally by thin conductor membranes or impedance walls, and the method allows for including the equivalent lumped components to model these waveguide elements if they do not transform the TM and TE modes to each other [7].

The method is applicable in the general case when the TM and TE modes are mixed due to the geometry of the conducting enclosures and dielectric layers, and the approach is transformed into one, which is called now the *transverse resonance matching method* [8].
2.1.4 Analytical Models of TEM Transmission Lines

2.1.4.1 Triplate Transmission Line

The multi-connected cross-section of a triplate line is shown in Fig. 2.3. It consists of the central strip embedded into a shielded dielectric sheet, and it supports propagation of the TEM mode which is fundamental regarding the higher-order TE- and TM ones.

The multi-connected cross-section of a triplate line is shown in Fig. 2.3. It consists of the central strip embedded into a shielded dielectric sheet, and it supports propagation of the TEM mode which is fundamental regarding the higher-order TE- and TM ones.

![Triplate Transmission Line Diagram](image)

The propagation constant of the TEM mode is \( k_z = k_0 \sqrt{\varepsilon_r \mu_r} \). The normalized value of this propagation constant \( k_z/k_0 \) does not depend on frequency, and such waves and modes are very interesting because they support ultra-bandwidth signaling.

In the TEM case, the Helmholtz equations (2.2) are transformed to the Laplace ones because \( \chi^2 = 0 \):

\[
\nabla^2 \cdot \mathbf{E}(x, y) = 0, \\
\nabla^2 \cdot \mathbf{H}(x, y) = 0.
\]

Instead of solving the vector equations (2.27), the electric \( \varphi_e \) and magnetic \( \varphi_m \) potentials and corresponding to them scalar Laplace equations are introduced:

\[
\nabla^2 \cdot \varphi_e = 0, \\
\nabla^2 \cdot \varphi_m = 0.
\]

The electric and magnetic fields are obtained as

\[
\mathbf{E} = -\nabla \cdot \varphi_e, \\
\mathbf{H} = -\nabla \cdot \varphi_m.
\]
As known, the Laplace equation is for the static electricity phenomena. Here, the harmonically time-dependent electric and magnetic fields are described by the same equations being coupled to each other through the Maxwell ones. It explains the popularity of the quasi-static models for some transmission lines where the TEM modes are fundamental. They propagate along the transmission lines composed of several conductors placed inside a homogeneous shielded dielectric. Such modes can be calculated by the conformal mapping approach [9]–[11]. By this method, the cross-section of the modeled line is considered on a 2-D complex plane. Then using several steps, it is transformed to a new one, which allows for analytical solution of the Laplace equation.

For instance, the cross-section of a triplate strip line (Fig. 2.3) is represented by a parallel plate of the equivalent width on the complex plane for which the capacitance is analytical. The backward transformation to the real Cartesian coordinate system gives the strip capacitance $C$ that takes into account the stray fields from the edges of the central conductor. Taking into account that for the TEM modes $k_z = \omega \sqrt{\varepsilon_r \mu_r} = \omega \sqrt{LC}$, the inductance $L$ per unit length can be found from this expression, and the characteristic impedance is calculated as $Z_c = \sqrt{L/C}$. A simple formula is known for this parameter [12],[13]:

$$Z_c = \frac{30\pi}{\sqrt{\varepsilon_r K(k)}}, \quad [\Omega]$$

(2.30)

where $K(k)$ is the elliptic integral, $k = \text{sech}(\pi w/4b)$, and $k' = \tanh(\pi w/4b)$.

The single and coupled microstrip lines, coplanar waveguides, and some other transmission lines are modeled by conformal mapping approach as well if the hybrid nature of the modal fields caused by the non-uniform dielectric filling is ignored. As a rule, the quasistatic formulas can be improved further taking into account the effects which cause the frequency dependence of the line parameters.

2.1.4.2 Coupled Strips Line

The coupled strips line consists of two conducting strips placed inside a shielded dielectric slab (Fig. 2.4). It supports propagation of two TEM modes – the odd (o) and even (e) ones classified according to the symmetry plane of the cross-section (Fig. 2.5).
The higher-order modes of the TE and TM types propagate since their cut-off frequencies which depend on the geometry and dielectric filling of this line. The strips of the line, placed close to each other, are coupled, and the excitation of one of the strips leads to the excitation of both TEM modes, which modal field pictures are shown in Fig. 2.5. This line is used in a multiple microwave circuits, including filters, directional couplers, differential interconnect, and the lines for the mixed signaling by the even and the odd mode impulses.

Both modes, being of the TEM type, have the same propagation constants $k_{z}^{(o)} = k_{z}^{(e)} = k_{0} \sqrt{\varepsilon \mu}$ and different characteristic impedances $Z_{c}^{(o)}$ and $Z_{c}^{(e)}$. These modes are calculated by the conformal method or engineering formulas. Taking into account the importance of this line for today’s microwave and
high-speed electronics, the formulas for the modal characteristic impedances $Z_c^{(o)}$ and $Z_c^{(c)}$ from [13] are given below:

$$Z_c^{(o)} = \frac{30\pi K(k_o')}{\sqrt{\varepsilon_r} K(k_o')} \quad \text{[Q]} ; \quad Z_c^{(c)} = \frac{30\pi K(k_o')}{\sqrt{\varepsilon_r} K(k_o')} \quad \text{[Q]} \quad \text{(2.31)}$$

where $k_e = \tanh\left(\frac{\pi W}{2 H}\right) \tanh\left(\frac{\pi W + S}{2 H}\right)$, $k_o = \tanh\left(\frac{\pi W}{2 H}\right) \coth\left(\frac{\pi W + S}{2 H}\right)$, and $k_{e,o}' = \sqrt{1 - k_{e,o}^2}$.

Additionally to the planarly coupled lines, more modifications are known. Among them are the broadside coupled strips lines of the horizontal (Fig. 2.6a) and vertical (Fig. 2.6b) designs with analytical formulas given for characteristic impedances [14]-[19].

\[\varepsilon_r^{(a)} \quad \varepsilon_r^{(b)}\]

\[(a) \quad (b)\]

Fig. 2.6 Broadside coupled strip lines of the horizontal (a) and vertical (b) designs

### 2.1.5 Modeling of Quasi-TEM Modes of Transmission Lines

#### 2.1.5.1 Parallel-plate Model of Microstrip Line

The above-considered multi-conductor lines support propagation of the TEM modes due to their homogeneous dielectric filling. Some effects, which are more complicated, take place in microstrip (MS) lines which conductors placed over a dielectric substrate. It leads to the hybridization of the modes, and they have all six field components. At low frequencies, the longitudinal field components are small enough, and the microstrip fundamental mode of the quasi-TEM type can be calculated using a modified technique applied earlier to the strip transmission lines.

Initially, the air-filled microstrip (Fig. 2.7a) is mapped onto a parallel plate waveguide (Fig. 2.7b), and the equivalent width $w_{eq}^{(air)}$ of it and the characteristic impedance $Z_c$ formulas derived by Wheeler in [10],[11] are:

$$w_{eq}^{(air)} = w + \frac{2h}{\pi} \left\{ \ln \left[ 2\pi e \left( \frac{w}{2h} + 0.92 \right) \right] \right\}, \quad \text{(2.32)}$$
2.1 Analytical Treatment of Waveguides

\[ Z_c = \eta \frac{h}{w_{eq}^{(air)}}, \quad [\Omega] \quad (2.33) \]

where \( \eta = \sqrt{\frac{\mu_0}{\varepsilon_0}} \).

These formulas can be modified for the microstrip transmission line (Fig. 2.8). As has been mentioned, the fundamental mode of it is of the hybrid type, and it relates to the \( HE_0 \) one, i.e. its field has all six components of the EM field which is not alternating below microstrip conductor. At low frequencies, the longitudinal components can be neglected, and, formally, the quasistatic analysis can be applied to calculate the parameters of microstrip.

In comparison to strip line, the EM field of a microstrip has different concentrations in the air- and dielectric-filled regions, and it should be taken into account. In this case, the modal propagation constant will be proportional to a square root of the equivalent permittivity \( k_z = k_0 \sqrt{\varepsilon_{eq}} \), and this parameter takes into account the non-uniform distribution of the electric field caused by the layered dielectric and the edges of the strip conductor.

There are several engineering formulas used for calculation of the equivalent permittivity \([10],[11],[20]-[23]\), and one of them, derived by Hammerstad and Jensen \([22]\), is used throughout this book:

\[ \varepsilon_{eq} = \frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2} \left(1 + \frac{10}{u}\right)^{-ab} \quad (2.34) \]

where

\[ a = 1 + \frac{1}{49} \ln \left[ \frac{u^4 + (u/52)^2}{u^4 + 0.432} \right] + \frac{1}{18.7} \ln \left[ 1 + \left( \frac{u}{18.1} \right)^3 \right], \]

\[ b = 0.564 \left( \frac{\varepsilon_r - 0.9}{\varepsilon_r + 3} \right), \quad u = \frac{w}{h}. \]
The characteristic impedance $Z_c$ of the microstrip transmission line is

$$Z_c = \frac{\eta}{2\pi \sqrt{\varepsilon_{eq}}} \ln \left[ F_i / u + \sqrt{1 + 4 / u^2} \right], \ [\Omega] \quad (2.35)$$

where $F_i = 6 + (2\pi - 6) \exp \left[ -(30.666 / u)^{0.7528} \right]$.

The error in $\varepsilon_{eq}$ of this formula is about 0.2% for low frequencies, where the modal dispersion (frequency dependence of $\varepsilon_{eq}$) is not strong. At these frequencies, the accuracy of the formula for the characteristic impedance (2.35) is high enough, and the error is no more than 1%, according to the data from [22].

The equivalent width $w_{eq}$ of the parallel-plate waveguide given for microstrip (Fig. 2.8) is calculated from the idea about the equivalency of the transmitted power through the cross-sections of the microstrip line and parallel-plate waveguide, and, in the first approximation, it does not depend on frequency [24]:

$$w_{eq} (f = 0) = \frac{\eta h}{\sqrt{\varepsilon_{eq} Z_c}}. \quad (2.36)$$

![Fig. 2.8 Microstrip line (a) and its parallel-plate model (b)](image)

At increased frequencies, the hybrid nature of the microstrip fundamental mode of the HE₀ type appears stronger, and the quasi-statically derived parameters have poor accuracy. These quasistatic formulas can be corrected using the frequency-dependent perturbations.

Several models have been developed which take into account the EM-effect caused dispersion of the fundamental microstrip mode [25]-[34]. One of such formulas for the frequency-dependent effective permittivity $\sqrt{\varepsilon_{eff}}$ is given by Yamashtta and coauthors [31]:

$$\sqrt{\varepsilon_{eff}} (f) = \sqrt{\varepsilon_i - \varepsilon_{eq}} \left[ 1 + 4F^{-1.5} + \sqrt{\varepsilon_{eq}} \right] \quad (2.37)$$
where \( F = \frac{4h}{\lambda_0} \left[ \sqrt{\frac{\varepsilon_r}{\varepsilon_f}} - 1 \right] \left[ 0.5 + \left( 1 + \frac{2 \log_{10} \left( 1 + \frac{w}{h} \right)}{10} \right)^2 \right] \) and \( \lambda_0 = \frac{2\pi c}{\omega} \).

The applicable range of this formula defined by the authors of the cited paper is \( 2 < \varepsilon_r < 16, \ 0.06 < w/h < 16, \) and \( 0.1 \text{ GHz} < f < 100 \text{ GHz} \). At high frequencies, the characteristic impedance \( Z_c \) is frequency-dependent, and it can be calculated according to the parallel-plate model:

\[
Z_c(f) = \frac{\eta}{\sqrt{\varepsilon_{\text{eff}}(f) \ w_{\text{eq}}(f)}} \quad \text{(2.38)}
\]

where the frequency-dependent effective width \( w_{\text{eq}}(f) \) is

\[
w_{\text{eq}}(f) = w + \frac{w_{\text{eq}}(f = 0) - w}{1 + (f/f_c)^2} \quad \text{(2.39)}
\]

where \( f_c = c / \left( 2w_{\text{eq}}(f = 0) \sqrt{\varepsilon_{\text{eq}}} \right) \).

Similarly to any waveguide, the microstrip line supports the higher-order modes [35]. They are of the hybrid nature, and the first of them can be denoted as the modes having variations of the field along the strip width only: \( \text{EH}_1, \text{EH}_2, \ldots \) (Fig. 2.9).

**Fig. 2.9** Dispersion curves of the fundamental \( \text{EH}_0 \) and several first higher-order modes of a microstrip. Adapted from [35]-[39]
The parallel-plate approach allows for modeling of these strip modes by corresponding eigenfunctions of the equivalent magnetic-wall waveguide, and the experimentally verified simulations of discontinuities [24],[32],[33] show the validity of this technique, excepting the cases where the radiation from microstrip elements is very strong. There, the full-wave theory of microstrip line corrects this shielded model and explains the radiation physics of strip discontinuities.

At increased frequencies, other modes having more complicated fields can propagate along this line. It follows from the EM theory that open waveguides, additionally to the discrete spectrum eigenmodes, can support the waves of continuous spectrum, i.e. the radiation field propagating away from the regular open lines [34]. Additionally, the higher-order strip modes can have complex propagation constants due to radiation.

Fig. 2.9 shows a spectrum of a microstrip drawn after [35]-[39]. The main mode of this line is of the quasi-TEM type \((EH_0)\), and it does not radiate. The higher-order strip modes tend to their cut-off frequencies with the frequency decrease. Up to the surface-mode \(TM_0\) propagation region (solid curve), they have real propagation constants. Below this curve, their constants are complex, and the power tends away from the strip along the substrate, including along the transversal direction. Below the dashed straight line \(\sqrt{\varepsilon_{\text{eff}}} = 1\), where the modal phase constant is less than \(k_0\), these modes radiate into the space and along the surface of the substrate. The relative portion of two these radiations depends on the proximity of the modal normalized wave constant to the zero value. Additionally, at increased frequencies, the leaky mode of the fundamental type \((L-EH_0)\) starts to propagate [37]. It has a complex modal constant, and it radiates into the substrate surface \(TM_0\) mode.

This theory explains well the radiation of microstrip antennas. The incident main mode of a microstrip patch is diffracted at the edge, and a part of its power is transformed into the higher-order modes which have spatial and surface leakage. The last one taken by another patch is the cause of surface wave parasitic coupling distorting the parameters of multi-element antennas, for instance.

The higher-order modes can be found numerically [35],[36]-[42], analytically [28],[43], or using engineering formulas [44]. Some works are on measurements of the higher-order modes [41],[42]. For instance, a simple formula for complex propagation constant for the first higher-order mode is published in [44] where the complex effective width \(\tilde{W}_e\) is introduced to model the radiation of the first higher-order mode. The propagation constant of this mode is calculated similarly to the main one, but the effective width \(\tilde{W}_e\) is complex due to the radiation:

\[
k_z = \sqrt{k_0^2 \varepsilon_{\text{eq}} - \left(\pi/\tilde{W}_e\right)^2}
\]  

(2.40)

where \(\tilde{W}_e = W + 2(\Delta W - jb)\) and \(b = h/\left(2\varepsilon_{\text{eq}}\right)\). A new formula for the width extension \(\Delta W\) is introduced by the authors of the cited paper:
\[ \Delta W = h \left[ 1 + 0.8874 \left( \frac{1}{\varepsilon_r + 0.375} \right) \left( \frac{W/h - 11}{W/h + 20.26} \right) \right]. \]  

(2.41)

The results derived by these engineering formulas show the average relative error for the phase and loss constants in the limits of 2-10% depending on geometry and substrate permittivity of microstrip \((W/h \geq 5.5, \varepsilon_r \leq 12)\) and driving frequency. An example of the calculations of the real and imaginary parts of the propagation constant of this mode is shown in Fig. 2.10.

**Fig. 2.10** Frequency dependence of the real and imaginary parts of the modal propagation constant of the EH\(_1\) microstrip mode. Parameters of microstrip are: \(h = 1\) mm, \(W = 10h\), and \(\varepsilon_r = 9.9\).

It is seen that below the cut-off frequency \((f_c \approx 4\) GHz\)), the phase constant is not zero due to the radiation which is increasing with the frequency decrease.

Calculations of the parameters of higher-order modes are important for proper modeling of microstrip discontinuities, antennas, and for a recently proposed oversize microstrip line serving as a differential waveguide [42].

### 2.1.5.2 Coupled Microstrips Line

One of the most popular basic elements of microwave and high-speed electronics is the coupled microstrips line shown in Fig. 2.11. It consists of two conducting strips placed close to each other for prescribed capacitive coupling.
This line supports two quasi-TEM modes, the odd and even, which have no cut-off frequencies. The propagating higher-order modes can be excited at increased frequencies similarly to other waveguides. The above-mentioned quasi-TEM modes propagate with the different phase velocities, and this difference can be around 10-15% depending on the geometry and substrate permittivity.

In quasi-static approximations, the modal equivalent circuits are composed of capacitors, which values are calculated analytically using the variational technique or conformal mapping approach [45]-[49]. In this case, the modal parameters are frequency-independent, of course. One set of formulas of the modal characteristic impedances and effective permittivities validated by full-wave simulations and measurements are given here from [49]:

\[
Z_{c}^{(e)} = \frac{1}{c \sqrt{C_{ae} C_{e}}} \quad [\Omega] \tag{2.42}
\]

\[
Z_{c}^{(o)} = \frac{1}{c \sqrt{C_{ao} C_{o}}} \quad [\Omega] \tag{2.43}
\]

\[
\varepsilon_{eq}^{(e)} = \frac{C_{e}}{C_{ae}} \tag{2.44}
\]

\[
\varepsilon_{eq}^{(o)} = \frac{C_{o}}{C_{ao}} \tag{2.45}
\]

where \(C_{e,o}\) are the modal capacitances of the even and odd modes calculated for a dielectric filled line cross-section, and \(C_{ae,ao}\) are the corresponding capacitances of air-filled line. They are calculated by the following formulas which are the same for the dielectric (\(\varepsilon_{r}\)) and air-filled (\(\varepsilon_{r} = 1\)) lines:
\[ C_e = 2\varepsilon_0 \left[ \varepsilon_r \frac{K(k_1)}{K(k_1')} + \frac{K(k_2)}{K(k_2')} \right] \]  

(2.46)

\[ C_o = 2\varepsilon_0 \left[ \varepsilon_r \frac{K(k_3)}{K(k_3')} + \frac{K(k_4)}{K(k_4')} \right] \]  

(2.47)

where

\[ k_1 = \tanh \left( \frac{\pi W}{4H} \right) \tanh \left( \frac{\pi (W + S)}{4H} \right), \]  

(2.48)

\[ k_2 = \tanh \left( \frac{\pi W}{4(H + \pi W)} \right) \tanh \left( \frac{\pi (W + S)}{4(H + \pi W)} \right), \]  

(2.49)

\[ k_3 = \tanh \left( \frac{\pi W}{4H} \right) \coth \left( \frac{\pi (W + S)}{4H} \right), \]  

(2.50)

\[ k_4 = \frac{W}{W + S}, \text{ and } k_{1,2,3,4}' = \sqrt{1 - k_{1,2,3,4}^2}. \]

At low frequencies, this model is appropriate, but at increased frequencies, these modes are dispersive, i.e. their parameters, as the effective permittivities and characteristic impedances, are frequency-dependent. Further improvements of accuracy in a wide frequency band can be reached taking into account this dispersion. For instance, in [50], the equivalent circuits of modes are introduced consisting of capacitors and inductors, and they model the dispersion effect. In [51], it is reached by introducing the frequency-dependent partial capacitances of the strips and their effective widths. These semi-empirical formulas show good accuracy up to 10-15 GHz in comparison with the full-wave simulations.

In [46],[52], the empirically found formulas for the frequency-dependent modal effective permittivities are given. They are [46]

\[ \varepsilon_{\text{eff}}^{(e,o)}(f) = \varepsilon_r - \frac{\varepsilon_r - \varepsilon_{\text{eq}}^{(e,o)}}{1 + G^{(e,o)}(f / f_p^{(e,o)})^2} \]  

(2.51)

where \( G^{(e)} = 0.6 + 0.0045Z_c^{(e)} \), \( G^{(o)} = 0.6 + 0.018Z_c^{(o)} \), \( f_p^{(e)} = 7.83Z_c^{(e)} / H \), and \( f_p^{(o)} = 31.32Z_c^{(o)} / H \). In the same work, the empirical expressions are given for frequency-dependent characteristic impedances.

### 2.1.5.3 Coplanar Waveguide Model

The coplanar waveguide (CPW) is a transmission line whose all conductors are placed on the top surface of a dielectric substrate [53]. Some of these transmission lines are shown in Fig. 2.12.
Fig. 2.12 Coplanar waveguides. (a)- CPW with infinite wide ground planes; (b)- CPW with finite lateral ground planes; (c)- Shielded CPW

Coplanar transmission lines have some technological advantages comparing to the microstrips because of their planar design. In most cases, CPWs have the same characteristics as the microstrips or even better. Coplanar waveguides can be connected to other transmission lines using the planar transitions, via-holes, or vertical EM connectors. An increased interest in the CPW starts with the monolithic ICs where this line demonstrates reduced loss of some geometries at microwave and millimeter-wave frequencies.

Initially, the CPW was invented for the hybrid ICs, and it was assigned as a line with the elliptical polarization of the quasi-TEM modal magnetic field that could be convenient for the ferrite devices. It was supposed that this line could be placed on a surface of a low-loss dielectric (Fig. 2.12), and several designs were studied and modeled by the conformal mapping method due to the quasi-TEM nature of the fundamental mode of this line.

Many formulas for calculation of the effective permittivity $\varepsilon_{eq}$ and characteristic impedance $Z_c$ are available now [13],[14],[54]-[59]. Additionally, this line is modeled by different numerical methods [60]-[64].

The CPWs of classical design, shown in Fig. 2.12, are calculated with formulas obtained using a conformal mapping approach [54]. There are two quasi-TEM modes, which have different modal field distributions. The fundamental or even mode has the magnetic plane of symmetry at the center of signal conductor, and this plane oriented along the longitudinal axis which is normal to picture plane. This mode is supported by geometrical symmetry of the line cross-section, and the
potentials of ground planes are equalized using the air bridges, for instance. The second mode, which has zero cut-off frequency, can be effectively excited at the discontinuities, and careful potential symmetrization is needed to suppress this parasitic transformation of the even mode to the odd one.

Consider the quasistatic formulas [54] for the even mode of the CPW shown in Fig. 2.12b. The effective dielectric permittivity $\varepsilon_{eq}$ of this line is calculated as a ratio of the capacitance $C_e$ of the line filled with the dielectric $\varepsilon_r$ to the capacitance $C_0$ of the air-filled line:

$$\varepsilon_{eq} = \frac{C_e}{C_0}. \quad (2.52)$$

The capacitances $C_0$ and $C_e$ need the elliptical functions or their approximations. For a CPW shown in Fig. 2.12b, the formulas for calculation of the effective permittivity take into account the limited width of the ground conductors, and they are

$$\varepsilon_{eq} = \frac{C_e}{C_0} = 1 + q(\varepsilon_r, -1) \quad (2.53)$$

where

$$q = \frac{1}{2} \frac{K(k_6')}{K(k_5')}. \quad (2.54)$$

The arguments $k_5$ and $k_6$ of the elliptic integrals $K$ are

$$k_{5,6}' = \sqrt{1 - (k_{5,6})^2}, \quad k_5 = \frac{a}{b} \sqrt{\frac{1 - b^2/c^2}{1 - a^2/c^2}}, \quad k_6 = \frac{\sinh(\pi a/2h)}{\sinh(\pi b/2h)} \sqrt{\frac{1 - \sinh^2(\pi b/2h)/(\pi c/2)}{1 - \sinh^2(\pi a/2h)/(\pi c/2)}}. \quad (2.55)$$

The characteristic impedance $Z_c$ of the CPW is

$$Z_c = \frac{1}{c \sqrt{\varepsilon_{eq} C_e^2}} = \frac{30\pi}{\sqrt{\varepsilon_{eq} K(k_5')}}. \quad [\Omega]. \quad (2.56)$$

The influence of the conductor-backing and upper shielding (Fig. 2.12c) is studied in [57]. More information about such a CPW and its modifications, components, and full-wave simulations is from [32],[59], for instance.

The above-given formulas are derived under the assumption of the quasi-TEM character of the main mode. Meanwhile, the fundamental modal field is composed from many partial waves, including the modes of the substrate. At increased frequencies, some energy portion is pumped into these partial modes, and it leads to
the frequency dependence of the fundamental mode parameters and the modal radiation. These effects are modeled by full-wave simulations [13],[32]-[59],[60]-[64], and, for some cases, the approximate formulas are given to calculate the frequencies where strong radiation starts and for the radiation loss constants [13].

The conductor and dielectric losses are studied in many contributions, including [13]. A large amount of information on the CPW and components and their full-wave simulations and measurements is in [63],[64].

More than four decades of exploiting the CPW show that this line is distinguished by its reduced dispersion and radiation loss, the extended frequency band, low fabrication cost, easier grounding of components placed over the CPW, weak dependence of the CPW parameters on the substrate thickness and permittivity, and the availability of analytical formulas for the CPW parameters [14],[32],[59].

The disadvantage of this line is its increased space, excitation of the high-order modes due to the inaccuracy of the manufacturing and asymmetry of the ground planes. Additionally, at very increased frequencies, the main mode is radiating, and it leads to parasitic coupling of integrated components.

2.2 Numerical Methods Used in the Waveguide Theory

A large number of EM problems are solved only numerically due to their domain geometry and boundary conditions which do not allow for the separation of the variables. Very often, the above-considered field expansion method is with the time-consuming calculations of sub-domain functions and more effective numerical methods are applied in electromagnetics.

2.2.1 Finite Difference and Transmission Line Matrix Methods

In this case, one of the applicable methods of solution of differential equations is the finite difference method which allows for deriving the algebraic equations directly from the differential ones [4],[65],[66]. The method is used for both linear and nonlinear ordinary and partial differential equations. Although it is simple to be programmed, some problems should be solved with the increased stability of calculations and quality of models of the boundary shapes and conditions on them.

The method is applied directly to the shielded waveguides and components. The external problems of electromagnetism are difficult to be calculated due to increased needed dimension of the resulting system of algebraic equations. To avoid these problems, a calculated domain is surrounded by, for instance, an absorbing boundary imitating the open space. It allows for the modeling the field phenomena in open space using a domain of a reduced size.

The modeled space area and its boundary are divided into a grid of $i, j$ – nodes, and, at each node, a differential operator is substituted by a finite difference expression. For instance, the finite differences of the 2nd order written at the $i, j$ –th node are
\[
\frac{\partial^2 u(x, y)}{\partial x^2} \approx \frac{u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{(\Delta x)^2},
\]
\[
\frac{\partial^2 u(x, y)}{\partial y^2} \approx \frac{u_{i,j+1} - 2u_{i,j} + u_{i,j-1}}{(\Delta y)^2},
\]
where \( u_{i,j} = u(x_i, y_j) \).

Substituting the differential operators in (2.2) by their finite difference formulas and taking into account the given boundary condition, a system of linear algebraic equations is derived regarding to the field values at the \( i, j-th \) nodes. The eigenvalue equation is the determinant of this homogeneous system. Its roots are the modal propagation constants.

The time-depending wave effects are calculated by discretization of the time-differential operator, and the second time derivative expressed through the values of \( u(x, y) \) in the neighboring nodes is

\[
\frac{\partial^2 u}{\partial t^2} \approx \frac{u_{i,j,t+1} - 2u_{i,j,t} + u_{i,j,t-1}}{(\Delta t)^2}.
\]

The frequency properties of the modeled waveguides and components are found by the Fourier transformations of the calculated time-depending data.

In many cases, the EM problems are with the hybrid fields consisting of all six components. Today, they can be solved with the Maxwell equations in their finite difference formulation. The origin of this technique relates to the work of Yee published in 1966 [67], and it is called as the finite difference time domain technique (FDTD) after the works of Taflve [66]. Today many commercially available software tools are known to simulate the Maxwell, elliptic, parabolic, and hyperbolic type of partial differential equations. Continuous progressing of computers allows for solving the electrically large EM problems.

There is another approach representing the modeled area and the EM field by a mesh of transmission lines and named as the transmission-line-matrix (TLM) method. These short mesh lines \( l \ll \lambda \) are modeled by the elementary networks of lumped components, and the wave phenomenon is modeled as the electric pulse propagation along this 3-D network.

An initial idea on the representation of the Maxwell equations by the equivalent networks was published by G. Kron [68], and a more detailed work in this area belongs to P. Johns and R. Beurle [69]. Since that time, the method has been evolved from the research-level codes to the well-developed commercially available software tools. Today this approach is used not only for modeling of the EM phenomena, but also for simulating of quantum-mechanical effects (see Chpt. 9).

A comparison of the FDTD and TLM methods is considered in [4],[70] where it is shown that the FDTD and some cases of the TLM are equivalent to each other, and they can be derived from each other. Although the FDTD requires less
memory and it is faster, the TLM has advantage to treat the EM problems of complicated boundaries and boundary conditions.

### 2.2.2 Integral Equations for Waveguides and Their Numerical Treatment

Additionally to the differential equations, the integral ones are used in electromagnetics [1],[71]. Two main types of integral equations are common for electromagnetism:

\[
\int J(x')g(x,x')dx' = f(x) \quad (2.59)
\]

and

\[
\lambda \int J(x')g(x,x')dx' = J(x) + f(x). \quad (2.60)
\]

In (2.59) and (2.60), \(J(x)\) is the unknown function, \(f(x)\) is the known or driving function which is zero for the eigenvalue problems, and \(\lambda\) is the parameter. The other function \(g(x,x')\) is the integral equation kernel that can be infinite at \(x = x'\). Then this integral equation is the singular one, and a special technique is used to solve it [72],[73].

The integral equation of the first kind (2.59) is more typical for the EM problems. The integral equation of the second kind (2.60) can be derived using different ways, including the Green function approach, or it is obtained from (2.59) by a special technique called the regularization [74]-[76], and it is more preferable for the use due to increased stability of numerical solutions.

The attractive feature of the integral equations is that they decrease the dimension of EM problems. For instance, a 2-D problem (Fig. 2.1) is transformed into a 1-D integral equation defined only on the boundary.

To explain the integral equation method, consider initially a 2-D domain \(S\) where a scalar Helmholtz equation regarding to the unknown function \(u(r)\) is defined

\[
\nabla^2 u(r) + \chi^2 u(r) = f(r). \quad (2.61)
\]

The integral equation is derived using the Green’s function \(G(r,r')\) which is obtained from the following equation:

\[
\nabla^2 G(r,r') + \chi^2 G(r,r') = \delta(r-r') \quad (2.62)
\]

where \(\delta(r-r')\) is the Dirac function. At the difference to (2.61), the boundary condition on \(L\) for this Green’s function in (2.62) can be chosen arbitrary, and it allows for obtaining analytical solutions of (2.62) if the domain geometry is separable, for instance.
Using the second Green’s formula [1], the field at any arbitrary point of the domain is calculated if \( u(\mathbf{r} \in L) \) is known

\[
u(\mathbf{r}) = \int_S f(\mathbf{r}') G(\mathbf{r}, \mathbf{r}') \, ds' + \oint_{\mathcal{L}} \left[ u(\mathbf{r}') \frac{\partial G(\mathbf{r}, \mathbf{r}')}{\partial \mathbf{r}'} - G(\mathbf{r}, \mathbf{r}') \frac{\partial u(\mathbf{r}')}{\partial \mathbf{r}'} \right] \, dl' \tag{2.63}
\]

where \( \nu \) is the normal direction to the boundary \( L \). As a rule, \( u(\mathbf{r} \in L) \) is the electric field tangential to the boundary, and \( \frac{\partial u(\mathbf{r} \in L)}{\partial \mathbf{r}'} \) corresponds to the current on the conducting part of \( L \), respectively. Suppose \( \mathbf{r} \in L \) and \( u(\mathbf{r} \in L) = 0 \), the simplest integral equation of the first kind is derived

\[
\oint_{\mathcal{L}} \left[ G(\mathbf{r}, \mathbf{r}') \frac{\partial u(\mathbf{r}')}{\partial \mathbf{r}'} \right] \, dl' = \int_S f(\mathbf{r}') G(\mathbf{r}, \mathbf{r}') \, ds', \mathbf{r} \in L. \tag{2.64}
\]

In the case of the eigenvalue problem, it gives

\[
\oint_{\mathcal{L}} G(\mathbf{r}, \mathbf{r}') \frac{\partial u(\mathbf{r}')}{\partial \mathbf{r}'} \, dl' = 0, \mathbf{r} \in L. \tag{2.65}
\]

As seen, (2.65) is the integral equation of the 1\textsuperscript{st} kind regarding to the surface current on the conducting contour \( L \). Very often, it is transformed into an integral equation of the 2\textsuperscript{nd} kind to avoid the numerical complications due to the poor stability of the solutions of (2.65). Similarly to this algorithm, more complicated multi-domain cross-sections are treated by the integral equations derived by satisfaction of the boundary conditions on the inter-domain boundaries.

In the case of a vector boundary value problem, the scalar Green’s function is transformed into the tensor one [3],[77]-[79]. In shielded sub-domains, the Green’s functions are expressed through the sub-domain eigenfunctions, which can be found analytically, and the techniques to compose the Green’s functions are published in many books and papers [4]. One of the problems arisen using the Green’s functions is the singularity of kernels and caused by it poor convergence of eigenfunction expansions. Then the integral equations of this sort are to be regularized.

As a rule, the integral equations are hard to be solved analytically, and a number of different numerical methods are applied, including the widely known method of moments [4],[71],[80],[81]. According to this method, the unknown function \( \nu(\mathbf{r}' \in L) = \frac{\partial u(\mathbf{r}' \in L)}{\partial \mathbf{r}'} \) in (2.65), for instance, is represented by a finite sum of basis functions \( \nu_n(\mathbf{r} \in L) \), which amplitudes \( a_n \) are unknown, and these functions are linearly independent on each other:

\[
\nu(\mathbf{r}' \in L) = \sum_{n=1}^{N} a_n \nu_n(\mathbf{r}' \in L). \tag{2.66}
\]
The basis functions $v_n$ can be defined on the whole $L$ or exist on the non-overlapped segments of this boundary being the piecewise functions. Additionally to the set of basis functions, the weighting functions $w_m$ should be defined. In a particular case $w_m = v_m$, the algorithm is in its Galerkin formulation named after B.G. Galerkin [81]. Then the integral equation (2.65) is transformed into a system of linear algebraic equations regarding to the unknown coefficients $a_n$ by calculation of moments of the integral equation to each weighting function $w_m$ if the unknown function is represented by (2.66):

$$\sum_{n=1}^{N} a_n \int_{L} \int_{L} \left[ G(r,r') v_n(r' \in L) \right] dl' w_m(r \in L) dl = 0, \quad n=1,2,3,...N; \quad m=1,2,3,...N. \quad (2.67)$$

The determinant of this homogeneous system gives an equation for calculation of modal propagation constants.

The convergence of this numerical algorithm depends on the chosen functions $v_n$ and $w_m$ and on the geometry of the waveguide cross-section. Additionally to the mentioned Galerkin algorithm, a number of different approaches of algebraization of the integral equations are known. Among them are the sub-domain, collocation, least-square methods, etc. [4],[71],[78],[80]-[88].

Example 2.1. Integral Equation System for a Shielded Microstrip Line. An example of a shielded microstrip line is shown in Fig. 2.13. Particularly, the strip can be placed symmetrically in the box, and only a half of the structure is considered for treatment. In this case, a magnetic wall is placed at the center ($x=0$) of the waveguide box where the tangential to this plane magnetic field components are zero.

![Fig. 2.13 Shielded microstrip line](image)
The air-dielectric interface is the boundary between two domains $I$ and $II$ where the fields are represented as the domain modal series expansions. Satisfaction of the boundary conditions at $(y = h)$ for the electric and magnetic fields allows for obtaining the modal propagation constants and modal fields. Below, the integral equation method is considered in details, and it gives an algorithm how to treat more complicated transmission lines of planar and multilayered designs.

In general case, the microstrip modes have all six components of the EM field. Similarly to rectangular waveguide, the longitudinal electric and magnetic field components should be initially derived. They are general solutions of the Helmholtz equations defined in each sub-domain. The boundary condition on the air-dielectric interface cannot be satisfied by single domain functions, and the longitudinal fields are represented by their expansions. The longitudinal electric field components in both sub-domains are

$$E_{z}^{(1)} = \sqrt{\frac{2}{a}} \sum_{m=0}^{\infty} A_{m} \sin\left(k_{y,m}y\right) \cos\left(k_{x,m}x\right) \exp(-jk_{z}z),$$

$$E_{z}^{(2)} = \sqrt{\frac{2}{a}} \sum_{m=0}^{\infty} B_{m} \sin\left(k_{y,m}(b-y)\right) \cos\left(k_{x,m}x\right) \exp(-jk_{z}z).$$

where $A_{m}$ and $B_{m}$ are unknown amplitudes, and $k_{z}$ is the unknown modal propagation constant, $k_{y,m}^{(1,2)} = \sqrt{\varepsilon_{r}^{(1,2)} \mu_{r}^{(1,2)} - (k_{x,m})^2}$, and $k_{x,m} = \frac{(2m+1)\pi}{2a}$. These field components satisfy the boundary conditions $E_{z}^{(1,2)}(x = \pm a, y) = 0$, $E_{z}^{(1)}(x, y = 0) = 0$, and $E_{z}^{(2)}(x, y = b) = 0$. At the magnetic wall $E_{z}^{(1,2)}(x = 0) \sim (-1)^{2m+1}$.

Similarly, the longitudinal components of the magnetic fields are written in both sub-domains:

$$H_{z}^{(1)} = \sqrt{\frac{2}{a}} \sum_{m=0}^{\infty} C_{m} \cos\left(k_{y,m}y\right) \sin\left(k_{x,m}x\right) \exp(-jk_{z}z),$$

$$H_{z}^{(2)} = \sqrt{\frac{2}{a}} \sum_{m=0}^{\infty} D_{m} \cos\left(k_{y,m}(b-y)\right) \sin\left(k_{x,m}x\right) \exp(-jk_{z}z).$$

Here, the amplitudes $C_{m}$ and $D_{m}$ are unknown, and the components satisfy the corresponding boundary conditions everywhere excepting this air-dielectric interface where the conducting strip is placed $(y = h)$.

The transversal field components are found using (2.4), (2.68), and (2.69):

$$E_{x}^{(1)} = \sqrt{\frac{2}{a}} \sum_{m=0}^{\infty} \frac{k_{x,m}}{\chi_{1}} A_{m} + \frac{\omega \mu_{0} \mu_{r}^{(1)} k_{y,m}^{(1)} C_{m}}{\chi_{1}^2} \sin(k_{y,m}y) \sin(k_{x,m}x) e^{-jk_{z}z},$$

$$E_{x}^{(2)} = \sqrt{\frac{2}{a}} \sum_{m=0}^{\infty} \frac{k_{x,m}}{\chi_{2}} B_{m} - \frac{\omega \mu_{0} \mu_{r}^{(2)} k_{y,m}^{(2)} D_{m}}{\chi_{2}^2} \sin(k_{y,m}(b-y)) \sin(k_{x,m}x) e^{-jk_{z}z}.$$
To derive the integral equations, the unknown amplitudes $A_m, B_m, C_m,$ and $D_m$ are expressed through the electric field components on the slot between the conductor edge $(x = w)$ and the shield $(x = a)$ using the orthogonality of domain eigenfunctions on $x = (0,a)$. Initially, the electric series field expansions are matched to the unknown fields $e_z(x)$ and $e_x(x)$ on the slot:

$$E_z^{(1)} = \sqrt{\frac{2}{a}} \int_a^0 \left[ \frac{\alpha \mu_0 \mu_r^{(1)} k_{y,m}^{(1)}}{\chi_1^2} A_m - \frac{k_z k_{x,m}}{\chi_2} C_m \right] \sin(k_{y,m} h) \cos(k_{x,m} x) \, dx,$$

$$E_z^{(2)} = \sqrt{\frac{2}{a}} \int_a^0 \left[ \frac{\alpha \mu_0 \mu_r^{(2)} k_{y,m}^{(2)}}{\chi_1^2} B_m + \frac{k_z k_{x,m}}{\chi_2} D_m \right] \sin(k_{y,m} (b - h)) \cos(k_{x,m} x) \, dx,$$

$$E_x^{(1)} = \sqrt{\frac{2}{a}} \int_a^0 \left[ \frac{k_z k_{x,m}}{\chi_1^2} A_m + \frac{\alpha \mu_0 \mu_r^{(1)} k_{y,m}^{(1)}}{\chi_2^2} C_m \right] \sin(k_{y,m} h) \sin(k_{x,m} x) \, dx = e_z(x),$$

$$E_x^{(2)} = \sqrt{\frac{2}{a}} \int_a^0 \left[ \frac{k_z k_{x,m}}{\chi_2^2} B_m - \frac{\alpha \mu_0 \mu_r^{(2)} k_{y,m}^{(2)}}{\chi_2^2} D_m \right] \sin(k_{y,m} (b - h)) \sin(k_{x,m} x) \, dx = e_x(x)$$

$x \in (0,a)$.

In these expressions and below, the exponent $e^{-jk_z z}$ is omitted.

Taking into account the orthogonality of the sub-domain eigenfunctions on $x \in (0,a)$, the expressions for unknown amplitudes are obtained:

$$A_m = \frac{E_{z,m}}{\sin(k_{y,m} h)}, \quad B_m = \frac{E_{z,m}}{\sin(k_{y,m} (b - h))},$$

$$C_m = -j \frac{\chi_1^2 E_{z,m} + k_z k_{x,m} E_{z,m}}{\omega \mu_0 \mu_r^{(1)} k_{y,m} \sin(k_{y,m} h)}, \quad D_m = \frac{j \frac{\chi_2^2 E_{z,m} + k_z k_{x,m} E_{z,m}}{\omega \mu_0 \mu_r^{(2)} k_{y,m} \sin(k_{y,m} (b - h))}}$$

where

$$E_{x,m} = \sqrt{\frac{2}{a}} \int_w^a e_x(x') \sin(k_{x,m} x') \, dx',$$

$$E_{z,m} = \sqrt{\frac{2}{a}} \int_w^a e_z(x') \cos(k_{x,m} x') \, dx'.$$
Finally, to derive the integral equations, the boundary conditions for the magnetic field components on the inter-domain interface are used

\[ H_z^{(2)} - H_z^{(1)} = j_x (x), \]
\[ H_x^{(2)} - H_x^{(1)} = -j_z (x), \]  

(2.75)

and the coefficients (2.73) are substituted into (2.69), (2.71) and (2.75). After some elementary treatments, the integral equations regarding to the unknown electric field \(( e_x, e_y )\) on the slot between the strip edge \((x = w)\) and the shield wall \((x = a)\) are obtained

\[
\frac{2}{\pi} \sum_{a = m=0}^{\infty} \left[ g_{11}^{(m)} \int_w^a e_x (x') \sin(k_{x,m} x') \cos(k_{x,m} x') dx' \right] \sin(k_{x,m} x) dx = j_x (x),
\]
\[
\frac{2}{\pi} \sum_{a = m=0}^{\infty} \left[ g_{21}^{(m)} \int_w^a e_x (x') \sin(k_{x,m} x') \cos(k_{x,m} x') dx' \right] \cos(k_{x,m} x) dx = -j_z (x)
\]

(2.76)

where

\[
g_{11}^{(m)} = \frac{j\chi_z^2}{\omega \mu_r \mu_y^{(2)} k_{y,m}^{(2)}} \cot(k_{y,m}^{(2)} (b-h)) + \frac{j\chi_z^2}{\omega \mu_0 \mu_y^{(1)} k_{y,m}^{(1)}} \cot(k_{y,m}^{(1)} h),
\]
\[
g_{21}^{(m)} = g_{21}^{(m)} = \frac{k_z k_{x,m}}{\omega \mu_0 \mu_y^{(2)} k_{y,m}^{(2)}} \cot(k_{y,m}^{(2)} (b-h)) + \frac{k_z k_{x,m}}{\omega \mu_0 \mu_y^{(1)} k_{y,m}^{(1)}} \cot(k_{y,m}^{(1)} h),
\]
\[
g_{22}^{(m)} = -j \left( \frac{(k_z k_{x,m})^2}{\chi_z^2 \omega \mu_r \mu_y^{(2)} k_{y,m}^{(2)}} + \frac{\omega \epsilon \epsilon_r^{(2)} k_{y,m}^{(2)}}{\chi_z^2} \right) \cot(k_{y,m}^{(2)} (b-h)) -
\]
\[-j \left( \frac{(k_z k_{x,m})^2}{\chi_z^2 \omega \mu_0 \mu_y^{(1)} k_{y,m}^{(1)}} + \frac{\omega \epsilon_0 \epsilon_r^{(1)} k_{y,m}^{(1)}}{\chi_z^2} \right) \cot(k_{y,m}^{(1)} h).
\]

These integral relations transform the electric slot field into the currents on the strip, and due to that they belong to the admittance type of EM integral equations [78],[89].

In some cases, the integral equations should be written regarding to the currents on conductors, and these equations can be derived in a similar way. The unknown coefficients \(A_m, B_m, C_m,\) and \(D_m\) are expressed through the strip currents \(j_x (x)\) and \(j_z (z),\) and the integral equations of the impedance type are obtained. They are preferable if the width of conductors exceed the one of the slots.

Numerical simulations of the integral equations can be performed with the help of the Galerkin method, and a various basis functions are in use. For instance, the basis functions take into account the singularity of fields at the conductor edges,
and the algorithms are free from the relative convergence phenomenon [86]. The
discretely defined functions provide flexibility in the choice of discrete polyno-
mials. In this case, a pertinent mesh that can take into account the singular
behavior of the fields close to the conductor or/and dielectric edges can be used to
improve the convergence of the algorithm. A pertinent basis function sets can be
composed of the trigonometrical or linear and constant pulse functions
[71],[87],[89]-[93]. The last set of functions for the considered example is

\[
e_x(x) = \sum_{k=1}^{K} a_k u_k(x),
\]

\[
u_k(x) = \begin{cases} 1, & x \in (x_{k-1}, x_k) \\ 0, & x \notin (x_{k-1}, x_k) \end{cases}
\]

\[
e_z(x) = \sum_{k=1}^{K-1} b_k u_k(x),
\]

\[
u_k(x) = \begin{cases} \frac{(x-x_{k-1})}{\Delta x_k}, & x \in (x_{k-1}, x_k) \\ \frac{(x_{k+1}-x)}{\Delta x_{k+1}}, & x \in (x_k, x_{k+1}) \\ 0, & x \notin (x_{k-1}, x_{k+1}) \end{cases}
\]

where \(a_k\) and \(b_k\) are the unknown coefficients, \(u_k\) and \(v_k\) are the basis func-
tions, \(\Delta x_k = x_k - x_{k-1}\), and \(\Delta x_{k+1} = x_{k+1} - x_k\). It is seen that the quasistatic relation
\(e_z(x) - \frac{\partial e_x(x)}{\partial x}\) between these two electric field components is supported that im-
proves the accuracy and convergence of the algorithm. This technique is common
now to solve the integral equations for more complicated transmission lines (see,
for instance, [90]-[93]) and it allows to calculate the modal propagation constants
and modal fields.

Example 2.2. Integral Equations for Antipodal Slot Transmission Line. The cross-
section of this transmission line is shown in Fig. 2.14. It consists of a dielectric
layer, which both sides are covered by the conducting sheets shorted to the walls
of the shield. The attractive feature of this line is that the overlapped configura-
tion (Fig. 2.14a) provides the modal propagation constant and the characteristic imped-
ance close to the ones available from a microstrip line. The non-overlapped
geometry (Fig. 2.14b) gives increased characteristic impedance and decreased
propagation constant, which are typical for a slot line.
2.2 Numerical Methods Used in the Waveguide Theory

One time this line was popular for millimeter-wave applications and for inter-layer transitions in microwave hybrid 3-D integrations. It was modeled electromagnetically in several papers [90]-[94]. General geometry requires solving a system of four integral equations regarding to the vector slot electric fields, although the decreasing the dimension twice is possible for the symmetric configurations [90]. The coupled multilayered lines composed of these slots (Fig. 2.15) are described by eight integral equations [92].
The integral equations for antipodal slot transmission line are derived similarly to the above-considered algorithm for shielded microstrip line. Taking into account the multilayered design (Fig. 2.14), the fields of each mode are of the hybrid nature, and they have all six components. Initially, the longitudinal components of the EM field are written for each layer, and they are the following for the layers 1 and 3:

\[
E_z^{(1)} = \sum_{m=1}^{\infty} \sqrt{\frac{2-\delta_{0,m}}{a}} \left[ A_m \sin(k_{y,m} y) \sin(k_{x,m} x) \right] \exp(-j k_z z),
\]

\[
H_z^{(1)} = \sum_{m=1}^{\infty} \sqrt{\frac{2-\delta_{0,m}}{a}} \left[ C_m \cos(k_{y,m} y) \cos(k_{x,m} x) \right] \exp(-j k_z z),
\]

\[
E_z^{(3)} = \sum_{m=1}^{\infty} \sqrt{\frac{2-\delta_{0,m}}{a}} \left[ B_m \sin(k_{y,m} (y_3 - y)) \sin(k_{x,m} x) \right] \exp(-j k_z z),
\]

\[
H_z^{(3)} = \sum_{m=0}^{\infty} \sqrt{\frac{2-\delta_{0,m}}{a}} \left[ D_m \cos(k_{y,m} (y_3 - y)) \cos(k_{x,m} x) \right] \exp(-j k_z z)
\]

where \( A_m, B_m, C_m, D_m \) are the unknown coefficients, \( k_z \) is the unknown longitudinal propagation constant, \( k_{x,m} = m \pi / a, \quad k_{y,m} = k_r \), and \( \delta_{0,m} = \begin{cases} 1, & m = 0 \\ 0, & m \neq 0 \end{cases} \).

Other components of the electric and magnetic fields are derived using the Maxwell equations, and all these components, including the longitudinal ones, satisfy the boundary conditions on the ideal conductor shield at \( x = 0, a \) and \( y = 0, y_3 \). Similarly to microstrip line, the unknown coefficients \( A_m, B_m, C_m, D_m \) are expressed through the Fourier transformants of the slot electric fields \( E_{x,m}^{(1,2)}, E_{z,m}^{(1,2)} \) for \( y = y_1 \) and \( E_{x,m}^{(2,3)}, E_{z,m}^{(2,3)} \) for \( y = y_2 \).

To derive the integral equations, the fields in the second layer should be written and matched on the layer’s boundaries \( y = y_1, y_2 \). One way is to write the longitudinal field components in the central layer which are dependent on four unknown coefficients \( P_m, Q_m, R_m, S_m \) and to express them through the slot electric field Fourier transformants \( E_{x,m}^{(1,2)}, E_{y,m}^{(1,2)}, E_{x,m}^{(2,3)}, E_{y,m}^{(2,3)} \). The longitudinal components in this case are

\[
E_z^{(2)} = \sum_{m=1}^{\infty} \sqrt{\frac{2-\delta_{0,m}}{a}} \left[ P_m \sin(k_{y,m} y) + Q_m \cos(k_{y,m} y) \right] \sin(k_{x,m} x) e^{-j k_z z},
\]

\[
H_z^{(2)} = \sum_{m=0}^{\infty} \sqrt{\frac{2-\delta_{0,m}}{a}} \left[ R_m \sin(k_{y,m} y) + S_m \cos(k_{y,m} y) \right] \cos(k_{x,m} x) e^{-j k_z z}
\]

with \( k_{y,m} = \sqrt{k_0^2 \varepsilon_r^{(2)} \mu_r^{(2)} - k_{x,m}^2 - k_z^2} \).
Other components of the EM field in this layer are derived using the Maxwell equations, similarly to the above-considered microstrip line case. Matching the magnetic fields on the slots, a system of four integral equations regarding to the unknown slot electric fields $e^{(1)}_x, e^{(1)}_z, e^{(2)}_x, e^{(2)}_z$ is derived

$$
H^{(2)}_x(x, y_1) - H^{(1)}_x(x, y_1) = \sum_{m=0}^{\infty} \left[ e^{(1)}_x(x') g^{(m)}_{31}(x, x') + e^{(1)}_z(x') g^{(m)}_{12}(x, x') + e^{(2)}_x(x') g^{(m)}_{31}(x, x') + e^{(2)}_z(x') g^{(m)}_{12}(x, x') \right] dx' = f^{(1)}_x(x),
$$

$$
H^{(2)}_x(x, y_2) - H^{(1)}_x(x, y_2) = \sum_{m=0}^{\infty} \left[ e^{(1)}_x(x') g^{(m)}_{31}(x, x') + e^{(1)}_z(x') g^{(m)}_{12}(x, x') + e^{(2)}_x(x') g^{(m)}_{31}(x, x') + e^{(2)}_z(x') g^{(m)}_{12}(x, x') \right] dx' = f^{(2)}_x(x),
$$

where $g^{(m)}_{ij}(x, x')$ are known components of the tensor Green function of this system of integral equations. They can be solved by the Galerkin method, and similarly to microstrip line and [91]-[93], their unknown slot electric fields are approximated by discrete (pulse) functions (2.77) and (2.78). Some results are in the cited papers, and a qualitative dependence of the normalized propagation constant of the fundamental mode versus the line geometry is shown in Fig. 2.16.

**Fig. 2.16** Normalized propagation constant $k_z/k_0$ of the fundamental mode of an antipodal slot line versus its geometry
It is seen that the line with the overlapped conductors (in right) provides the propagation constant tending to the one of a parallel plate waveguide due to the field concentration between conductors. A non-overlapped configuration (in left) is tending to the slot line configuration and, finally, to a 3-layer rectangular waveguide [90]-[93].

Fig. 2.17 shows an electric field map of the fundamental mode in a shielded antipodal slot line calculated by the solution of the integral equations (2.81) and computations of the field-force lines according to the field components and found modal propagation constant.

Additionally to the fundamental mode, the higher-order modes can propagate, and their cut-off frequencies depend on the geometry of conductors, substrate permittivity, and the size of the shield [91]-[93]. Some microwave components, developed using the antipodal slot line, are considered in [95]-[98].

2.2.3 Variational Functionals for Waveguides

The main idea of the variational analysis is that the value under the search is represented as an integral on a function $u(r)$. This integral is able to reach an extremum when the function is the exact solution of considered boundary value problem $u(r) = u_0(r)$. Representing the function as a series of basis functions and varying the expansion’s coefficients, an extremum is sought as a point where all derivatives of the integral are zero. In some cases, a careful analysis of the problem and a found simple initial approximation allows to get a good solution from the first attempt. Unfortunately, not all problems in electromagnetism can be represented by stationary functionals which have extrema. The ones having them are called the quadratic functionals, and the task of variational analysis is to find their extrema. The details of the applications of variational techniques can be
found in many books and papers [4],[77],[78],[83],[85],[87] and the idea is considered below shortly.

The boundary value problems, associated with a 2-D Helmholtz equation, can be put into a correspondence a functional \( I(u) \) on the waveguide cross-section \( S \) where \( \chi^2 = k_0^2 \varepsilon \mu - k_z^2 \) and \( f(\mathbf{r}) \) is known excitation function [4]:

\[
I(u) = \frac{1}{2} \int_S \left[ \left| \nabla \cdot u(\mathbf{r}) \right|^2 - \chi^2 u^2(\mathbf{r}) + 2u(\mathbf{r}) f(\mathbf{r}) \right] dS. \tag{2.82}
\]

For the time-dependent wave equation, a stationary functional is given in [4] where the integration is performed over a certain time span \((0,t_0)\) and space volume \(V\):

\[
I(u) = \int_0^{t_0} \int_V \left[ \left| \nabla \cdot u(\mathbf{r},t) \right|^2 - \frac{\sqrt{\varepsilon_r}}{c} \left( \frac{\partial^2 u(\mathbf{r},t)}{\partial t^2} \right) \right] dV dt. \tag{2.83}
\]

Many other functionals, including those which are \( I(u_n(\mathbf{r})) = \chi^2 \), are available from the books on the finite element method (FEM) or on the variational methods for waveguides and resonators [1],[5],[87].

For instance, the transversal wave number \( \chi \) can be found from the stationary functional [77]:

\[
\chi^2 = \min_S \frac{\int_S u(\mathbf{r}) \nabla^2 u(\mathbf{r}) dS}{\int_S \left| u(\mathbf{r}) \right|^2 dS}. \tag{2.84}
\]

For numerical finding of the minimal functional value, the Ritz method [82] is used. The unknown function is approximated by a finite series, which every member \( u_n(\mathbf{r}) \) can satisfy the boundary conditions, and the expansion coefficients \( \alpha_n \) are unknown

\[
u(\mathbf{r}) = \sum_{n=0}^N \alpha_n u_n(\mathbf{r}). \tag{2.85}
\]

The minimum of the functional \( \chi^2 = \min \left( I(u) \right) \) is reached for any \( \alpha_n \) when

\[
\frac{\partial I}{\partial \alpha_n} = 0. \tag{2.86}
\]

It is a homogeneous system of linear equations regarding to \( \alpha_n \), and its determinant gives the eigenvalue equation or even an analytical expression for the propagation constant.
A particular case of the variational analysis is the above-mentioned FEM when the basis functions are defined on 2-D or 3-D segments, and they are the subdomain-defined polynomials [88].

The stationary functionals can be written regarding to the electric or magnetic currents on the strips or slots cut in metallization layers, correspondingly, and it can increase the computational effectiveness. An interested reader can be referred to the papers and books [4],[82],[83],[85], [99]. An example of the use of a stationary functional obtained using the reaction theorem [3],[100] can be found in [89] where a shielded slot line is calculated.

An attractive feature of the variational analysis is that the stationary functionals allow for increased accuracy of calculation of their values even the initial approximation of the unknown function \( u^{(0)}(\mathbf{r}) \) is very far from the exact. Additionally, the lower and upper bounds of the eigenvalues can be obtained, and the accuracy of approximate solutions can be estimated a priori. An analysis of the effectiveness of the variational and the method of moments applied to the equivalent integral equations can be found, for instance, in [101].

The proper choice of \( u^{(0)}(\mathbf{r}) \) from the solutions of the corresponding or simplified boundary value problems is able to provide acceptable accuracy of analytical formulas for stationary values using even these first-step approximations. Although this search may be considered close to the art than a technique, some approaches, based on the qualitative and topologically-geometrical analysis of the boundary value problems and their solutions, provide the increased accuracy of these first-shot formulas for calculation of the eigenmodal parameters. A review on applications of the topological methods in electromagnetism and computational electromagnetics is given in Chpt. 4.
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3 Waveguide Discontinuities and Components

Abstract. The considered in this Chapter method of treatment of waveguide discontinuities is with the theory of diffraction of modes at the obstacles in waveguides and transmission lines, which gives clear understanding of this effect. The modes in waveguides are associated with the equivalent transmission lines, and the one-modal approximation is used widely in microwave techniques. The multimodal representation of the diffracted fields requires more complicated matching of them at the discontinuities, and the integral and stationary functional methods are used to obtain the equivalent circuit models of the obstacles. This idea, related to the founders of the waveguide theory, is additionally required for interpretations of the results obtained by those numerical methods which calculate the field in the whole discontinuity domain without using the modal expansion method. References -35. Figures -7. Pages -24.

3.1 A More Detailed Theory of Regular Waveguides for the Discontinuity Treatment

Very complicated effects appear when a waveguide mode encounters an obstacle or deformation of the waveguide shape. Similarly to the propagation of modes in uniform waveguides, the Maxwell or wave equations describe this effect and it can be solved by the above-considered methods modified for the 3-D or 4-D simulations.

Some of them provide clear understanding of the EM phenomena caused by diffraction of waves. An introduction to these methods requires more detailed explanation of the modal theory of waveguides and its relation to the formalism of the equivalent transmission lines and lumped circuits used to explain and model the waveguide discontinuities and components. Below, some of the most important details are explained based on the contributions of Collin [1], Felsen & Marcuvitz [2], Marcuvitz [3], Schwinger [4], Mashkovzef, et al. [5], Nikolskyi & Nikolskaya [6], Heaviside [7], Shelkunoff [8], et al.

Initially, a theory of discontinuities was established for the shielded transmission lines. The modal spectrum of these waveguides is discrete, i.e. it is infinite, but countable. At discontinuities, these modes are coupled to each other, and the diffraction field consists of all modes of the waveguide spectrum. Neglecting this effect or an asymptotic way of taking into account leads to the unimodal models of the discontinuities, and the method of equivalent lines and circuits is used in its simplest variant.
Consider again a shielded transmission line (Fig. 2.1). The field components \( H_i \) and \( E_i \), which are transversal to the propagation direction \( 0 \to z \), are expressed as

\[
j k_0 \sqrt{\frac{\mu_0 \mu_r}{\varepsilon_0 \varepsilon_r}} E_z = \nabla \times (H_i \times z_0),
\]

\[
j k_0 \sqrt{\frac{\mu_0 \mu_r}{\varepsilon_0 \varepsilon_r}} H_z = \nabla \times (z_0 \times E_i).
\]

In general, when the geometry of a line is varied with the longitudinal coordinate, the waveguide field consists of infinite sum of coupled modes. They can have all six field components, and it is more convenient to derive the expressions for the transversal fields \( E_i \) and \( H_i \) instead of the longitudinal ones \( E_z \) and \( H_z \):

\[
E_i = \sum_i V_i'(z)e_i'(x, y) + V_i''(z)e_i''(x, y),
\]

\[
H_i = \sum_i I_i'(z)h_i'(x, y) + I_i''(z)h_i''(x, y).
\]

The modal electric \((e'_i, e''_i)\) and magnetic \((h'_i, h''_i)\) functions are derived from

\[
e'_i = -\nabla \times \Phi_i,
\]

\[
h'_i = z_0 \times e'_i,
\]

and

\[
e''_i = z_0 \times \nabla \times \Psi_i,
\]

\[
h''_i = z_0 \times e''_i.
\]

The scalar functions \( \Phi \) and \( \Psi \) are the solutions of the following boundary value problems:

\[
\nabla^2 \cdot \Phi_i + (\chi')^2 \Phi_i = 0,
\]

\[
\Phi_i(x, y) = 0, \quad (x, y) \in L
\]

and

\[
\nabla^2 \cdot \Psi_i + (\chi'')^2 \Psi_i = 0,
\]

\[
\frac{\partial \Psi_i(x, y)}{\partial n} = 0, \quad (x, y) \in L.
\]

The case \( \chi^2 = k_0^2 \varepsilon_0 \mu_r - k_z^2 = 0 \) corresponds to the multiply connected cross-sections supporting the TEM or quasi-TEM modes. Then to the above-considered solutions of (3.5) or (3.6), the functions obtained from the Laplace equations \( \nabla^2 \cdot \Phi = 0 \) or \( \nabla^2 \cdot \Psi = 0 \) should be added to the modal field expansion (3.2).
It is interesting to note that the modal electric \((e', e'')\) and magnetic \((h', h'')\) functions are orthogonal to each other, and it manifests their independency, in spite of the corresponding modes can be coupled due to the non-uniformity of waveguide in the longitudinal direction. The orthogonality condition is defined on a waveguide cross-section:

\[
\int_{s} e'_i \cdot e'_j \, ds = \int_{s} e''_i \cdot e''_j \, ds = \delta_{ij},
\]

\[
\int_{s} e'_i \cdot e''_j \, ds = 0,
\]

\[
\delta_{ij} = \begin{cases} 
1, & i = j \\
0, & i \neq j
\end{cases}.
\]

The unknown modal amplitudes \(V_i\) and \(I_i\) are expressed using the introduced field orthogonal functions:

\[
V'_i = \int_{s} E_i \cdot e'' \, ds, \quad V''_i = \int_{s} E_i \cdot e'' \, ds,
\]

\[
I'_i = \int_{s} H_i \cdot h' \, ds, \quad I''_i = \int_{s} H_i \cdot h'' \, ds.
\]

Now the longitudinal components of the EM field are

\[
E_z = -\frac{j}{k_0} \sqrt{\frac{\varepsilon_r \varepsilon_0}{\mu_r \mu_0}} \sum_i I'_i(z) \left(\chi'_i\right)^2 \Phi_i,
\]

\[
H_z = -\frac{j}{k_0} \sqrt{\frac{\mu_r \mu_0}{\varepsilon_r \varepsilon_0}} \sum_i V''_i(z) \left(\chi''_i\right)^2 \Psi_i.
\]

As seen from the above-shown equations, the voltages \(V_i\) and currents \(I_i\) are still unknown, and they should be found substituting the fields \(E\) and \(H\) into the Maxwell equations and the boundary conditions.

In general, if a waveguide is non-uniform, the Maxwell equations allow for an infinite system of coupled differential equations regarding to these voltages and currents. It means that the modes are coupled to each other due to the waveguide longitudinal non-uniformity. Anyway, some of such waveguides are solved analytically, and among them are the radial waveguides [3], for instance.

In spite of a number of successful applications of non-uniform waveguides and microstrip transmission lines, the most known components are composed of regular transmission lines and their abrupt discontinuities. The EM theory supposes the full-wave treatment of discontinuities, i.e. the excited at the waveguide obstacles higher-order modes should be taken into account. At low frequencies, their
influence can be considered as negligible, and a unimodal theory of obstacles is used. This theory is known as the equivalent transmission line approach, and its origin relates to the works of O. Heaviside [7], S. Shelkunoff [8], et al.

### 3.2 Equivalent Transmission Line Approach and Microwave Networks

In a uniform waveguide, all its modes are independent. They are described by the uncoupled pairs of equations (3.10) valid for both TM \( V_i', I_i' \) and TE \( V_i'', I_i'' \) modes:

\[
\frac{dV_i}{dz} = -jk_z Z_i I_i, \quad \frac{dI_i}{dz} = -jk_z Y_i V_i,
\]

where \( Z_i' = \frac{1}{Y_i'} = \frac{k_z'}{\omega \varepsilon_r \varepsilon_0} \), and \( Z_i'' = \frac{1}{Y_i''} = \frac{\omega \mu_i \mu_0}{k_z''} \).

The equations (3.10) can be re-written into a set of differential ones of the second order, and they are the *telegraph equations* which are the same for the TM, TE, and TEM modes

\[
\frac{d^2V_i}{dz^2} + \left( k_z^{(i)} \right)^2 V_i = 0, \quad \frac{d^2I_i}{dz^2} + \left( k_z^{(i)} \right)^2 I_i = 0.
\]

If the ratio \( Z_i^{(i)} = V_i/I_i \) of the modal voltages and currents is known, then only one equation from (3.11) can be used.

An equivalent two-conductor transmission line corresponds to a waveguide mode if they both support the same averaged modal power (Fig. 3.1):

\[
\frac{1}{2} \text{Re} \int_S \left( \mathbf{E}_i^{(i)} \times \mathbf{H}_i^{(i)*} \right) ds = \frac{1}{2} \text{Re} \left( V_i I_i^* \right). \tag{3.12}
\]
3.2 Equivalent Transmission Line Approach and Microwave Networks

Fig. 3.1 Equivalent transmission line for the $i$-th mode of a waveguide

It means that the modeled and modeling lines should have the same propagation constants and characteristic impedances.

Supposing $k_z^{(i)} = \text{const}$ regarding to the $z$-variable, (3.11) are solved analytically in a simple way, and the solutions of these equations are the voltages and currents of the forward and backward waves of unknown amplitudes. They are defined applying the boundary conditions at the source or load terminals for obtained general solutions.

A transmission line is matched if the load $Z_L$ and the characteristic impedance are equal to each other. The reflection happens from the load if $Z_c^{(i)} \neq Z_L$. The loaded transmission line of the length $l$ is described by the input impedance $Z_{in}$ and the reflection coefficient $\Gamma$ measured at the input port as the ratio of the reflected $(V^{-})$ to the incident $(V^{+})$ voltages (Fig. 3.1):

$$Z_{in} = Z_c = \frac{Z_L \cos k_z l + j Z_c \sin k_z l}{Z_c \cos k_z l + j Z_L \sin k_z l},$$

$$\Gamma = \frac{V^{-}}{V^{+}} = \frac{Z_L - Z_c}{Z_L + Z_c} e^{-jk_z l}. \quad (3.13)$$

Very often, another parameter is used instead of the reflection coefficient, and it is the voltage standing wave ratio (VSWR):

$$\text{VSWR} = \frac{1 + |\Gamma|}{1 - |\Gamma|}. \quad (3.15)$$

For the multiport circuits, the $S$-matrix is used, and it is composed of the reflection $S_{kk}$ and transmission $S_{kl}$ coefficients normalized to the corresponding port’s
characteristic impedance or to the reference 50-Ω load. They are defined as the ratios of the amplitudes of waves appeared at the ports of a network. For instance, a 2-port network (Fig. 3.2), that can be composed of transmission lines and discrete components, is described by a 2-dimensional $S$-matrix:

$$
\begin{pmatrix}
V_1^{(-)} \\
V_2^{(-)}
\end{pmatrix} =
\begin{pmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{pmatrix}
\begin{pmatrix}
V_1^{(+)} \\
V_2^{(+)}
\end{pmatrix}
$$

(3.16)

where $V_{1,2}^{(-)}$ and $V_{1,2}^{(+)}$ are the voltages of reflected and incident waves, correspondingly.

$V_1^{(+)}$ $V_2^{(+)}$

$Z_C, k_z, l$

$V_1^{(-)}$ $V_2^{(-)}$

Fig. 3.2 Two-port network corresponding to Fig. 3.1

The elements of the $S$-matrix are defined

$$
S_{11} = \frac{V_1^{(-)}}{V_1^{(+)}}, \quad V_2^{(+)} = 0; \quad \text{Port II is matched,}
$$

$$
S_{22} = \frac{V_2^{(-)}}{V_2^{(+)}}, \quad V_1^{(+)} = 0; \quad \text{Port I is matched,}
$$

$$
S_{12} = \frac{V_1^{(-)}}{V_2^{(+)}}, \quad V_1^{(+)} = 0; \quad \text{Port I is matched,}
$$

$$
S_{21} = \frac{V_2^{(-)}}{V_1^{(+)}}, \quad V_2^{(+)} = 0; \quad \text{Port II is matched.}
$$

(3.17)

Similarly, the $S$-matrix can be introduced for any multiport network.

The $S$-matrices of many elementary components are known from the analytical treatments or measurements, and they are included into the component libraries of most commercially available design tools. More complicated circuits composed of these elementary elements are described by calculation of a united $S$-matrix, and the algorithms of such calculations are considered, for instance in [9]-[10].

Additionally to the scattering matrix formalism, the microwave networks are described by Z-, Y- and ABCD-matrices that represent the relationships between
the currents and voltages at the ports of circuits. All matrices are transformable to
each other, and the transition formulas can be found, for instance, in [9].

Unfortunately, the component models based on the unimodal transmission lines
are of low accuracy, and more advanced theories are used to study the effects of
multimodal diffraction. Some algorithms are based on the representation of the
field near a discontinuity by an infinite sum of the diffracted or scattered modes,
and they provide the clearest representation of modal diffraction. Others are based
on the direct numerical solutions of the Maxwell or Helmholtz equations and the
following treatments to obtain the scattering matrices of discontinuities.

### 3.3 EM Computational Methods for Waveguide Discontinuities

#### 3.3.1 Mode Matching Method to Calculate the Waveguide Junctions

The mode matching method is a powerful tool to calculate the waveguide discon-
tinuities that has been proofed for many waveguides and components
[1],[5],[6],[11]-[13].

Consider a junction of two uniform waveguides of an arbitrary design
(Fig. 3.3). In particular, they can be the integrated lines or hollow waveguides.
From the above-considered theory (Chpt. 2) it follows that the uniform lines sup-
port infinite number of independent modes, including the propagating and the
evanescence ones. Some waveguides support the modes having complex propaga-
tion constants in the absence of any loss [14].

The independency of modes is expressed by the orthogonality relation on a
waveguide cross-section \( s \) (Fig. 3.3):

\[
\int_s \left( E_n \times H_k^* \right) ds = \delta_{nk} = \begin{cases} 1, & n = k \\ 0, & n \neq k \end{cases}
\]

(3.18)

where the indexes \( n, k \) are the modal numbers, and \( ds \) is the normal-to-\( s \) unit vec-
tor. At the discontinuity, an incident wave excites infinite number of scattered
forward and backward modes, which are coupled to each other at the discontinuity
plane \( s^{(I,II)} \), and the boundary conditions written at this plane are

\[
E^{(I)} (x, y, z = 0) = E^{(I,+)} (x, y, z = 0) + \sum_{m=1}^{\infty} a_m E^{(I,-)} (x, y, z = 0),
\]

\[
H^{(I)} (x, y, z = 0) = H^{(I,+)} (x, y, z = 0) + \sum_{m=1}^{\infty} a_m H^{(I,-)} (x, y, z = 0),
\]

\[
E^{(II)} (x, y, z = 0) = \sum_{n=1}^{\infty} b_n E^{(II,+)} (x, y, z = 0),
\]

\[
H^{(II)} (x, y, z = 0) = \sum_{n=1}^{\infty} b_n H^{(II,+)} (x, y, z = 0)
\]

(3.19)
where $\mathbf{E}^{(1)}$, $\mathbf{H}^{(1)}$ and $\mathbf{E}^{(2)}$, $\mathbf{H}^{(2)}$ are the fields in the left and right waveguides, respectively (Fig. 3.3), $\mathbf{E}_{m=1}^{(1,+)}$, $\mathbf{H}_{m=1}^{(1,+)}$ are the fields of the incident main mode propagating along the $z$-axis in the first waveguide, $\mathbf{E}_{m}^{(1,-)}$, $\mathbf{H}_{m}^{(1,-)}$ are the fields of a backward scattered mode in the first waveguide, $\mathbf{E}_{n}^{(2,+)}$, $\mathbf{H}_{n}^{(2,+)}$ are the fields of a forward scattered mode in the second waveguide, and $a_{m}$, $b_{n}$ are the unknown modal amplitudes.

At the aperture $s^{(1,2)}$ of the connection of these two waveguides, the tangential to this surface fields are equal to each other:

$$
\mathbf{E}^{(1)}_{t}(x, y, z = 0) - \mathbf{E}^{(2)}_{t}(x, y, z = 0) = 0,
$$

$$
\mathbf{H}^{(1)}_{t}(x, y, z = 0) - \mathbf{H}^{(2)}_{t}(x, y, z = 0) = 0,
$$

(3.20)
on the other hand:

$$
\mathbf{E}_{t,m=1}^{(1,+)} + \sum_{m=1}^{\infty} a_{m} \mathbf{E}_{t,m}^{(1,-)} - \sum_{n=1}^{\infty} b_{n} \mathbf{E}_{t,n}^{(2,+)} = 0,
$$

$$
\mathbf{H}_{t,m=1}^{(1,+)} + \sum_{m=1}^{\infty} a_{m} \mathbf{H}_{t,m}^{(1,-)} - \sum_{n=1}^{\infty} b_{n} \mathbf{H}_{t,n}^{(2,+)} = 0.
$$

(3.21)
The unknown excitation modal coefficients $a_{m}$ and $b_{n}$ are found using the Galerkin method supposing that the modal tangential fields are the vector basis functions, and calculating the projections of (3.21) on each of modes gives

$$
\int_{j^{(1)}} \left[ \left( \mathbf{E}_{t,m=1}^{(1,+)} + \sum_{m=1}^{\infty} a_{m} \mathbf{E}_{t,m}^{(1,-)} - \sum_{n=1}^{\infty} b_{n} \mathbf{E}_{t,n}^{(2,+)} \right) \times \mathbf{H}_{t,n}^{(1,-)*} \right] \, ds = 0,
$$

$$
m = 1, 2, 3, \ldots, \infty; \ n = 1, 2, \ldots, \infty,
$$

(3.22)

$$
\int_{j^{(2)}} \left[ \mathbf{E}_{t,n}^{(2,+)*} \times \left( \mathbf{H}_{t,m=1}^{(1,+)} + \sum_{m=1}^{\infty} a_{m} \mathbf{H}_{t,m}^{(1,-)} - \sum_{n=1}^{\infty} b_{n} \mathbf{H}_{t,n}^{(2,+)} \right) \right] \, ds = 0,
$$

$$
m = 1, 2, 3, \ldots, \infty; \ n = 1, 2, \ldots, \infty.
$$

This infinite system of linear algebraic equations regarding to unknown modal amplitudes $a_{m}$, $b_{n}$ is reduced according to the convergence criterion to the overall size $N+M$, and a pertinent algorithm solves it. The mentioned coefficients are the elements of a multi-modal $S$-matrix if the modal fields are properly normalized according to (3.18): $a_{m} = S^{(1)}_{m,1}$ and $b_{n} = S^{(2)}_{n,1}$. The full multi-modal $S$-matrix of the $(N+M)$-size is derived considering diffraction of all modes from this $(N+M)$ modal set [5].
3.3 EM Computational Methods for Waveguide Discontinuities

Very often, only the reflection \( S_{m=1}^{(I,I)} \) and transmission \( S_{m=1}^{(II,I)} \) coefficients of the fundamental mode are needed but the multimodal expansion allows for reaching more accurate values of these coefficients in comparison with the monomodal calculations. Besides, taking into account the higher-order modes essentially increases accuracy of calculation of the arguments of the complex elements of the scattering matrix, which is very important for many microwave applications. An additional warning with this and similar methods is the relative convergence of the algorithms when the increase of taken modes leads to the results, which are different from the exact ones [12]. To avoid this effect, the algorithm should be regularized. For instance, one way is to take into account the singularities of the fields at the edges of conductors and at the aperture \( s^{(I,II)} \).

3.3.2 Integral Equation Method for Waveguide Joints

The algorithms based on the integral equations for the aperture fields are more flexible. For instance, these fields can be represented by a variety of the base and weighting functions. Besides, the integral equations of the first kind can be transformed into the ones of the second kind providing more stable results and improved convergence of calculations [15].

Consider the electric fields at the connection plane \( s^{(I,II)} \) of a joint of two waveguides (Fig. 3.3).

![Fig. 3.3 Joint of two waveguides of different geometry](image)

The electric fields from the left and right sides are equal to the tangential field \( E_x(x, y) \) at the aperture \( s^{(I,II)} \) :
\[ \mathbf{E}_{\tau_{n+1}}^{(l,+)}(x, y, z = 0) + \sum_{m=1}^{\infty} a_m \mathbf{E}_{\tau_n}^{(l,-)}(x, y, z = 0) = \mathbf{E}_{\tau}(x, y), \]
\[ \sum_{n=1}^{\infty} b_n \mathbf{E}_{\tau_n}^{(l,+)}(x, y, z = 0) = \mathbf{E}_{\tau}(x, y). \]  

(3.23)

Taking into account that the modal fields are orthogonal to each other (3.7) and \( \mathbf{E}_{\tau_n}^{(l,-)} = \mathbf{E}_{\tau_n}^{(l,+)} \) at \( z = 0 \), the unknown coefficients \( a_m \) and \( b_n \) for normalized modes are

\[ a_m = \int_{j(l, a)} \mathbf{E}_{\tau}(x', y') \mathbf{E}_{\tau_{n+1}}^{(l,+)}(x', y') \, dx' \, dy' - 1, \]
\[ a_m = \int_{j(l, a)} \mathbf{E}_{\tau}(x', y') \mathbf{E}_{\tau_n}^{(l,-)}(x', y') \, dx' \, dy', \quad m = 2, 3, \ldots, \infty, \]  
\[ b_n = \int_{j(l, a)} \mathbf{E}_{\tau}(x', y') \mathbf{E}_{\tau_n}^{(l,+)}(x', y') \, dx' \, dy', \quad n = 1, 2, \ldots, \infty. \]  

(3.24)

Additionally, the magnetic modal field can be derived using the Maxwell equations, the electric field, and the modal wave impedance: \( (\mathbf{H}_{\tau} \times \mathbf{z}_0) = Y_k \mathbf{E}_{\tau}. \)

The boundary condition for the magnetic field is written at the aperture \( s^{(l, H)} \) taking into account that \( \mathbf{H}_{\tau_n}^{(l,-)} = -\mathbf{H}_{\tau_n}^{(l,+)} \) at \( z = 0 \) :

\[ \left[ (\mathbf{H}_{\tau_n}^{(l,+)} - \sum_{m=1}^{\infty} a_m \mathbf{H}_{\tau_n}^{(l,+)} - \sum_{n=1}^{\infty} b_n \mathbf{H}_{\tau_n}^{(l,+)}) \times \mathbf{z}_0 \right] = Y_1^{(l)} \mathbf{E}_{\tau_n}^{(l,+)} - \sum_{m=1}^{\infty} a_m \mathbf{E}_{\tau_n}^{(l,+)} - \sum_{n=1}^{\infty} b_n \mathbf{E}_{\tau_n}^{(l,+)} = 0. \]  

(3.25)

By substituting \( a_m, b_n \) from (3.24) to (3.25), this boundary condition is re-written as a non-homogeneous integral equation of the first kind:

\[ 2Y_1^{(l)} \mathbf{E}_{\tau_{n+1}}^{(l,+)}(x, y) = Y_1^{(l)} \left( \int_{j(l, a)} \mathbf{E}_{\tau}(x', y') \mathbf{E}_{\tau_{n+1}}^{(l,+)}(x', y') \, dx' \, dy' \right) \mathbf{E}_{\tau_{n+1}}^{(l,+)}(x, y) + \]
\[ + \sum_{m=2}^{\infty} Y_1^{(l)} \left( \int_{j(l, a)} \mathbf{E}_{\tau}(x', y') \mathbf{E}_{\tau_n}^{(l,+)}(x', y') \, dx' \, dy' \right) \mathbf{E}_{\tau_n}^{(l,-)}(x, y) + \]
\[ + \sum_{n=1}^{\infty} Y_1^{(l)} \left( \int_{j(l, a)} \mathbf{E}_{\tau}(x', y') \mathbf{E}_{\tau_n}^{(l,+)}(x', y') \, dx' \, dy' \right) \mathbf{E}_{\tau_n}^{(l,+)}(x, y) = 0. \]  

(3.26)

Now the unknown aperture field \( \mathbf{E}_{\tau}(x', y') \) can be represented by an expansion of the basis functions \( \mathbf{e}_k(x', y') \) :
\[ \mathbf{E}_r(x', y') = \sum_{k=1}^{K} \alpha_k \mathbf{e}_k(x', y'). \] (3.27)

Applying to (3.26) the Galerkin method, a system of linear algebraic equations regarding to \( \alpha_k \) is obtained. This system can be solved by any pertinent numerical algorithm, and the modal amplitudes \( a_m, b_n \) are calculated.

The advantage of the integral equation approach to the discontinuity problem is that there is large choice in the approximation of the aperture electric field. In particular, the basis functions are from the 2-D Helmholtz equation solutions; they can be the polynomial ones and be defined on the aperture discrete sub-domains. The basis functions can take into account the edge field behavior using the singular functions, or a tighter mesh close to the edge in the case of the discretely defined base and weighting functions can be used. In addition, different methods of analytical solutions of integral equation (3.26) are used to derive the approximate values of the equivalent reactivity of the joint and the reflection and transmission coefficients. Of course, other discontinuities can be considered and treated by the integral equation method [5],[12],[13],[16]-[19].

Example 3.1. Diffraction at the Joint of Three Parallel-Plate Waveguides (Fig. 3.4).

![Fig. 3.4 Joint of three parallel-plate waveguides](image)

It consists of a parallel-plate waveguide (I) filled by a dielectric connected to another air-filled parallel-plate waveguide (III). The incident main mode of the
first waveguide is diffracted at the joint, and the scattered modes of the same polarization are propagating back in the same waveguide. Besides, the modes are excited in waveguides II and III. This problem can be solved by the integral equation method. The electric and magnetic field components in each waveguide are derived from the following expressions:

$$E_y = j \frac{\partial^2 F}{\omega \varepsilon_0 \varepsilon_r \partial z^2},$$  
$$H_x = -\frac{\partial F}{\partial z},$$  
$$F = \varphi(y) e^{\pm jk_z z}. \tag{3.28}$$

In the first waveguide, the field consists of the incident main mode ($l=0$) and reflected ones:

$$E^{(l)}_y (y, z) = \frac{j (k_{z,0}^{(l)})^2}{\omega \varepsilon_0 \varepsilon_r^{(l)}} \varphi_0^{(l)} (y) e^{-jk_{z,0}^{(l)} z} - \frac{j}{\omega \varepsilon_0 \varepsilon_r^{(l)}} \sum_{l=0}^{\infty} (k_{z,l}^{(l)})^2 A_l \varphi_l^{(l)} (y) e^{jk_{z,l}^{(l)} z}, \tag{3.29}$$

$$H_x^{(l)} (y, z) = j k_{z,0}^{(l)} \varphi_0^{(l)} e^{-jk_{z,0}^{(l)} z} - j \sum_{l=0}^{\infty} k_{z,l}^{(l)} A_l \varphi_l^{(l)} e^{jk_{z,l}^{(l)} z}.$$

where $\varphi_l^{(l)} (y) = \sqrt{\frac{2 - \delta_{0,l}}{a}} \cos \left( \frac{l \pi y}{a} \right)$, $\delta_{0,l} = \begin{cases} 1, & l = 0 \\ 0, & l \neq 0 \end{cases}$, $k_{z,l}^{(l)} = \sqrt{k_0^2 \varepsilon_r^{(l)} \mu_r^{(l)} - \left( \frac{l \pi}{a} \right)^2}$.

In the second waveguide, the modes propagate against the $z$-axis:

$$E^{(l)}_y (y, z) = -\frac{j}{\omega \varepsilon_0 \varepsilon_r^{(2)}} \sum_{m=0}^{\infty} (k_{m,0}^{(2)})^2 B_m \varphi_m^{(2)} (y) e^{jk_{m,0}^{(2)} z},$$  
$$H_x^{(l)} (y, z) = -j \sum_{m=0}^{\infty} k_{z,m}^{(2)} B_m \varphi_m^{(2)} e^{jk_{z,m}^{(2)} z}, \tag{3.30}$$

where $\varphi_m^{(2)} (y) = \sqrt{\frac{2 - \delta_{0,m}}{b-a}} \cos \left( \frac{m \pi y}{b-a} \right)$, $\delta_{0,m} = \begin{cases} 1, & m = 0 \\ 0, & m \neq 0 \end{cases}$, $k_{z,m}^{(2)} = \sqrt{k_0^2 \varepsilon_r^{(2)} \mu_r^{(2)} - \left( \frac{m \pi}{b-a} \right)^2}$.

The excited modes in the third waveguide are written as

$$E^{(l)}_y (y, z) = -\frac{j}{\omega \varepsilon_0 \varepsilon_r^{(3)}} \sum_{n=0}^{\infty} (k_{z,n}^{(3)})^2 C_n \varphi_n^{(3)} (y) e^{-jk_{z,n}^{(3)} z},$$  
$$H_x^{(l)} (y, z) = j \sum_{n=0}^{\infty} k_{z,n}^{(3)} C_n \varphi_n^{(3)} e^{-jk_{z,n}^{(3)} z}. \tag{3.31}$$
where \( \varphi_n^{(3)}(y) = \sqrt{\frac{2 - \delta_{n,0}}{b}} \cos \left( \frac{n\pi y}{b} \right) \), \( \delta_{n,0} = \begin{cases} 1, & n = 0 \\ 0, & n \neq 0 \end{cases} \), \( k_{z,m}^{(3)} = \sqrt{k_0^2 \varepsilon_{r}^{(3)} \mu_{r}^{(3)} - \left( \frac{n\pi}{b} \right)^2} \).

The coefficients \( A_n, B_m, C_m \) in (3.29)-(3.31) are the unknown amplitudes of the scattered modes. They are expressed through the electric field at the apertures similarly as (3.24)

\[
A_{j=0} = \frac{j\omega_0 e_r^{(1)}}{(k_{z,0})^2} \int_0^a e_y^{(1)}(y') \varphi_{j=0}^{(1)}(y') dy' - 1, \\
A_{j>0} = \frac{j\omega_0 e_r^{(1)}}{(k_{z,j})^2} \int_0^a e_y^{(1)}(y') \varphi_j^{(1)}(y') dy', \\
B_m = \frac{j\omega_0 e_r^{(2)}}{(k_{z,m})^2} \int_a^b e_y^{(2)}(y') \varphi_m^{(2)}(y') dy', \\
C_n = \frac{j\omega_0 e_r^{(3)}}{(k_{z,n})^2} \int_0^a e_y^{(3)}(y') \varphi_n^{(3)}(y') dy'.
\]

The integral equation is obtained by substituting of these coefficients to the magnetic field expressions (3.29)-(3.31) and satisfying the boundary condition at the joint plane \( z = 0 \):

\[
H_x^{(III)}(y, z = 0) = H_x^{(I)}(y, z = 0), y \in (0, a) \\
e_y^{(3)}(y) = e_y^{(1)}(y), y \in (0, a), \\
H_x^{(III)}(y, z = 0) = H_x^{(II)}(y, z = 0), y \in (a, b), \\
e_y^{(3)}(y) = e_y^{(2)}(y), y \in (a, b).
\]

Then

\[
H_x^{(I)} - H_x^{(III)} = 2j\varphi_0^{(1)} k_{z,0}^{(1)} + \omega_0 e_r^{(1)} \sum_{l=0}^{\infty} \frac{\varphi_l^{(1)}(y)}{k_{z,l}} \int_0^a e_y^{(3)}(y') \varphi_l^{(1)}(y') dy' + \\
+ \omega_0 e_y^{(3)} \sum_{n=0}^{\infty} \frac{\varphi_n^{(3)}(y)}{k_{z,n}} \int_0^a e_y^{(3)}(y') \varphi_n^{(3)}(y') dy' = 0, y \in (0, a); 
\]

\[
H_x^{(II)} - H_x^{(III)} = \omega_0 e_r^{(2)} \sum_{m=0}^{\infty} \frac{\varphi_m^{(2)}(y)}{k_{z,m}^{(2)}} \int_a^b e_y^{(3)}(y') \varphi_m^{(2)}(y') dy' + \\
+ \omega_0 e_y^{(3)} \sum_{n=0}^{\infty} \frac{\varphi_n^{(3)}(y)}{k_{z,n}^{(3)}} \int_a^b e_y^{(3)}(y') \varphi_n^{(3)}(y') dy' = 0, y \in (a, b).
\]
Similar equation is solved by the Galerkin method in [20]. The unknown electric field $e_y^{(3)} (y' \in 0, b)$ is represented by a sum of pulse functions:

$$e_y^{(3)} (y') \approx \sum_{k=1}^{K} \alpha_k e_k$$  \hspace{1cm} (3.35)

where

$$e_k = \begin{cases} 1, & y' \in (y_{k-1}', y_k') \\ 0, & y' \notin (y_{k-1}', y_k') \end{cases}$$  \hspace{1cm} (3.36)

The series expansions in (3.34) are truncated, and the convergence of the algorithm is studied regarding to the stabilization of the reflection coefficient of the main incident mode of the waveguide $I$ depending on the truncation numbers $K, L, M, N$ of the corresponding series (3.35) and (3.34):

$$R = A_{l=0} = \frac{j\omega \epsilon_0 e_y^{(1)}}{2} \int_0^a e_y^{(3)} (y') \varphi_{l=0}^{(1)} (y') dy' - 1.$$  \hspace{1cm} (3.37)

It was found that the convergence occurs if $L = M = N \geq 100$ and $K \geq 8$.

### 3.3.3 Stationary Functionals and Equivalent Circuits of Discontinuities

Additionally to the integral equation technique applied to the obstacle problems, the variational method is used often. It demonstrates the same flexibility, and provides the estimations of low and upper bonds of the stationary functionals, and, due to that, the accuracy of numerical models can be predicted.

In the case of waveguide obstacles, a stationary functional can be chosen to be proportional to the normalized reactivity of the considered obstacle [1],[3],[5]. The method describes mathematically that the incident-propagating mode excites the diffracted EM field represented by the infinite expansions of the backward and forward scattered modes. The non-propagating modes decrease fast within the obstacle, and they form its reactive field described by a lumped equivalent circuit. A review on the contemporary state of this technique and on other numerical methods is in [18].

To calculate the reactivity of an obstacle, a stationary functional should be composed. One of these techniques is using the Rayleigh quotient to obtain the stationary functionals for the reactivity of obstacles, eigenvalues of waveguides, and eigenfrequencies of cavities. This quotient $R$ is formulated for an abstract operator $A$ and the unknown function $u$ as

$$R = \frac{u^* \cdot Au}{(u^* \cdot u)}.$$  \hspace{1cm} (3.38)
One of such functionals is considered in [3], and it is obtained for a joint of two waveguides through a capacitive window (Fig. 3.5). The incident wave is the $\text{TE}_{10}$ mode, and other excited modes of the higher order are non-propagating.

This stationary expression for the window susceptance $B$ is

$$
\frac{j B}{2} = \sum_{n=1}^{\infty} Y_n \left( \int_d^d E(y') h_n(y') dy' \right)^2
$$

(3.39)

where $E(y')$ is the unknown window electric field, $Y_n = \omega \varepsilon_0 \varepsilon_r \sqrt{k_y^2 \varepsilon_r \mu_r - \left( \frac{n \pi}{b} \right)^2}$, $h(y')$ is the magnetic field of the incident main mode, and $h_n(y')$ is the modal magnetic field. The studies of (3.39) show its stationary character, i.e. the first-order approximation of $E(y')$ gives the second-order accuracy in calculation of $B$.

Different methods can be applied for minimization of this functional. One can try to use the Ritz method [18], and simple constant or polynomial trial functions for $E(y')$ may be effective. Additionally, the number of the modal functions can be truncated according to the convergence of the derived stationary value. In some cases, the modal expansions can be calculated asymptotically, and the analytical or semi-analytical expressions are obtained [3],[16]. For example, if the window is a narrow one, then a simple approximation $E(y') = \text{const}$ gives

---

**Fig. 3.5** Joint of two waveguides through a capacitive window
\[ B = \frac{8b}{\lambda_0} \sum_{n=1}^{\infty} \frac{1}{\sqrt{n^2 - \left(\frac{2b}{\lambda_0}\right)^2}} \left(\frac{\sin\left(\frac{n\pi d}{b}\right)}{\frac{n\pi d}{b}}\right)^2. \quad (3.40) \]

For some geometries of waveguide and capacitive window, even several first members of (3.40) are enough to derive the susceptance value with a good accuracy. Electrically narrow windows cause poor convergence of (3.40), and the method of asymptotical improvements of the convergence is used. For instance, it gives the well-known first-order approximation for the capacitive window [3]:

\[ \frac{B}{Y_0} \approx \frac{8b}{\lambda_0} \ln \left( \frac{2b}{\pi d} \right). \quad (3.41) \]

To this time, many waveguide obstacles have been treated using the integral equation method and the variational technique, and the equivalent circuits and formulas for calculating of their components can be found in the waveguide handbooks [3]. They are in the component libraries of many commercially available software tools. As a rule, they are used to describe the unimodal devices when only the main mode is propagating. The accuracy of formulas depends on the number of taken evanescent modes and on the quality of approximation of the field on the obstacle. An additional limitation is for the obstacles placed close to each other when the interaction of evanescent modes is strong, and it should be taken into account [18],[21]. Another attractive feature of this approach is that some integrated lines can be treated similarly if they allow to be put into a correspondence with the rectangular waveguides. The method was firstly proposed by A.A. Oliner [22], and it is considered shortly below.

### 3.3.4 Microstrip Discontinuities and Their Parallel-plate Models

Taking into account the significance of the integrated lines, an introductory review on the methods of calculation of their discontinuities is given here. Most methods developed and employed for hollow waveguides can be used for the integrated transmission lines, but their design, open to space, hinders the applications of many analytical methods. Anyway, some of them are based on the transformation of the strip and microstrip lines to the equivalent parallel-plate and magnetic wall waveguides and on the following applications of earlier developed techniques of obtaining of equivalent circuits in rectangular waveguides. Since their first applications known from the last Century, the methods have been matured well, and they are used by most commercially available microwave design tools now.
3.3.4.1 Oliner’s Approach to Strip and Microstrip Discontinuities

The Oliner’s findings, published in 1955, defined the research directions of printed lines for many decades [22]. It was proposed to use the equivalency between the parallel-plate and the triplate waveguides for treatment of strip line discontinuities. A triplate line is substituted by a parallel-plate waveguide of the halved height and which width is limited by perfect magnetic walls placed at the distance \( w_{\text{eq}} \) from each other (Fig. 2.3). This effective width takes into account the fringing fields of the strip edges and it is calculated as

\[
w_{\text{eq}} = 60\pi \sqrt{\varepsilon_r Z_c}.
\]

The strip line components are modeled as joints of these waveguides, for which calculation the approximate formulas are obtained similarly as for the joints of rectangular waveguides.

Fig. 3.6 shows a joint of two strip lines with different characteristic impedances. The reactivity of this obstacle is inductive, and its normalized value \( X/Z_{c_1} \) is [22]

\[
\frac{X}{Z_{c_1}} = \frac{2w_{\text{eq}}}{\lambda_0} \ln \left( \csc \left( \frac{\pi w_{\text{eq}}}{2w_{\text{eq}}} \right) \right)
\]

where the characteristic impedances \( Z_{c_1,2} \) are calculated according (2.30).

A simple study shows the validity of this formula in the asymptotical cases when \( w_{\text{eq}} \rightarrow w_{\text{eq}_2} \) and/or \( \lambda_0 \rightarrow \infty \). The comparisons to the measurements at low microwave frequencies are shown by Oliner in the above-cited paper. A more complete library of the discontinuities and their models is available from [22],[23].

As seen, similarly to the waveguide discontinuity models, the Oliner’s ones are compatible with the equivalent network representation of microwave devices, but these models provide better accuracy due to taking into account the parasitic reactivities of components. Being semi-empirical, they have limitations in accuracy, and the measurements and full-wave analysis are to verify and improve these equivalent circuits.
The Oliner’s approach is applicable to the microstrip line discontinuities. In this case, the magnetic-wall parallel-plate waveguide is filled by the effective frequency-dependent medium which permittivity $\varepsilon_{eq}$ can be calculated according to (2.34), for instance. One of the first works in this area was on the modeling of T-junctions and microstrip directional couplers where the Oliner’s formulas were modified according to the idea of the effective dielectric filling [24]. Later, it was found that the accuracy of equivalent circuits could be improved further if their elements were calculated by numerical means instead of using modified parallel-plate waveguide formulas [25]-[28].

The results of some numerical simulations are fitted by engineering formulas in [9],[24]-[30], and they are used for practical simulations and design of microwave microstrip circuits. An example of these equivalent circuits is given here for a microstrip step (Fig. 3.7).
In this circuit, the inductivity $L_s$ takes into account the current crowding effect which is strong close to the step, and the capacitance $C_p$ is for modeling of the stray electric field concentrated close to the conductor edges. The quasistatic formulas for $L_s$ and $C_p$ obtained by a curve-fitting technique in [23] are

$$L_s = 0.987h \left(1 - \frac{Z_{c_1}}{Z_{c_2}} \frac{\varepsilon_{eq_1}}{\varepsilon_{eq_2}} \right)^2, \text{ [nH]}$$

$$C_p = 1.37h \sqrt{\frac{\varepsilon_{eq_1}}{Z_{c_1}}} \left(1 - \frac{w_2}{w_1} \right) \frac{\varepsilon_{eq_1}}{\varepsilon_{eq_2}} + 0.3 \frac{w_1}{h} + 0.264 \frac{w_1}{h} + 0.8, \text{ [pF]}.$$
where \( h \) is the substrate height, and the effective permittivities \( \varepsilon_{\text{eq},1,2} \) and the characteristic impedances \( Z_{\text{c},1,2} \) are calculated using (2.34) and (2.35), for instance. Today the models of this type can be improved further by full-wave simulations, measurements, and curve-fitting codes allowing for generating of approximate analytical multi-parametrical expressions of improved accuracy.

### 3.3.4.2 Parallel-plate Waveguides, Orthogonal Series Expansion Method, and Microstrip Discontinuities

Full wave simulation of microstrip line and components is a time-consuming task even now, and then the use of analytical models or formulas to enhance the modeling of microwave devices is an attracting goal.

The orthogonal series expansion method applied by Kompa to the modeling of microstrip discontinuities unifies the analytical theory of microstrip lines and numerical modeling of discontinuities [30]. To avoid the time-consuming computations of microstrip modes, the modeled components are represented as joints of parallel-plate magnetic-wall waveguides. Their modal fields and parameters are calculated analytically. For instance, the tangential to the joint plane and normal to the strip electric field \( \mathbf{E}_{\ell m} \) of the \( m \)-th mode is represented by a simple formula instead of the numerically derived microstrip modal field:

\[
\mathbf{E}_{\ell m} = \sqrt{\frac{\varepsilon}{\varepsilon_{\text{eff}}}} \cos \left[ \frac{m\pi}{w_{\text{eff}}(f)} \left( x + \frac{w_{\text{eff}}(f)}{2} \right) \right] \mathbf{y}_0,
\]

These analytical modal field expressions are used by the orthogonal series expansion method applied to the modeling of equivalent parallel-plate waveguides instead of microstrips. According to this method, the incident and scattered fields composed of multiple parallel-plate modes, are matched at the joint plane by the Galerkin method, and a system of linear algebraic equations is obtained which solution gives the unknown amplitudes of scattered modes.

To increase the accuracy of this algorithm further, an additional analytical technique is applied [30]. Microwave components are composed of strips of different widths. At the steps, their sharp edges essentially disturb the electric and magnetic fields. It causes slow convergence of the algorithms based on the orthogonal series expansion method. To enhance these algorithms it is proposed to take into account the edge field singularity. The portion of energy and equivalent capacitance related to the edge’s stray fields are calculated quasistatically, and the effective step extension \( \Delta s \) is given for wider microstrip of this joint [30]:

\[
\Delta s = \frac{1}{2} \left( \frac{\varepsilon_{\text{eq},1}(f)}{\varepsilon_{\ell}} w_{\text{eff},1}(f) - w_{\text{eq},2} \right).
\]
This method of semi-analytical treatment of microstrip discontinuities has been tested by multiple measurements, and it shows good accuracy even at increased frequencies where the higher-order propagating modes disturb the characteristics of microwave devices [30].

3.3.5 Full-wave FDTD, TLM, FEM, and Integral Equation Treatment of Discontinuities

The general approach to simulation of discontinuities by the mentioned methods is based on the numerical treatment of the Maxwell equations or equivalent stationary functionals. As a rule, a discontinuity is surrounded by a surface on which some boundary conditions are set. For instance, the open space is simulated by an absorbing boundary condition. The components can be placed into a perfect conductor box. Instead of modeling of the adjoin waveguides, the corresponding boundary conditions are set on the walls where these waveguides join the modeling area.

Taking into account that a full-wave treatment is time-consuming process, any symmetry of the modeled area or obstacle should be used to decrease the simulation time. The symmetry planes, which are equivalent to the perfect electric \( \mathbf{E} = 0 \) or magnetic \( \mathbf{H} = 0 \) walls, allow to calculate a subdomain of reduced size.

From practical reasons, the size of spatial steps in the case of the FDTD should be essentially less than the wavelength and the minimal size of the modeled body's details. Especial attention should be paid to the modeling of real conductors inside of which the EM field decreases quickly. The typical spatial step should be less than the skin depth to provide appropriate accuracy of lossy components computations. Additionally to the above-considered qualitative recommendations, the spatial parameter \( \delta = \Delta x = \Delta y = \Delta z \) should be coordinated to the time discretization step \( \Delta t \) to provide stability of calculations. One of the rules [31] is

\[
\frac{u_{\text{max}} \Delta t}{\delta} \leq \frac{1}{\sqrt{n}} \tag{3.47}
\]

where \( u_{\text{max}} \) is the maximum wave velocity within the model, and \( n \) is the number of the space dimension. Taking into account that the TLM and FDTD methods have some commons in their nature [32], the criterion (3.47) can be used to provide the needed accuracy and stability of the transmission line matrix simulations.

The FEM method of treatment of the vector 3-D or 4-D EM problems is distinguished by increased flexibility in the choice of a stationary functional, the basis polynomial functions, and the shapes of elements. One of the stationary functionals considered in [31] is given for the harmonically dependent electric field \( \mathbf{E} \) excited by \( \mathbf{E}_{\text{inc}} \) in a volume \( V \) with the boundary \( S \), on which the Sommerfeld radiation condition [27] is defined
\[ F(E) = \frac{1}{2} \iiint_V \left[ -\mu_0 \nabla \cdot (\nabla \cdot E) - k_0^2 \varepsilon_0 (\nabla \cdot E) \right] dV + \]
\[ + \oint_S \left[ \frac{jk_0}{2} (\nu \times E) \cdot (\nu \times E) + (E \cdot U) \right] dS \]

(3.48)

where \( U = \nu \times (\nabla \times E_{\text{inc}}) \) + \( jk_0 (\nu \times E_{\text{inc}}) \), and \( \nu \) is the normal vector to the boundary \( S \).

To construct an FEM model, the volume \( V \) should be divided into \( N \) of 3-D elements of the tetrahedral shape, for instance. Then on each element a vector basis function \( N_i \) is defined even it does not satisfy the Helmholtz equation. The field in the volume \( V \) is represented by

\[ E = \sum_{i=1}^{N} E_i N_i. \]

(3.49)

To derive a system of linear equations regarding to the unknown basis function amplitudes \( E_i \), the representation of the field (3.49) is substituted into (3.48), and the Ritz method is applied

\[ \frac{\partial F}{\partial E_i} = 0, \quad i = 1, 2, ..., N. \]

(3.50)

This system can be solved by a pertinent algorithm, and the field inside the volume and on the boundary is derived. Magnetic field is obtained using the Maxwell equations and the calculated electric one.

The waveguide problems are with the boundaries where the conditions are established for the incident and scattered fields. One of the pertinent algorithms is a combination of the FEM and the boundary integral equations [19].

In general, the FEM based methods are very flexible, accurate, and they allow for simulating multiple physical effects coupled to each other. Several commercially available tools are known and used in practice. The details on the FEM in its different formulations are available from many books and guides [31]-[33] and they are not considered here.

One of the methods used to calculate the integrated microwave components is the 2-D integral equation technique used now by several commercially available tools. The method is adapted to the planar design of integrated circuits, which can consist of multiple dielectric and conductor layers. Some software tools additionally simulate the vertical via-holes of different geometrical shapes used to connect several layers of integrations. As known, the planar integral equations decrease the dimension of a 3-D EM problem. Instead of solving the Maxwell equations in a 3-D domain, the integral ones are written regarding to the surface electric currents on the conductors, for instance.

The integral equations are obtained from the vector wave equations with a help of the Green functions. They can satisfy all boundary conditions excepting the interfaces with the signal conductors which currents are the subject to obtain.
The techniques to find the Green functions are highlighted in many publications, and some of them are found in [17],[18],[34]. Very often, the components of Green functions are costly to calculate, and their low- or high-frequency asymptotics are preferable to use. Another idea is to neglect the dependence of the Green function components along an electrically thin substrate [35].

These integral equations can be solved by the Galerkin method in its 2-D modification. The algorithms are sensitive regarding to the proper choice of the basis functions. One recommendation is that the basis functions given for different components of the electric current should satisfy the relations obtained from the Maxwell equations.

The electric current components, which are parallel to the edges, have singularities of their distributions at these edges, and a good idea is to take into account these singularities in the sub-domains which are close to the conductor edges. There are several ways exist. One of them is to use a tighter mesh close to the edges. The second one is using the weighted singular functions. In addition, the different ways of “smart” meshing can decrease the time simulation by the integral equation method, but it requires increased level of knowledge of the EM physics and the numerical methods. Always, proper testing and comparisons of numerical results with the analytical and experimental ones are required.
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4 Geometro-topological Approaches to the EM Problems

Abstract. In this Chapter, several geometro-topological theories of the EM field and boundary value problems are considered. The main attention is paid to the topological approach based on the representation of fields by their skeletons or topological charts of field-force line maps. These charts are associated with the main features of components, and these skeletons and their bifurcations schemes are applicable for the qualitative analysis of the EM effects in microwave elements. Additionally, an approach is proposed allowing simplified semi-analytical or numerical solutions of 2-D and 3-D boundary value problems, which is promising for the development of fast EM models. In the end of this Chapter, the results of other authors on the topological theory of the EM field and its visualization and computing are considered. References -111. Figures -35, Pages -67.

“Physics is but geometry in act.”
H. Weyl

Since the beginning of the theory of electricity, the field quantities were associated with the geometrical elements of space [1]. For instance, following to M. Faraday, the vector fields are represented by their force lines, which are the motion trajectories of an elementary probe particle. The Maxwell equations were formulated using these geometric representations of the electric and magnetic fields, and computation of the field means the calculation of its vector geometry additionally to its magnitude spatial distribution.

In opposite to geometry, topology is not interested in exact geometrical properties of figures. Only the ones preserved under the bi-continuous transformations are the subject of topology. Very often, topology is called the fuzzy geometry. In physics, the topological features correspond to the most important properties of the studied objects, and topology can be used to create the qualitative models of physical effects.

Topology related solutions and problems are often arisen in physics, and the topological methods are rather powerful in quantum mechanics and in general field theory [2]-[8]. For instance, topology can be applied to the multi-domain Hamiltonian systems in which the inter-domain barriers are not removed by smooth transformations, and the particles stay in their domains forever.
Another topology-related problem is arisen in the general theory of fields where the topologically non-trivial fields are derived from the condition of relative minima of the action functionals. These fields are characterized by certain parameters called the topological invariants which are preserved if the by-continuous transformations are applied to these fields. More information on the use of topology in quantum mechanics and general field theory are from the above-cited publications.

The applications of topological methods in electromagnetism are less known. The lower interest of the researchers is explained by the preference to the well-developed representation of the EM problems by the equivalent circuits and their integral parameters as the modal propagation constants and impedances, scattering matrices of obstacles in waveguides, etc.

The recent needs in manipulations of nanoparticles, single molecules, and atoms turn the attention to the field calculation and control of their spatio-time distributions [9]-[12]. Here the particle motion in known fields is described by the dynamical systems which phase space can have rather complicated multi-cell structure. These cells are separated by separatrices, and interception of them by the particles is prohibited due to the energy reasons. Then the phase space of the system is of non-trivial topology, and its qualitative theory can be used following to A.A. Andronov and other authors [13]-[15],[16].

The field-force lines of the electric and magnetic fields are considered as the trajectories of elementary electric and magnetic charges, respectively, and the use of the field-force lines maps in electromagnetism is known from the Faraday’s time. The equations of these trajectories are the autonomous dynamical systems. Time-dependent fields and their maps are described by the non-autonomous dynamical systems. Taking into account the complexity of the EM field maps, the only visualization of the field geometry, which is now common, is not enough, and the attention should be paid to the developments of the “field-oriented language” to explain the EM phenomena [16]-[19].

One of the approaches is with the use of topological means. Following to A.A. Andronov [13], the maps of the autonomous dynamical systems are described by their skeletons or topological charts. In electromagnetics, the field topology depends on the domain’s geometry, boundary conditions, and driving frequency. Our first work in this direction was published in 1988 [20] where we proposed a topological method of the automated field analysis and the Maxwell-like relations between the topological charts of the electric and the magnetic fields. Later, an approach to the qualitative solution of boundary problems was proposed and applied to several transmission lines and components [21],[22].

For further developments of this approach, some techniques from general theory of the autonomous dynamical systems are interesting. Among them are the algorithms of automated phase portrait analysis and a method of topological description of time-dependent vector fields [23]-[26].

Another theory of topological origin (1989) relates to the contributions of A.F. Ranada who proposed the nonlinear Maxwell-like equations for the field-force lines of radiated fields [27], and this idea is considered in this book, too.

An interesting approach to the geometrization of electromagnetism is with the use of differential forms. In this theory, the EM quantities are associated with the
spatial shapes of different topology, and the Maxwell equations establish the metric correspondence between these shapes. This theory, which origin relates to the 30s of the last Century [28], was considered by many authors [29]-[33], although its practical applications in the EM computations are still in the future.

The necessity of using topological ideas to explain the classical electromagnetism and quantum-electromagnetic effects is expressed by many authors. For example, T.W. Barret has recently analyzed some known problems in physics. He concludes that the local Maxwell theory does not explain them well, and the potentials $A_\mu$ are to be used to describe them correctly [34]. These potentials are the local operators mapping the global spatiotemporal conditions onto the local EM field. Then the EM fundamental equations are not locally defined because, in opposite case, they are not able to describe in full all known physical effects. Probably, the reason of the necessity to use the topological field descriptions is originated from the quantum level, where, for instance, photons are not localizable in free space and calculation of their density is with the integrations over the whole space [3]. The above-mentioned ideas and theories are considered below with the different degree of attention. More information on them can be found from the above-cited books and papers.

### 4.1 Topological Approach to the Theory of Boundary Value Problems

The attention of the Author to the topological aspects of the boundary problems of electromagnetism was initiated by problems in the EM modeling of the microwave 3-D integrated circuits [35],[36]. It was found that many 3-D circuit components needed the EM means to be explained and designed. The topological description of the field and components was considered as a complimentary theory to the already existed to-that-moment and powerful EM analytical and numerical methods.

The first our paper on topological modeling of the boundary value problems was published in 1988 in a book of proceedings of a scientific conference hold in contemporary Georgia, a former Republic of the USSR [17]. Theoretical aspects of this approach were considered further during several years when the Author worked in the space industry and at the Moscow State Institute of Electronics and Mathematics (Technical University) [21],[22],[37]-[49]. Later, the attention of the Author was switched to the signaling and computing with the topologically modulated signals and to the developments of logical circuitry for them. Additional work in electromagnetics was performed at the McMaster University (Canada) on the developments of EM models of via-holes and antennas using topological approach [50]. Resent results, obtained at the Norwegian University of Science and Technology–NTNU, are with the development, design, and modeling of processors, which idea originated from our earlier papers in topological computing (1991-1992). The Author thanks all colleagues from the above-mentioned institutions for their support of his research activity in this field.
4.1.1 Visualization and Topological Analysis of the EM Field Maps

The field-force line maps were initially introduced by M. Faraday and considered by him as the real objects of the ether, which vibrations could explain the EM phenomena. Later, these field-force lines, hydraulic and mechanistic analogies were used by J.C. Maxwell to compose his famous 20 equations of electromagnetism [1]. Now the field-force lines are viewed only as a convenient tool for the visualization of fields and they have lost their initial analytic power. Meanwhile, the complexity of the EM phenomena and new possibilities in visualization provided by modern computers and software tools allow for paying more increased attention to this matter to obtain new effective results and solutions.

4.1.2 Field Maps of Harmonic Fields and Their Topological Analysis

Consider the field maps of microwave harmonic fields. The equations for the field-force lines are

\[
\frac{dr_{e,h}}{dt_{e,h}} = \text{Re}[E(r_e), H(r_h)]
\]

(4.1)

where \( r_{e,h} \) is the radius-vector of a field-force line point of the real part of the electric \( E(r_e) \) or magnetic \( H(r_h) \) fields in their phasor notations, and \( t_{e,h} \) is the parametric variable which is not connected to time in general. Computation of maps requires preliminary knowledge of these fields, and, due to that, for a long period, these maps have played only an illustrative role in electromagnetics.

Following to H. Poincare and A.A. Andronov, the qualitative analysis is the calculation of the equilibrium points of these dynamical systems, their separatrices and composing of topological charts and their bifurcations caused by the variation of the boundary conditions and driving frequency. The topological charts and their transformations relate to the parameters of the modeled components such as the scattering matrices, impedances, and propagation constants of the modeled waveguides.

Equilibriums of fields are the points where a field is equal to zero: \( E(r_e^{(i)}) = 0 \) or \( H(r_h^{(j)}) = 0 \). Their coordinates are found by a search algorithm if the field is known. An equilibrium point is described by its determinant given for the real fields:
4.1 Topological Approach to the Theory of Boundary Value Problems

\[ D_e = \det \begin{pmatrix} \frac{\partial E_x}{\partial x}(r_0^{(i)}) & \frac{\partial E_x}{\partial y}(r_0^{(i)}) & \frac{\partial E_x}{\partial z}(r_0^{(i)}) \\ \frac{\partial E_y}{\partial x}(r_0^{(i)}) & \frac{\partial E_y}{\partial y}(r_0^{(i)}) & \frac{\partial E_y}{\partial z}(r_0^{(i)}) \\ \frac{\partial E_z}{\partial x}(r_0^{(i)}) & \frac{\partial E_z}{\partial y}(r_0^{(i)}) & \frac{\partial E_z}{\partial z}(r_0^{(i)}) \end{pmatrix}. \quad (4.2) \]

If it is different from zero, the equilibrium point relates to the simple one according to the classification introduced by A.A. Andronov [13]. In this case, all roots \( \lambda_{c,1,2,3} \) of the characteristic equation (4.3) are not equal to zero

\[
\det \begin{pmatrix} \frac{\partial E_x}{\partial x}(r_0^{(i)}) & \frac{\partial E_x}{\partial y}(r_0^{(i)}) & \frac{\partial E_x}{\partial z}(r_0^{(i)}) \\ \frac{\partial E_y}{\partial x}(r_0^{(i)}) & \frac{\partial E_y}{\partial y}(r_0^{(i)}) & \frac{\partial E_y}{\partial z}(r_0^{(i)}) \\ \frac{\partial E_z}{\partial x}(r_0^{(i)}) & \frac{\partial E_z}{\partial y}(r_0^{(i)}) & \frac{\partial E_z}{\partial z}(r_0^{(i)}) \end{pmatrix} = 0. \quad (4.3)
\]

The complex equilibrium point has, at minimum, one zero root of (4.3), and these equilibriums are unstable regarding to perturbations of the fields in (4.1). A similar equation can be written for a magnetic field equilibrium point:

\[
\det \begin{pmatrix} \frac{\partial H_x}{\partial x}(r_0^{(j)}) & \frac{\partial H_x}{\partial y}(r_0^{(j)}) & \frac{\partial H_x}{\partial z}(r_0^{(j)}) \\ \frac{\partial H_y}{\partial x}(r_0^{(j)}) & \frac{\partial H_y}{\partial y}(r_0^{(j)}) & \frac{\partial H_y}{\partial z}(r_0^{(j)}) \\ \frac{\partial H_z}{\partial x}(r_0^{(j)}) & \frac{\partial H_z}{\partial y}(r_0^{(j)}) & \frac{\partial H_z}{\partial z}(r_0^{(j)}) \end{pmatrix} = 0. \quad (4.4)
\]

Depending on the position of \( \lambda \) on a complex plane, there are nine simple equilibrium points for a 3-D dynamical system [51]. The plane systems have only four equilibrium points, and they are the node, focus, center, and saddle (Fig. 4.1).
In the case of modal fields in waveguides, resonators, and other microwave components, the equilibrium points can be placed on the symmetry lines, which compose 1-D equilibrium manifolds (Fig. 4.2).

The equilibrium points can be structurally stable or “coarse” according to A.A. Andronov, and these ones are not destroyed by smooth perturbations of the field. Some equilibrium points, especially, complex ones, are not stable, and the effect of their transformation or disappearing is called the **local bifurcation**.

Fig. 4.1 Equilibrium points of a plane autonomous dynamical system. Separatrices are shown in bold.

Fig. 4.2 Elements of 3-D field maps. (a)- Zero field axis surrounded by circular field-force lines and a plane of symmetry (dashed) where all field components are zero; (b)- 3-D saddle point.
The equilibriums are connected to each other by special field-force lines called the *separatrices*, and they take the manifolds which separate the phase space into a number of cells where the field-force lines geometry is the same. The direction of a separatrix can be calculated analyzing the field close to an equilibrium point [13].

Although the 3-D dynamical systems are more complicated for qualitative analysis, the EM origin limits the number of types of equilibrium points. For instance, in waveguides, the most frequently encountered equilibrium positions are the centers and saddles placed along the lines or curves (Fig. 4.2a). Additional elements are the planes of symmetry where the fields are zero (Fig. 4.2a). Another element, commonly found in the fields maps of waveguide modes, is a 3-D saddle point (Fig. 4.2b). The full classification of elements of the phase space of the EM field has not been finished yet, and much more work and simulations are needed.

The analysis shows that the electric/magnetic field maps have certain spatial structures or skeletons, or following to A.A. Andronov, topological schemes. These schemes and their bifurcations can be calculated qualitatively according to the given fields without detailed solutions of (4.1), and it is the topological analysis of these equations and field maps. This analysis is now popular in many sciences were the vector fields are described by autonomous dynamical systems [23]-[26]. The process of composing of topological schemes can be programmed, and the algorithms of the design of components according to the given topological charts can be developed [40].

Consider the field maps and their topological schemes $T_{H,E}$ for rectangular waveguides for which the analytical expressions for field components are known. The differential equations to calculate the field-force lines of any mode are written in the reduced phase space of (4.1). For instance, the TE mode equations valid on a half of the spatial period along the longitudinal axis $0 \to z$ are derived taking into account (2.10):

\[
\frac{\partial y_{h}^{(TE)}}{\partial x} = \frac{H_{y}}{H_{x}} = \frac{k_{y}}{k_{x}} \cot (k_{x} x) \tan (k_{y} y),
\]

\[
\frac{\partial z_{h}^{(TE)}}{\partial x} = \frac{H_{z}}{H_{x}} = \frac{\chi}{k_{x} k_{z}} \cot (k_{x} x) \cot (k_{z} z),
\]

\[
\frac{\partial y_{z}^{(TE)}}{\partial x} = \frac{E_{y}}{E_{x}} = -\frac{k_{z}}{k_{y}} \tan (k_{x} x) \cot (k_{y} y)
\]

where $k_{x} = m \pi / a$, $k_{y} = n \pi / b$, $\chi = k_{x}^{2} + k_{y}^{2}$, $k_{z} = \sqrt{k_{x}^{2} \epsilon \mu - \chi^{2}}$, $m = 1, 2, 3, ..., \infty$, and $n = 1, 2, 3, ..., \infty$.

Analyzing the right parts of these equations, the equilibrium manifolds are obtained immediately. For instance, the equilibriums of electric field are at the points $(k_{x}, x) = (k - 1) \pi, k = 1, 2, 3, ...$ or $(k_{y}, y) = \frac{(2l - 1)}{2}, l = 1, 2, 3, ...$.
The magnetic field has the equilibrium points of the coordinates 

\[(k, x) = \left( \frac{2i - 1}{2} \pi, i = 1, 2, 3, \ldots \right) \text{ and } (k, z) = \left( \frac{2j - 1}{2} \pi, j = 1, 2, 3, \ldots \right).\]

Studying the characteristic equations at the equilibrium points, the type of them can be defined. Particularly, (4.5) are solved analytically due to their separated type, and the curves, to which the vectors of corresponding fields are tangential, are calculated according to the following formulas [17],[22]:

\[y_{n}^{(TE)}(x) = \frac{1}{k_y} \arcsin \left\{ \frac{\sin (k_x x) \cdot \sin (k_x x_0)}{\sin (k_y y_0)} \left[ \sin (k, x) \cdot \sin (k, x_0) \right]^{\frac{k_y}{k_x}} \right\},\]

\[z_{n}^{(TE)}(x) = \frac{1}{k_z} \arccos \left[ \cos (k_z z_0) \cdot \left[ \sin (k_z z_0) \cdot \sin (k, x_0) \right]^{\frac{k_z}{k_x}} \right], \quad (4.6)\]

\[y_{x}^{(TE)}(x) = \frac{1}{k_y} \arccos \left( \frac{\cos (k_y y_0) \cdot \cos (k_x x_0)}{\cos (k_x x)} \right)\]

where \(x_0\), \(y_0\), \(z_0\) are the coordinates of the starting point of calculation of a field-force line.

The TM modes of a rectangular waveguide are studied similarly. The field-force line equations are derived using the field components (2.11):

\[\frac{\partial y_{x}^{(TM)}}{\partial x} = \frac{E_y}{E_x} = \frac{k_y}{k_x} \tan (k_x x) \cot (k_y y),\]

\[\frac{\partial z_{x}^{(TM)}}{\partial x} = \frac{E_z}{E_x} = \frac{k_z}{k_x} \tan (k_x x) \cot (k_z z), \quad (4.7)\]

\[\frac{\partial y_{x}^{(TM)}}{\partial x} = \frac{H_y}{H_x} = - \frac{k_y}{k_x} \cot (k_x x) \tan (k_y y).\]

The magnetic field has the equilibrium lines in \((k, x) = \left( \frac{2k - 1}{2} \pi, k = 1, 2, 3, \ldots \right)\) and \((k, y) = (l - 1) \pi, l = 1, 2, 3, \ldots\). The electric field has the equilibrium points at \((k, x) = (j - 1) \pi, j = 1, 2, 3, \ldots\) and \((k, z) = \left( \frac{2j - 1}{2} \pi, j = 1, 2, 3, \ldots \right).\)
The differential equations (4.7) are solved analytically

\[ y_{e}^{(TM)}(x) = \frac{1}{k_{y}} \arccos \left( \cos \left( k_{y}y_{0} \right) \left( \frac{\cos(k_{x}x)}{\cos(k_{x}x_{0})} \right)^{\frac{k_{y}}{k_{x}}} \right), \]

\[ z_{e}^{(TM)}(x) = \frac{1}{k_{z}} \arccos \left( \cos \left( k_{z}z_{0} \right) \left( \frac{\cos(k_{x}x)}{\cos(k_{x}x_{0})} \right)^{\frac{k_{z}}{k_{x}}} \right), \]

\[ y_{h}^{(TM)}(x) = \frac{1}{k_{y}} \arcsin \left( \frac{\sin(k_{x}x)}{\sin(k_{x}x_{0}) \sin(k_{y}y_{0})} \right). \] (4.8)

Fig 4.3 shows, as an example, the topological charts of the magnetic (Fig. 4.3a) and the electric (Fig. 4.3b) fields of the TM$_{11}$ mode in a rectangular waveguide.

Fig. 4.3 Topological charts of the magnetic (a) and electric (b) fields of the TM$_{11}$ mode

The magnetic field has a line of equilibrium at the center axis of the waveguide. At the corners, the lines of the saddle equilibrium are. Additionally, a plane of the zero field (shown by dashed lines) divides the volume. The separatrices are placed on the sides of rectangular waveguide. The electric field chart has more complicated structure. The 3-D saddle points are placed on each half of the wavelength along the central waveguide axis, and they are connected to each other by separatrices. At the corners, the saddle equilibrium lines are placed.

It is interesting to study the behavior of the modal topological schemes while the driving frequency tends to the cut-off one where $k_{z} = 0$. It is a bifurcation point of the field maps. At this frequency, the formulas for $z_{e}(x)$ and $z_{h}(x)$ give
the infinite values, but the transverse structure of field-force lines is not varied according to (4.7) and (4.8). Before their cut-off frequencies, the modes are non-propagating, and their field-force lines are calculated using formulas (4.6) and (4.8):

\[
\begin{align*}
z_h^{(\text{TE})}(x) &= \frac{1}{k_z^*} \arccosh \left\{ \frac{\sin(k_z x) \sin(k_z x_0)}{\cosh(k_z^* z_0)} \right\}, \\
z_e^{(\text{TM})}(x) &= \frac{1}{k_z^*} \arccosh \left\{ \frac{1}{\cosh(k_z^* z_0)} \left[ \frac{\cos(k_z x)}{\cos(k_z x_0)} \right] \right\}
\end{align*}
\]

(4.9)

where \( k_z^* = \sqrt{\chi^2 - k_0^2 \varepsilon \mu} \).

### 4.1.3 Maxwell Relationships of Topological Schemes of the Electric and Magnetic Harmonic Fields

Another step in the topological analysis is the comparison of the maps of electric and magnetic fields to find the analytical relations of their patterns. It is well known that the field-force line pictures of the electric and magnetic fields are coupled to each other, but not always, the geometry of one field can be easily reconstructed according to the geometry of another field. Especially, it is difficult to perform it for the 3-D and 3-D time-dependent fields, and a special theory should be created. One of these attempts was done in 1988 [17],[22], and it is a technique on establishing the relationships of topological schemes of the harmonic electric \((E,D)\) and magnetic \((H,B)\) fields:

\[
\begin{align*}
T_H &= F(T_D), \\
T_E &= \Phi(T_B).
\end{align*}
\]

(4.10)

For the isotropic and source-free mediums \(T_D \rightarrow T_E\) and \(T_B \rightarrow T_H\), i.e. these schemes are isomorphic to each other, (4.10) is re-written as

\[
\begin{align*}
T_H &= F(T_E), \\
T_E &= F^{-1}(T_H).
\end{align*}
\]

(4.11)

Taking into account that the topological schemes are derived from the nonlinear equations for field-force lines, the operator \( F \) should be nonlinear.

This idea was applied to the comparison of the already calculated fields with the purpose to establish the general relationship of topological schemes. To find the above-mentioned relations, the fact of the orthogonality of the electric and
magnetic fields in the domains, which are free of conducting and source currents, can be used:

\[(\mathbf{E} \cdot \mathbf{B}) = 0.\] (4.12)

In the case of 2-D problems and TEM fields, this orthogonality allows easily reconstructing the field picture of one field according to another if the spatial distribution of the reconstructed one is not important, and the fields are considered out of the source region.

In more general 2-D and 3-D cases, a theory of (4.10) should be developed. As was mentioned, this theory is nonlinear, and it can be elaborated analyzing the field-force line maps and applying the techniques taken from the autonomous dynamic system treatments. Some ideas of this sort are considered below, although a complete theory of (4.10) has not been created yet.

Initial idea was to analyze the relations of the parameters of common equilibrium points where the harmonic fields \[\mathbf{E}(r_j) = \mathbf{H}(r_j) = 0.\] These equilibrium points are stable and they are invariant regarding to the Lorentz group infinitesimal transformations. The field Lagrangian is zero and invariant at these points, too.

At the equilibrium points of this sort, the harmonic fields are potential:

\[\nabla \times \mathbf{H} = 0, \quad \mathbf{H} = -\nabla \cdot \varphi_m,\] (4.13)

\[\nabla \times \mathbf{E} = 0, \quad \mathbf{E} = -\nabla \cdot \varphi_e.\] (4.14)

In spite of the vector fields are zero at these points, the potentials \(\varphi_m\) and \(\varphi_e\) can be different from zero, and they are calculated from the photon density at this point [3]. These calculations are not local, and the establishments of any parameters of the equilibrium points are connected, anyway, to the whole domain or whole (topological) properties of the EM field.

Compare the characteristic equations of both fields at an EM equilibrium point:

\[
\begin{vmatrix}
\frac{\partial E_x}{\partial x} - \lambda_x^{(k)} & \frac{\partial E_y}{\partial y} & \frac{\partial E_z}{\partial z} \\
\frac{\partial E_x}{\partial x} & \frac{\partial E_y}{\partial y} - \lambda_y^{(k)} & \frac{\partial E_z}{\partial z} \\
\frac{\partial E_x}{\partial x} & \frac{\partial E_y}{\partial y} & \frac{\partial E_z}{\partial z} - \lambda_z^{(k)} \\
\end{vmatrix} = 0,
\] (4.15)
For the fields, satisfying the Maxwell equations,
\[ \nabla \times \mathbf{H} = j \omega \varepsilon \varepsilon_0 \mathbf{E}, \quad \nabla \times \mathbf{E} = -j \omega \mu \mu_0 \mathbf{H} \]

it follows that both determinant matrices are symmetric, and this is the manifestation of the fact of the spatial symmetry of the considered EM field having such an equilibrium point.

These determinants (4.15) and (4.16) allow for the relations between the field values and the equilibrium's characteristic numbers. For instance, the use of the first Maxwell equation and (4.15) gives an expression for the “electric” characteristic number \( \lambda_{e}^{(k)} \) as a function of the magnetic field second-order derivatives at an EM equilibrium point:
\[ \lambda_{e}^{(k)} = F_{eh} \left( \frac{\partial^2 H_z}{\partial x \partial y} (\mathbf{r}^{(k)}), \ldots \right). \] (4.18)

Similarly, the “magnetic” characteristic number \( \lambda_{h}^{(k)} \) is expressed as
\[ \lambda_{h}^{(k)} = F_{he} \left( \frac{\partial^2 E_x}{\partial x \partial y} (\mathbf{r}^{(k)}), \ldots \right). \] (4.19)

These formulas for the characteristic numbers (4.15), (4.16), (4.18), and (4.19) can be used to find the parameters of the separated equilibrium points of the electric and magnetic fields, namely their real Re(\( \mathbf{E}, \mathbf{H} \)) or imaginary Im(\( \mathbf{E}, \mathbf{H} \)) parts.

To define the type of an equilibrium point, it is enough to calculate only the position of the characteristic numbers on the complex plane \( \lambda \), i.e. a rough approximation of field can be used instead of accurate one. It allows for the expressions of the characteristic numbers of one field through the characteristic ones of another field using the linear approximations of fields close to an EM equilibrium point:
\[ \lambda_{e,h}^{(k)} = \Phi_{e,h} \left( \lambda_{h,e}^{(k)} \right). \] (4.20)

Some treatments of this kind are shown in [22] where one field is linearized close to the equilibrium, and it is expressed through the characteristic numbers of the
Jacobian matrix at the equilibrium point. Then the derived field is expressed using the characteristic numbers. This field is substituted to the Maxwell expression for the second one, and again the determinant of the last is calculated at the common for both equilibrium points. Although such a treatment is rather complicated, the possibility to derive the non-linear relations for the characteristic numbers of the EM equilibrium points was proofed by this way.

The above-considered Maxwell relations of the elements of topological schemes are obtained using strong mathematical treatments. Some empirical relations can be found by comparisons of the schemes, and they need further study to confirm their generality. It was found, for instance, that some separatrices of a field took the same place with the lines of equilibriums of other field. In this case, the first field along this line can be calculated as a gradient of a potential. As an example, the separatrix of the electric field of the \( \text{TM}_{11} \) on the waveguide axis can be considered. Along this line, the equilibriums of the magnetic field are placed, and \( E_x(x = a/2, y = b/2) = -\frac{\partial}{\partial z} \varphi(z) \).

It was found that some other separatrices of both fields are oriented normally to each other, and they are placed at the maxima of fields. Consider the first Maxwell equation, as an example, 
\[
\nabla \times \mathbf{H} = \left| \mathbf{H} \right| \nabla \times \mathbf{h} + \nabla \cdot \left( \mathbf{H} \times \mathbf{h} \right) = j \omega \varepsilon \varepsilon_0 \mathbf{E} \quad (4.21)
\]
where \( \mathbf{h} \) is the unit vector oriented along \( \mathbf{H} \). It follows that in the coordinate of the local maximum of magnetic field \( \left| \mathbf{H} \right| \), is the maximum of \( \mathbf{E} \). Additionally, a large value of \( \nabla \cdot \left| \mathbf{H} \right| \) means that the field-force lines changes their directions fast in the area close to this local maximum. The separatrix of the electric field is oriented normally to the one of the magnetic field according to (4.12). There is a need in further study of the generality of the found relations of the fields and their separatrices of this sort.

Another empirical relation found analyzing the modal fields in rectangular waveguides is with the mutual orientations of the one-field vectors on the loops of the separatrices of another \([22]\). Consider a fragment of Fig. 4.3, which is the cross-section of the waveguide with the shown separatrices of the magnetic and electric fields including the semi-separatrices connecting the 3-D equilibrium point with the mirrored ones (Fig. 4.4).

They have four cross-points where the electric and magnetic fields are not zero. Let us calculate the signs of scalar products of the vector fields and the orits of the Cartesian system of coordinates in each cross-section point of the electric and magnetic separatrices following the contour shown in Fig. 4.4 by a pointed line.
Due to the periodicity:

$$\sum_{i} \text{sign}(\mathbf{E}_i \cdot \mathbf{n}_i) \text{sign}(\mathbf{H}_i \cdot \mathbf{\tau}_i) = 0 \quad (4.22)$$

where \( \mathbf{E}_i \) and \( \mathbf{H}_i \) are the vectors at the \( i \)-th cross-point, \( \mathbf{n}_i \) is the ort which normal to the boundary or magnetic field separatrix and oriented along the corresponding axis, and \( \mathbf{\tau}_i \) is the ort of the Cartesian system of coordinates which is tangential (parallel or anti-parallel) to the magnetic field separatrix. Calculations of such sums for the TM-modes and similar for the TE modes show their equality to zero due to the periodicity of the fields and the Maxwell relations between them. This criterion was obtained empirically analyzing the waveguide modes, and its validity for arbitrary geometries and problems needs more research.

### 4.1.4 Boundary Conditions and the Field-force Lines

In many cases, a microwave transmission line or a resonator is composed of several sub-domains filled by different magnetodielectrics. The boundary conditions are established using Maxwell equations in their integral form, and they couple the field components of sub-domains at the boundaries (see Section 1.7.1). From these equations, written for the tangential and normal components of the fields, the geometrical boundary conditions for the field-force lines are obtained. They couple the angles \( \alpha_{i,2} \) of the field-force lines at the boundary between two domains [22],[53] (Fig. 4.5).
For the electric field-force lines, it is:

\[
\frac{\tan \alpha_{1}^{(e)}}{\tan \alpha_{2}^{(e)}} = \frac{\varepsilon_{r}^{(1)}}{\varepsilon_{r}^{(2)}}. \tag{4.23}
\]

For the magnetic field-force lines the boundary conditions are written similarly if the mediums have different magnetic permeabilities:

\[
\frac{\tan \alpha_{1}^{(h)}}{\tan \alpha_{2}^{(h)}} = \frac{\mu_{r}^{(1)}}{\mu_{r}^{(2)}}. \tag{4.24}
\]

As known, the electric field-force lines are normal to ideal metal with \( \alpha_{1}^{(e)} = \pi/2 \), and the magnetic ones are parallel to its surface, then \( \alpha_{2}^{(h)} = 0 \).

### 4.1.5 Applications of the Topological Technique to the EM Boundary Value Problems

The above analysis was performed for the EM field for which the source and domain geometries were not specified [21],[22]. The main attention was paid to some relations of the characteristics of the equilibrium points. Anyway, it is underlined that the properties of equilibrium points are defined by global features of the EM field and the domain geometry.
For the developments of a practical technique on the qualitative or approximate calculations of the field and its topology according to the geometry and boundary conditions, a new topologo-geometrical object should be introduced which is the vector boundary graph. It can be defined for the boundary electric or magnetic field, and it is denoted as $\Gamma_{e,m}$, correspondingly. The geometry of $\Gamma_{e,m}$ is the same with the one of the domain. The electric boundary graph on which branches $E_{\tau} = 0$ is the unloaded graph, and it can be described by a scalar $\Gamma_{e}$ graph. On the unloaded magnetic graph $\Gamma_{m}$ the normal component of the magnetic field $H_{\nu} = 0$. A graph is normalized if its branches are multiplied by the wave number $k_0$. In this case, the notation $\tilde{\Gamma}_{e,h}$ is used. A graph is loaded if a field $e_L$ or $h_L$ is defined on an its branch, then $\Gamma_{e,m} \rightarrow \Gamma_{e_L,m_L}$.

An example of an electric field boundary graph is shown in Fig. 4.6 given for a rectangular resonator excited by a slot electric field $e_x(x,z)$.

![Fig. 4.6 Rectangular cavity resonator excited by slot electric field](image)
The topological approach to the boundary value problems is the composition of the topological schemes of the electric and magnetic fields and their bifurcation diagrams according to the given normalized loaded boundary graph:

\[ T_{E,H} = F \left( \Gamma_{e_l} \right) \]  

or

\[ T_{E,H} = \Phi \left( \Gamma_{m_l} \right). \]  

Taking into account that the topological schemes can be defined qualitatively then (4.25) and (4.26) are considered as the qualitative solutions of the boundary value problems.

There are several ways how to solve them. One can start considering some direct ways to obtain the topological schemes and their bifurcations according to the given boundary graph and driving frequency. Another practical approach is used in [21],[22]. It is based on the representation of the excited field by a series of domain eigenmodes. Their amplitudes depend on the driving frequency and the exciting fields and currents.

As known, an excited field in a cavity is represented by a series of the cavity modes:

\[ E(r) = \sum_{\nu=1}^{\infty} a_{\nu} E_{\nu}(r), \]

\[ H(r) = \sum_{\nu=1}^{\infty} b_{\nu} H_{\nu}(r) \]  

where \( a_{\nu} \) and \( b_{\nu} \) are the modal amplitudes, \( E_{\nu} \) and \( H_{\nu} \) are the modal fields, and \( r \) is the spatial variable.

The modal amplitudes are estimated using the following formulas [52],[53]:

\[ a_{\nu} = \frac{|\bar{\varepsilon}_{r}^{\nu}| |\bar{\mu}_{r}^{\nu}| j \hat{\omega}_{\nu}^{\nu} \int_{S} \left[ \Gamma_{e_l} \times H_{\nu}^{*}(r) \right] dS}{\bar{\varepsilon}_{r}^{\nu} \bar{\mu}_{r}^{\nu} (\omega^2 - \hat{\omega}_{\nu}^2)}, \]  

\[ b_{\nu} = \frac{|\bar{\mu}_{r}^{\nu}| |\bar{\varepsilon}_{r}^{\nu}| j \omega \int_{S} \left[ \Gamma_{e_l} \times H_{\nu}^{*}(r) \right] dS}{\bar{\mu}_{r}^{\nu} \bar{\varepsilon}_{r}^{\nu} (\omega^2 - \hat{\omega}_{\nu}^2)}, \]  

where \( \omega \) and \( \hat{\omega}_{\nu} \) are the driving and complex eigenmodal frequencies, correspondingly.

The rotational system of the electric and magnetic eigenmodal fields written in the case of the \( H_z \) modes is [52],[53]
\[ H_x = B_x \sin(k_x x) \cos(k_y y) \cos(k_z z), \]
\[ H_y = B_y \cos(k_x x) \sin(k_y y) \cos(k_z z), \]
\[ H_z = B_z \cos(k_x x) \cos(k_y y) \sin(k_z z), \]
\[ E_x = A_x \cos(k_x x) \sin(k_y y) \sin(k_z z), \]
\[ E_y = A_y \sin(k_x x) \cos(k_y y) \sin(k_z z), \]

where \( k_x = \frac{l \pi}{a}, k_y = \frac{k \pi}{b}, k_z = \frac{p \pi}{L} \). The electric and magnetic fields are ortho-normalized

\[ \int_V \mathbf{E}_\mu \cdot \mathbf{E}_\nu^* dV = \delta_{\mu\nu}/\varepsilon_0 |\mu_r|, \]
\[ \int_V \mathbf{H}_\mu \cdot \mathbf{H}_\nu^* dV = \delta_{\mu\nu}/\mu_0 |\mu_r|. \]

The modal coefficients in (4.29) are

\[ B_x = -jQk_x \delta_{m0} \delta_{n0} \delta_{p0} \sqrt{k_x^2 + k_y^2} / \eta, \]
\[ B_y = -jQk_y \delta_{m0} \delta_{n0} \delta_{p0} \sqrt{k_x^2 + k_y^2} / \eta, \]
\[ B_z = -jQk_z \delta_{m0} \delta_{n0} \delta_{p0} \sqrt{k_x^2 + k_y^2} / \eta, \]
\[ A_x = -Qk_x \delta_{m0} \delta_{n0} \delta_{p0} \sqrt{k_x^2}, \]
\[ A_y = -Qk_y \delta_{m0} \delta_{n0} \delta_{p0} \sqrt{k_y^2}, \]
\[ Q = \frac{2\sqrt{2}}{\sqrt{\varepsilon_0 |\varepsilon_r| abL(k_x^2 + k_y^2)\kappa^2}}, \]
\[ \kappa^2 = k_x^2 + k_y^2 + k_z^2, \]
\[ \eta = 120\pi \sqrt{\mu_0 / \varepsilon_r}, \]
\[ \delta_{l0,k0,p0} = \begin{cases} 1, & l, k, p \neq 0 \\ 1/\sqrt{2}, & l, k, p = 0 \end{cases} \]

where all numbers \( l, k, p \) should not be equal to zero at the same time.

Another way to represent the cavity field is the consideration of the modes, which are traveling from the exciting boundary \( y = 0 \) and reflected from the opposite side \( y = b \). In our considered cavity (Fig. 4.6), the fields of the TE type excited by the slot electric field \( e_x(x,z) \) are
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\[ H_z (r) = \sum_{m=0}^{\infty} \sqrt{\frac{2-\delta_{0m}}{aL}} D_m \cos \left[ k_y^{(m)} (b - y) \right] \cos (k_x^{(m)} x) \sin (k_z z), \]

\[ H_x (r) = j \sum_{m=0}^{\infty} \sqrt{\frac{2-\delta_{0m}}{aL}} D_m k_y^{(m)} k_x^{(m)} \sin \left[ k_y^{(m)} (b - y) \right] \cos (k_x^{(m)} x) \cos (k_z z), \]

\[ H_y (r) = -j \sum_{m=0}^{\infty} \sqrt{\frac{2-\delta_{0m}}{aL}} D_m k_x^{(m)} \sin \left[ k_y^{(m)} (b - y) \right] \cos (k_x^{(m)} x) \cos (k_z z), \quad (4.32) \]

\[ E_x (r) = -j \omega \mu_0 \mu_r \sum_{m=0}^{\infty} \sqrt{\frac{2-\delta_{0m}}{aL}} D_m k_y^{(m)} \sin \left[ k_y^{(m)} (b - y) \right] \cos (k_x^{(m)} x) \sin (k_z z), \]

\[ E_y (r) = -j \omega \mu_0 \mu_r \sum_{m=0}^{\infty} \sqrt{\frac{2-\delta_{0m}}{aL}} D_m k_x^{(m)} k_y^{(m)} \cos \left[ k_y^{(m)} (b - y) \right] \sin (k_x^{(m)} x) \sin (k_z z) \]

where \( k_x^{(m)} = \frac{m \pi}{a}, \ k_z = \frac{\pi}{L}, \ k_y^{(m)} = \sqrt{k_0^2 \mu_r - \left( k_x^{(m)} \right)^2 - k_z^2}, \ \chi_m^2 = \left( k_x^{(m)} \right)^2 + \left( k_y^{(m)} \right)^2, \) and \( \delta_{0m} = \begin{cases} 1, & m = 0 \\ 0, & m \neq 0. \end{cases} \)

The unknown coefficients \( D_m \) are derived by the field matching method according to the defined exciting electric field \( e_s (x, z) : \)

\[ D_m = -\frac{\chi_m^2 E_x^{(m)}}{j \omega \mu_0 \mu_r k_y^{(m)}}, \quad (4.33) \]

\[ E_x^{(m)} = \sqrt{\frac{2-\delta_{0m}}{aL}} \int_S e \left( x', z' \right) \cos \left( k_x^{(m)} x' \right) \sin \left( k_z z' \right) dx' dz'. \]

Both representations (4.29) and (4.32) have some advantages and disadvantages for the field calculations. For instance, (4.29) can be poor to model the fields close to the exciting boundary. The traveling modes in (4.32) are normalized along the \( x - \)axis and axis only.

Let us proof these statements calculating the field maps of a rectangular cavity excited by slots of different geometry. One of the studied geometries is shown in Fig. 4.6 where a prismatic resonator is excited by a driving electric field of the amplitude \( A : \)

\[ e_x (x', z') = A \frac{1}{L} e_s \left( x' \right) \sin \left( \frac{\pi z'}{L} \right), \quad (4.34) \]

and defined on slot \( s \) which is regular in the longitudinal direction \( z \).

To calculate the fields and to study different effects, the formulas (4.32) are used, in particular. The field calculations show that close to the boundary with the exciting electric field, the egenmodal expansions may suffer from severe Gibbs effect, and the field has some oscillations which amplitudes are increasing with the
truncation number $M$ [54]. It does not allow for concluding on the convergence of the field calculations and for performing even topological analysis of the excited field. To stabilize the calculations, each modal coefficient $D_{m \neq 0}$ is multiplied by a Lanczos factor of the third order [55]:

$$a_L = \left( \frac{M}{m \pi} \sin \left( \frac{m \pi}{M} \right) \right)^3,$$

(4.35)

which is zero if $m = M$.

Fig. 4.7 shows the electric field distribution on the excitation side of the cavity calculated by conventional (curve 1) and regularized (curve 2) summations.

A rectangular electric field pulse of the unit amplitude defined on a narrow slot excites the cavity field. It is seen that the Lanczos technique allows for avoiding the Gibbs effect, and the stabilized modal expansions can be used for topological and geometrical analysis of the field now.

![Figure 4.7](image)

**Fig. 4.7** Excited $E_z$ electric field distribution calculated at $y = 0$. Cavity geometry: $a \times b \times L = 9.5 \times 9.5 \times 16.76$ mm. Slot width $s = 1.7$ mm, $f = 10$ GHz, $\varepsilon_r = 1$, $\mu_r = 1$. 1 Non-stabilized summation; 2 Results obtained with the Lanczos stabilization factor

The field-force lines are calculated according to the differential equations which are the autonomous dynamical systems. The magnetic field-force line system of equations for the $TE_z$ modes is
The electric field phase map in this case is only 2-dimensional, and these field-force lines are derived using only one differential equation:

\[
\frac{dy_h}{dx} = \frac{\text{Re}\left(H_y(x,y)\right)}{\text{Re}\left(H_x(x,y)\right)},
\]

(4.36)

Analyzing (4.32), (4.36), and (4.37), it is seen that these autonomous dynamical systems parametrically depend on the permittivity, permeability, boundary condition, and geometry of the calculated cavity resonator, and they are, in fact, the differential-integral equations taking into account (4.33).

Using a normalized to the wave number \( k = k_0 \sqrt{\varepsilon_r \mu_r} \) boundary graph \( \hat{\Gamma}_{ez} \), the equations (4.36) and (4.37) are re-written as one-parameter-dependent autonomous dynamical systems:

\[
\frac{dy_h}{dx} = \frac{\text{Re}\left(H_y(x,y,\hat{\Gamma}_{ez})\right)}{\text{Re}\left(H_x(x,y,\hat{\Gamma}_{ez})\right)},
\]

(4.38)

and

\[
\frac{d\zeta_h}{dx} = \frac{\text{Re}\left(H_z(x,y,\hat{\Gamma}_{ez})\right)}{\text{Re}\left(H_x(x,y,\hat{\Gamma}_{ez})\right)},
\]

(4.39)

In this particular case, when only the TE\(_z\) field is considered, the qualitative analysis of (4.39) as an autonomous system on a plane is preferable. The qualitative theory of these systems is known which considers only the scalar bifurcation parameters. The use of the equations dependent on the distributed or non-local parameters \( \hat{\Gamma}_{ez} \) allows for decreasing the problem’s co-dimension, which is the spatial dimension plus the number of bifurcation parameters of a dynamical system. It allows to hope on the developments of a more elegant bifurcation theory for the field maps generated by the EM boundary value problems. According to the best knowledge of the Author, this theory is on the initial stage only, including the below-given results originated from our preliminary ones dated by 1988.
Analyzing again (4.29) and (4.32), it is seen that, in both cases, a mode or even several modes can have increased amplitudes due to the frequency resonances, and \( |a_v|, |b_v| \to \infty \), or \( |D_m| \to \infty \) if the excited resonator is ideal, and the driving frequency \( \omega \) is close to a resonant one \( \omega_r \). Additionally, these amplitudes can be strong due to the spatial resonance when

\[
\left| \oint_{\Gamma_{av}} \left( \Gamma_{av} \times \mathbf{H}_v \right) d\mathbf{S} \right| = \max. \quad (4.40)
\]

However, this effect is less expressive comparing to the frequency resonance.

In [21],[22], it is found that the field maps topology is formed by the modes which amplitudes are strong due to the above-mentioned resonances. Outside of the area of structural stability of these field maps, other higher-order modes with even negligible amplitudes can cause the bifurcations.

The structurally stable schemes are formed by a relatively small number of modes \( N_T \) which are close to the above-mentioned frequency and spatial resonances and having increased magnitudes. This number \( N_T \) is the dimension of the algebra of \( U_T \) defined as a set of the cavity modes \( \{ \mathbf{E}_v, \mathbf{H}_v \} \) with the defined operations of the addition of modes and their multiplication by a scalar \( a_v \).

As a rule, \( N_T \) is not so high due to structural stability of topological schemes which are out of the bifurcation points. A structurally stable topological scheme is not changed with the adding of additional series members \( \delta N_T \):

\[
T \left( U_{N_T} \right) \to T \left( U_{N_T + \delta N_T} \right). \quad (4.41)
\]

Meanwhile, depending on the boundary graph and frequency, the field topology can have bifurcations keeping the same scheme topology dimension, i.e. \( \text{dim}(U_T) = \text{const} \). This sort of bifurcations is the isomeric one.

To proof the idea that the structurally stable or coarse topological schemes are formed by a few eigenmodes only, the above-considered resonator is simulated, and the convergence of the topology and geometry of field maps is studied for different exciting frequencies and excitation conditions. Each calculation of a field map is followed by comparative analysis of the resonant frequencies \( f_{r1} \) of the rectangular waveguide cavity:

\[
f_{r1} = \frac{c}{2\pi\sqrt{\varepsilon\mu}} \sqrt{\left( \frac{l\pi}{a} \right)^2 + \left( \frac{k\pi}{b} \right)^2 + \left( \frac{\pi}{L} \right)^2}
\]

given in Table 4.1 and the magnitudes of the electric field components of each \( m-th \) eigenfunction from (4.32).
\[ d_x^{(m)} = -j\alpha\mu_s\mu_r \sqrt{\frac{2-\delta_{0m}}{aL}} D_m \frac{k_y^{(m)}}{\lambda_{am}}, \]
\[ d_y^{(m)} = -j\alpha\mu_s\mu_r \sqrt{\frac{2-\delta_{0m}}{aL}} D_m \frac{k_x^{(m)}}{\lambda_{am}}. \] \tag{4.42}

The conclusion on the dimension of \( U_T \) is given according to the convergence of the topological schemes and the values of \( d_{x,y}^{(m)} \).

**Table 4.1** First four resonant frequencies of the studied resonator

<table>
<thead>
<tr>
<th>Cavity Mode</th>
<th>( f_{\text{res}}, \text{GHz} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE(_{101})</td>
<td>16.4112</td>
</tr>
<tr>
<td>TE(_{111})</td>
<td>22.7735</td>
</tr>
<tr>
<td>TE(_{201})</td>
<td>31.8943</td>
</tr>
<tr>
<td>TE(_{211})</td>
<td>35.5887</td>
</tr>
</tbody>
</table>

Initially, the topology formation is studied at frequencies which are rather far from the resonant ones. It allows for discovering the influence of the spatial resonances on the field formation. Fig. 4.8 shows a field map obtained at \( f = 2 \text{ GHz} \) using only two first modes of the field expansion (4.32). Additionally, the relative magnitudes \( d_{x,y}^{(m)} / d_x^{(m=0)} \) are shown in the inset by the blue and white bars, correspondingly.

**Fig. 4.8** Electric field map obtained using the first two modes \((m=0,1)\). Cavity geometry: \( a \times b \times L = 9.5 \times 9.5 \times 16.76 \text{ mm} \). Slot width \( s = 1.7 \text{ mm} \), \( F = 2 \text{ GHz} \), \( \varepsilon_r = 1 \), \( \mu_r = 1 \)
It is seen that the zero-number mode is of the dominating magnitude, and only
two first modes form the topological chart of the excited field. Other modes do not
influence the electric field topology in this case. For comparison, the field map de-

rived by calculation using $M=101$ traveling modes is shown in Fig. 4.9.

![Field Map](image.png)

**Fig. 4.9** Electric field map calculated using 101 modes. Cavity geometry: $a \times b \times L = 9.5 \times 9.5 \times 16.76$ mm. Slot width $s = 1.7$ mm, $F = 2$ GHz, $\varepsilon_r = 1$, $\mu_r = 1$

It follows from Figs 4.8 and 4.9 that the equilibriums of center type are at the
left upper corners of plots. The saddle points are at other corners, and the separa-
trices (dashed curves) from them end at the same walls of the resonators. This
analysis shows that both maps have similar topological charts: $T_e^{(M=2)} \to T_e^{(M=100)}$, and then the minimal dimension of the field skeleton is $N_T = \text{dim}(U_T) = 2$.

At the same time, it is seen, that the 2-modal approximation (Fig. 4.8) is rather
poor to provide accuracy of the boundary condition satisfaction at $y = 0$, and the
field-force lines are not normal to this wall ($x < a - s$) at the difference to the
field map calculated with the increased number of traveling modes $M=101$
(Fig. 4.9).

Simulations show, that for this case and relatively low frequencies, the electric
field topological scheme and its algebra $U_T$ are invariant regarding to the geome-
try of the excitation slot variations if it is excited by a rectangular electric field
pulse (Fig. 4.10).
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Fig. 4.10 Electric field map obtained using the first two modes \( m=0,1 \). Cavity geometry: \( a \times b \times L = 9.5 \times 9.5 \times 16.76 \text{ mm} \). Slot width \( s = 5 \text{ mm} \), \( f = 2 \text{ GHz} \), \( \varepsilon_r = 1 \), \( \mu_r = 1 \)

The map calculated using 101 modes has the same field topology, and it is shown in Fig 4.11.

Fig. 4.11 Electric field map obtained using 101 modes. Cavity geometry: \( a \times b \times L = 9.5 \times 9.5 \times 16.76 \text{ mm} \). Slot width \( s = 5 \text{ mm} \), \( f = 2 \text{ GHz} \), \( \varepsilon_r = 1 \), \( \mu_r = 1 \)
At the same time, the content of the algebra $U_T$ and the topological schemes can be sensitive towards a variation of the size of the cavity resonator. Fig. 4.12 shows the electric field map calculated for a resonator which vertical size $b$ is reduced down to 6.5 mm.

The electric field-force lines are shorted to the upper side of the cavity now and this global bifurcation occurred because the separatrices, shown by dashed lines, have changed their attracting sides. Studying the field shown in Fig. 4.12, gives the minimal dimension of the algebra $\dim(U_T) = 3$.

Thus the topological schemes shown in Figs. 4.9 and 4.12 are not homeomorphic to each other although the number of equilibrium points has not been changed, i.e. $T_e(\Gamma_{eL}) - l \rightarrow T_e(\Gamma_{eL} + \delta\Gamma_{eL})$.

It is supposed that there the geometry(s) and driving frequency(s) exist when the separatrix connects two saddle points placed at the opposite corners. Fig. 4.13 shows one of the geometries where a single separatrix connects two saddle points. It is interesting to notice that this curve is the axis of curvilinear symmetry of this excited field map. This topological scheme is unstable, and it is destroyed by any small variation of geometry and frequency.
4.1 Topological Approach to the Theory of Boundary Value Problems

Fig. 4.13 Electric field map obtained using 101 modes. Cavity geometry: \(a \times b \times L = 9.5 \times 9.331 \times 16.76\) mm. Slot width \(s = 1.7\) mm, \(F = 2\) GHz, \(\varepsilon_r = 1\), \(\mu_r = 1\)

Additionally to the geometry, variation of driving frequency can cause a dramatic change of the field map and the spectral contents of topological schemes. Fig. 4.14 shows a converged field map for the case of a resonator excited by electric field of the frequency \(F = 21\) GHz which is rather close to the resonant one of the \(TE_{111}\) mode.

Fig. 4.14 Electric field map obtained using 101 modes. Cavity geometry: \(a \times b \times L = 9.5 \times 9.5 \times 16.76\) mm. Slot width \(s = 5\) mm, \(F = 21\) GHz, \(\varepsilon_r = 1\), \(\mu_r = 1\)
Similarly to the previous cases, the field topology is formed by a few modes, and $\dim(U_r) = 5$ (Fig. 4.15).

Our study of the convergence of the field maps shows that, additionally to the modes with the largest magnitudes, some of them with essentially smaller ones can take part in the formation of topological schemes, especially, in the areas, which are rather far from the exciting boundary side.

![Electric field map for the same cavity geometry and exciting frequency $F$ as in Fig. 4.14 obtained using the first five modes. $N_r = \dim(U_r) = 5$](image)

It is explained by the non-monotonic dependence of the modal fields of traveling modes in the $y$-axis direction, and, in these areas, the higher-order modal fields can be even stronger of ones of lower indices. Then another criterion should be developed for the study of the convergence of the field maps. To this moment, a recommendation is that, additionally to the traveling modes of the largest magnitudes, several others should be added to provide proper convergence of the field geometry in the areas which are rather far from the exciting boundary parts. Especially, it is valid while frequency increasing and approaching to the higher-order mode resonances.

It is expected that the spectral contents of the field maps would be more complicated at increased frequencies due to denser spectrum of resonator. In practice, most resonators are used at frequencies which are in lower part of their spectrum, and the excited fields are formed by few modes, which can be defined using the topology stabilization criteria. Using it, simple equivalent circuits of resonators can be composed taking into account that the modes forming the field topology are of the most energy.

The found low dimensionality of topological schemes is confirmed by the modeling of more complicated resonator’s boundary geometries. Fig. 4.16 shows a field map in a resonator excited by two slots. The total electric and magnetic fields are obtained using (4.32) for the fields excited separately by the vertical and horizontal slots and added to each other.
Due to the geometry of this excited resonator the field map has spatial symmetry regarding to the separatrix connecting two saddle equilibrium points placed at the corners of the resonator with the coordinates $x = y = 0$ and $x = a, y = b$. The minimal dimension of the topological scheme algebra is $N_T = \dim(U_T) = 1+1$, and only one mode ($m=0$) of each field is added to each other to derive the same topology field, as it seen from the comparison of Fig. 4.16 to Fig. 4.17.

**Fig. 4.16** Electric field map excited by two slots ($s_1 = s_2 = 1.7$ mm) obtained using $2 \times 101$ modes. Cavity geometry: $a \times b \times L = 9.5 \times 9.5 \times 16.76$ mm, $F = 2$ GHz, $\varepsilon_r = 1$, $\mu_r = 1$

**Fig. 4.17** Electric field map excited by two slots ($s_1 = s_2 = 1.7$ mm) obtained using two first modes each of them excited by vertical and horizontal slots. Cavity geometry: $a \times b \times L = 9.5 \times 9.5 \times 16.76$ mm, $F = 2$ GHz, $\varepsilon_r = 1$, $\mu_r = 1$
A violation of the geometrical symmetry of the boundary graph $\Gamma_c$ leads to the global bifurcation and splitting of the separatrix (Fig. 4.18 and 4.19).

**Fig. 4.18** Electric field map excited by two slots ($s_1 = 3$ mm, $s_2 = 1.7$ mm) obtained using 2\times 101 modes. Cavity geometry: $a \times b \times L = 9.5 \times 9.5 \times 16.76$ mm, $F = 2$ GHz, $\varepsilon_r = 1$, $\mu_r = 1$

**Fig. 4.19** Electric field map excited by two slots ($s_1 = 3$ mm, $s_2 = 1.7$ mm) obtained using the first two modes. Cavity geometry: $a \times b \times L = 9.5 \times 9.5 \times 16.76$ mm, $F = 2$ GHz, $\varepsilon_r = 1$, $\mu_r = 1$
Fig. 4.20 shows another bifurcated field map. This bifurcation is caused by transition from a square shape cross-section (Fig. 4.17) to a rectangular one. Minimal dimension of this map is again $N_r = 1+1$, and these modes provide a topological scheme which is homeomorphic to the one from Fig. 4.18.

![Electric field map excited by two slots](image)

**Fig. 4.20** Electric field map excited by two slots ($s_1 = s_2 = 1.7$ mm) obtained using $2 \times 101$ modes. Cavity geometry: $a \times b \times L = 9.5 \times 6.5 \times 16.76$ mm, $F = 2$ GHz, $\varepsilon_r = 1$, $\mu_r = 1$.

The same bifurcation occurs if the exciting electric field magnitudes on the slots are not equal to each other. Fig. 4.21 shows the electric field map in the case $e_y^{(1)}/e_y^{(2)} = 2$. It is seen that the obtained map has been bifurcated regarding to Fig. 4.16. It is homeomorphic to the one calculated for the rectangular cross-section resonator (Fig. 4.20). The minimal dimension of this map is again $N_r = 1+1$.

It is seen that these bifurcations occur, as was mentioned in [22], due to the change of the ratio of the magnitudes of two first excited modes in the resonator. Taking into account that the original (Fig. 4.17) and bifurcated maps are formed by the same modes ($N_r = \text{const}$), the bifurcations of this sort relate to the mentioned isomeric ones.
Further simulations of the field maps allow for composition of a bifurcation diagram (Fig. 4.22). It is given for the frequency which is rather far from the resonant ones, and the influence of spatial properties of the boundary graph on the field topology formation is represented clearly. To understand the details, a two-slot symmetrical boundary graph is chosen as the initial one (Fig. 4.22, cell (1,4)). It is seen that this graph and the electric field have classical symmetry regarding to the main diagonal of the resonator cross-section. Perturbations of the boundary graph $\Gamma_{\varepsilon_{L}}$ lead to appearing of more complicated spatial symmetries of the field maps, including the curvilinear and topological ones [47].

As seen from Fig. 4.22, the other $i, j-th$ graphs (cells (1, 1-3), (1, 5-7), and (2, 3-5) are derived from the graph (1,4) by applying the transformation operators $\delta_{y}^{(1,4)}$ to the initial graph $\Gamma_{\varepsilon_{L}}^{(1,4)}$. In general, $\Gamma_{\varepsilon_{L}}^{(i,j)} = \delta_{i,j}^{(m,n)} \Gamma_{\varepsilon_{L}}^{(m,n)}$. The graphs, numbered by (3,3) and (3,5), are obtained by the applications of two transformation operators to the initial graph $\Gamma_{\varepsilon_{L}}^{(1,4)}$. $\Gamma_{\varepsilon_{L}}^{(3,3)} = \delta_{1,1}^{(1,4)} \delta_{2,3}^{(1,4)} \Gamma_{\varepsilon_{L}}^{(1,4)}$ and $\Gamma_{\varepsilon_{L}}^{(3,5)} = \delta_{1,1}^{(1,4)} \delta_{4,5}^{(1,4)} \Gamma_{\varepsilon_{L}}^{(1,4)}$. 

Fig. 4.21 Electric field map excited by two slots ($s_{1} = s_{2} = 1.7$ mm) obtained using 2×101 modes and excited by the slot electric field of different magnitudes $\left(\varepsilon_{L}^{(10)}/\varepsilon_{L}^{(0)} = 2\right)$. Cavity geometry: $a\times b \times L = 9.5 \times 9.5 \times 16.76$ mm , $F = 2$ GHz , $\varepsilon_{r} = 1$, $\mu_{r} = 1$.
Selecting only those which \( \delta_{i,j}^{(m,n)} \delta_{i,j}^{(i,j)} = 1 \) and
\[
\delta_{p,q,j}^{(k,l)} \left( \delta_{i,j}^{(m,n)} \delta_{m,n}^{(i,j)} \right) = \delta_{i,j}^{(m,n)} \left( \delta_{i,j}^{(m,n)} \delta_{p,q,j}^{(k,l)} \right),
\]
we can see that the topological schemes of the excited field from Fig. 4.22 are invariant regarding to the boundary graph transformation group \( \Delta_\Gamma \) composed of the elements \( \delta_{i,j}^{(m,n)} \) satisfying the group condition. The mentioned group \( \Delta_\Gamma \) is composed of the continuous and discrete transformation elements, and searching for the conservation laws may give a way to direct qualitative solution of the boundary value problems formulated in the beginning of this Chapter and the earlier Author’s works. One can try to create this theory using a combination of the qualitative theory of the autonomous systems, the Lie and the non-local group symmetry approaches [56],[57], and the discrete Noether theorem [58] applied for the above-considered field-force line equations.

Although the qualitative analysis is performed here for a simple case, for which analytical solution is known, the idea can be used for computation of more geometrically complicated resonators and waveguides.

### 4.1.6 Applications of the Topological Approach for the Modeling of Microwave Components

In general, the resonators and waveguides can have rather complicated spatial shapes consisting of multiple sub-domains filled by air and dielectrics (Fig. 4.23). Very often, the initial study and modeling are in the obtaining of the eigenmodes of them and composition of equivalent circuits to model the excitation of these components. One of the approaches to the qualitative modeling of geometrically complicated waveguides and resonators was proposed in [41],[46],[48].
Consider the cross-section of a waveguiding structure shown in Fig. 4.23. It consists of several sub-domains of known geometry and magneto-dielectric filling. A qualitative study starts with the defining of the electric fields on the coupling slots or electric currents on the strips. Very often, a constant distribution of them is a pertinent initial approximation for both quantities. The value of the modal propagation constant or resonant frequency can be chosen according to a rough approximation taking into account the structural stability of field maps.

The next step in the modeling of waveguide is the calculation of the modes forming the topological schemes of the electric and magnetic fields and study of bifurcations of them. Then the defined sub-domain modes are substituted into stationary functionals, for instance, to calculate a more accurate propagation constant or resonant frequency. It is supposed that the stationary functionals would use a decreased number of sub-domain modes due to the preliminary performed physical analysis, and it provides faster calculations of the mentioned parameters of waveguides or resonators regarding to the conventional computations. This idea was proofed by qualitative analyses of the modes of several waveguides for 3-D hybrid integrations [22],[36],[46],[48],[50]. These technique and results are considered below.

4.1.6.1 Ridged Waveguide Model

The cross-section of this waveguide is shown in Fig. 4.24. The infinitely thin ridge allows for regulating the cut-off frequency of the fundamental mode.
This waveguide was studied in many papers, and one of them authored by Y. Utsumi [59] was chosen as a test one. In that paper, the waveguide with a ridge of a limited thickness is studied by a variational model. The cross-section of the ridged waveguide is divided into four sub-domains. Two of them are placed just under the ridge. The symmetry of cross-section allows for analyzing only a half of this waveguide that reduces the number of subdomain modes used in calculations. The propagation constant is derived using a stationary functional written for the transversal eigenvalue of this waveguide. The number of sub-domain modes varies within 20-200, and a good accuracy is reached in comparison with the experimental and theoretical data of other authors.

The goal of our study here is the development of a technique to obtain the stable, accurate, and reduced time-consuming models based on the topological analysis and application of the regularization methods.

At the difference to the above-mentioned paper, our ideas on the use of topological models are proofed using the integral equation method which is more
sensitive towards the quality of the field approximations, and it can serve as the worst case to test the proposed calculation technique.

An integral equation regarding to the slot electric field $e_x(x)$ obtained by the modal expansion method is written for the infinitely thin ridge:

$$\frac{\chi^2}{j \omega \mu_0 \mu_r} \sum_{m=0}^{\infty} \frac{2 - \delta_{0m} \cot \left( \frac{k_y^{(m)} b}{k_x^{(m)}} \right)}{a} \cos \left( \frac{k_x^{(m)} x}{k_x^{(m)}} \right) \int_s e_x(x') \cos \left( \frac{k_x^{(m)} x'}{k_x^{(m)}} \right) dx' = j_x(x) \quad (4.43)$$

where $k_x$ is the modal longitudinal propagation constant,

$$k_x^{(m)} = \frac{m\pi}{a}, \quad \chi^2 = k_0^2 \varepsilon_r \mu_r - k_z^2, \quad k_y^{(m)} = \sqrt{k_0^2 \varepsilon_r \mu_r - \left( k_x^{(m)} \right)^2 - k_z^2}, \quad \text{and} \quad j_x(x) \quad \text{is the electric current density on the ridge.}$$

Before the use of any numerical method to solve the integral equation, the nature of possible sensitivity towards the approximations should be studied preliminary. The equ. (4.43) is an integral equation of the first kind, and it can be highly sensitive towards the quality of approximations of the integral kernel, the unknown fields, and the modal parameters under the search. Additionally, the integral kernel is singular, and the modal expansions can have poor convergence. The transversal electric field component defined on the slot has a singularity at the edge of the ridge, and the simple field approximations, which do not take into account this effect, can cause the relative convergence, and the obtained modal propagation constant can be of poor accuracy in some cases.

This integral equation is solved using the Galerkin method and the approximation of unknown electric field $e_x(x)$ at the slot by a series of discrete functions:

$$e_x(x) \approx \sum_{n=1}^{N} \alpha_n u_n(x) \quad (4.44)$$

where

$$u_n(x) = \begin{cases} 1, & x \in (x_{n-1}, x_n) \\ 0, & x \notin (x_{n-1}, x_n) \end{cases} \quad (4.45)$$

The number of subdomain eigenmodes $M$ in (4.43) is chosen empirically, and usually $M \gg N$. Application of this method gives a homogeneous system of linear algebraic equations regarding to the unknown coefficients $\alpha_n$, and the determinant of this system gives us the dispersion equation which roots are the modal propagation constants.

Several geometries and frequencies were studied to establish the convergence and the use of the stabilization of the field-map topology for the developments of simple and numerically effective models of guiding structures. The modal wavelength $\lambda_g = 2\pi/k_z$ is calculated at several frequencies and geometries of the slot.

Initial results are with the use of the simplest approximation of the slot electric field $e_x(x), x \in (a-s, a)$ by a constant ($N=1$ in (4.44)), and the test calculations
are performed at $F=10$ and 14 GHz for a narrow slot $s=1.7$ mm. The difference between our numerical results and published Utsumi’s data [59] is within 0.34-0.53% for these frequencies.

Fig. 4.25 shows two couples of convergence curves, which are the dependencies of the relative difference $\Delta = 2\left(\frac{\lambda_s(M) - \lambda_s(M=101)}{\lambda_s(M) + \lambda_s(M=101)}\right)\%$ versus the number of subdomain modes $M$ in (4.43). The first of them numbered by 1 and 2 are for a narrow slot geometry ($s=1.7$ mm). Others (3 and 4) are calculated for a wide slot $s=4$ mm.

![Fig. 4.25 Relative error in calculation of the main mode wavelength versus number of subdomain modes. 1- $s=1.7$ mm, $F=10$ GHz; 2- $s=1.7$ mm, $F=14$ GHz; 3- $s=4$ mm, $F=10$ GHz; 4- $s=4$ mm, $F=14$ GHz. Geometry of line: $a=b=9.5$ mm.](image)

Although, the discrepancy between the initial approximation with $M=2$ and $M=101$ is no greater than several percent, the results are stabilized with $M>2-4$.

Interesting to notice that the electric field map topology stabilization occurs with $M=2$, i.e. only two modes $m=0,1$ of the field series with the improved convergence according to Lanczos technique allow for calculation of the map (Fig. 4.26) which is topologically equivalent to the converged field picture (Fig. 4.27, $M=101$).
Fig. 4.26 Electric field map of the main mode calculated using only two first sub-domain modes \((m=0.1)\) in the upper part of the waveguide cross-section. Geometry of cross-section: \(a \times b = 9.5 \times 9.5\) mm, \(s=1.7\) mm, \(\varepsilon_r = 1\), \(\mu_r = 1\), \(F = 10\) GHz.

Fig. 4.27 Electric field map of the main mode calculated using 101 modes in the upper part of the waveguide cross-section. Geometry of cross-section: \(a \times b = 9.5 \times 9.5\) mm, \(s=1.7\) mm, \(\varepsilon_r = 1\), \(\mu_r = 1\), \(F = 10\) GHz.
4.1 Topological Approach to the Theory of Boundary Value Problems

As was mentioned, in the case of the cavity field calculations, the modal series being not corrected by the Lanczos factors suffer from severe Gibbs effect. Anyway, calculations show synchronization of the modal wavelength and field topology convergence if the field map is calculated at areas, which are far from the slot. Practical recommendation is to follow the convergence of the modal field map calculated with the Lanczos technique and to define a proper truncation number $M_T$. For reliability of the data and its accuracy, this number can be increased by additional 1-3 sub-domains modes to provide stabilization of topology at any area of the cross-section.

Qualitative studies of the multi-domain waveguides and their modes relate to the theory of multi-composed dynamical systems, and special conditions should be specified at the boundaries between the sub-domains of the studied waveguides. Among them are the geometrical orientations of the field-force lines at the boundaries.

A waveguide can consist of multiple conductor and dielectric components, which shapes are cornered, and the field components are singular at their edges which are the knots of the electric field-force lines. In electromagnetism, the Meixner condition limits the field behavior close to the edges [60]. According to it, the energy density close to the edge is an integrable value:

$$\int |E|^2 dV < \infty, \int |H|^2 dV < \infty. \quad (4.46)$$

In addition, the flux of energy from an edge is zero. It leads to a certain type of the behavior of the fields and currents close to the edges. For example, in the integral equation (4.43), the probe function should be $e_s(x) \sim 1/\sqrt{x^2 - s^2}$.

In many cases, the simple slot field approximation $e_s(x) = \text{const}$ provides satisfying accuracy for calculation of modal propagation numbers. Unfortunately, on the field level, it leads to unphysical behavior of the field-force lines, as it is shown in Fig. 4.28 where, in spite of the symmetry of the geometry, the electric field lines cross the boundary instead being parallel to the slot plane. Besides, the ridge edge should play a role of a knot for the electric field-force lines. An additional study is required to control the violation of the energy conservation law in this case and its consequences. Thus, proper simulation of the field maps can serve a criterion for the waveguide and resonator modeling.

Better results are with the increase of the number of probe functions $N$. Usually, to obtain accurate results, the truncation numbers should be chosen as $M \gg N$, which makes the computations more time-consuming for the increased $N$. Unfortunately, the choice of $N$ comparable with $M$ or even less makes the calculations very unstable due to the nature of the mentioned integral equation of the 1st kind. For instance, Figs 4.29 and 4.30 illustrate this effect. The first picture shows stable calculations of the determinant $D(\lambda_s)$ of the system of linear algebraic equations obtained by the Galerkin method. A zero of this determinant is associated with the modal wavelength (given in millimeters below).
Fig. 4.28 Electric field map of the main mode calculated using only 101 modes in the upper part of the waveguide cross-section. Geometry of cross-section: \(a \times b = 9.5 \times 9.5\) mm, \(s = 4\) mm, \(\varepsilon_r = 1\), \(\mu_r = 1\), \(F = 10\) GHz.

Fig. 4.29 Stable results of calculations of the determinant \(D(\lambda)\) obtained for \(M > 10\) and \(N = 5\). Geometry of cross-section: \(a \times b = 9.5 \times 9.5\) mm, \(\varepsilon_r = 1\), \(\mu_r = 1\), \(F = 14\) GHz, \(s = 4\) mm.
Taking into account the goal of our study is the fast models, the truncation number \( M \) is decreased, and since \( M=3 \) and \( N=5 \) the calculations start to be unstable (Fig. 4.30) which is seen from the chaotical behavior of the curve \( D(\lambda) \).

![Fig. 4.30 Unstable calculations of the determinant \( D(\lambda) \) obtained for \( M = 3 \) and \( N = 5 \). Geometry of cross-section: \( a \times b = 9.5 \times 9.5 \) mm, \( \varepsilon_r = 1 \), \( \mu_r = 1 \), \( F = 14 \) GHz, \( s = 4 \) mm](image)

From the first point of view, this numerical instability prevents using the ideas of stabilization of topology to obtain the low-time consuming models of waveguides and transmission lines. A discussion of similar situation in the mode matching method occurred many years ago. It is found that a simple increase of the number of taken modes in the 1st order problems leads to destabilization of calculations in many cases, and the nature of these effect, similarly to the Gibbs phenomenon, is numerical [61]. Earlier, Mittra and Lee proposed stabilization of calculations by taking into account the edge singularity [62]. Additionally, they introduced an empirical criterion for proper choosing of the number of modes in different waveguides, which joint is the subject of calculations.

In 1993, Yang and Omar showed that preliminary analysis of the multiple rectangular aperture irises in a rectangular waveguide and excluding of the non-interacting modes allows for saving in more 50% of computer storage and reduction, down to about 25% of processor time [63].

An interesting paper on the study of interacting waveguide discontinuities was published by Gessel and Ciric in 1994 [64] where they showed that taking into account an increased number of any-type modes can destabilize calculations, and all modes should be analyzed together with the geometry of discontinuity to exclude
the non-interacting ones with the purpose to improve the convergence. Today it is concluded that the minimum number of modes is defined both by complicated interplay of the modeled geometry and by completely numerical effects, and proper problem formulation and adequate choosing of the method of the solution can decrease the complexity of calculations.

Additionally, different other regularization techniques can be applied to the integral equations of the first kind, including the Tikhonov’s and Lavrentiev’s methods \cite{65}, \cite{66}. The application of the last one to the modeling of the ridged waveguide is considered in \cite{22} and here in more details.

It was shown by M.M. Lavrentiev that an ill-posed problem could be substituted by an approximately equivalent one of the second kind:

\[
Au(x) - f(x) = 0 \rightarrow Au(x) - f(x) - \alpha u(x) = 0
\]  \hspace{1cm} (4.47)

where \(u(x)\) is the unknown function, \(A\) is the operator, \(f(x)\) is the known function, and \(\alpha\) is the regularization parameter. The regularized equation is less sensitive, and it allows for using the operator composed of essentially decreased number of spatial harmonics in (4.43). One of the serious questions is finding in a proper manner the value of the regularization parameter \(\alpha\) providing stabilization of calculations and acceptable accuracy.

Fig. 4.31 (compare Fig. 4.30) shows the results of calculation of the determinant \(D(\lambda_s)\) for the regularized according to (4.47) integral equation with the empirically found parameter \(\alpha = 0.35 \chi^2 / j\omega \epsilon_0 \mu_0 \mu_r\).

![Graph showing regularized dependence](image)

**Fig. 4.31** Regularized dependence \(D(\lambda_s)\) obtained for \(M = 3\) and \(N = 5\). Geometry of cross-section: \(a \times b = 9.5 \times 9.5\) mm; Permittivity \(\epsilon_r = 1\) and permeability \(\mu_r = 1\), \(f = 14\) GHz, \(s = 4\) mm.
4.1 Topological Approach to the Theory of Boundary Value Problems

It is seen that the Lavrentiev’s regularization allows for calculating the modal propagation constants even for the unstable cases when \( M < N \), as it was considered in [22]. Unfortunately, the empirically chosen regularization parameter \( \alpha \) allows to calculate the line with good accuracy only for this given geometry or nearby, and a proofed technique to calculate this coefficient should be used instead of this empirical approach. One of them is with the a priori technique, and the regularization parameter \( \alpha \) can be obtained analyzing the operator \( A \) and the errors in the unknown function \( e(x) \) approximations [67].

A posteriori technique is with a functional, which is equivalent to the integral equation, although some doubts on the effectiveness of this approach can be found in [67]:

\[
\int \left( (Ae_\alpha(x) - \alpha e_\alpha(x))^2 \right) dx. \tag{4.48}
\]

Minimization of (4.48) gives the needed parameter \( \alpha \), the unknown field coefficients \( a_n \), and the modal propagation coefficient \( k_z \).

For instance, an expression for \( \alpha \) can be found analytically from (4.48), and it can be substituted into (4.47) to which the Galerikin method can be applied. A system of regularized equations is

\[
\int \left( (Ae_\alpha(x) - \alpha e_\alpha(x))u_n(x) \right) dx = 0. \tag{4.49}
\]

This idea was proofed only in part for \( N=1 \) and \( M=2 \) in [22], and more study is required on this attractive technique to obtain fast models of components of microwave modules.

4.1.6.2 Some Other Waveguides and Components Studied Using the Topological Approach

Additionally to the ridged waveguide studied in the details to develop a topological technique for simulation of more complicated waveguiding structures, several transmission lines have been modeled using the above-mentioned ideas (Figs 5.4i-k, m, 5.7, 5.8 from Chapter 7).

All these lines were studied qualitatively when the electric fields on the slots modeled by constants. The initial values of propagation numbers were taken using ones from the lines of the geometries which are close to the studied waveguides. These obtained results on the field modeling were used for the developments of 3-D antennas, directional couplers, microwave sensors for the measurements of liquid dielectrics [68],[69], etc. Some results on applications of topological ideas to the developments of EM models of square-pad via-holes and shorted patch antennas confirmed by measurements are considered below in details.

4.1.6.3 Modeling of Square-pad Via-holes and Patch Antennas Using the Topological Approach\(^1\)

In electromagnetism, the most complicated problem is the analytical calculation of 3-D components. The above-considered topological approach is able to provide

\(^1\) Written together with M.J. Deen, N.K. Nikolova, and A. Rahal.
the approximate analytical or semi-analytical EM models of reduced complexity for some 3-D components, and it can be used to create effective models for EM software tools [50].

A couple of the examples of this kind are considered below, and the subject of the modeling is the square pad via-holes and shorted-patch microstrip antennas (Fig. 4.32).

4.1.6.3.1 Square-pad Via-holes
The analytical modeling of square-pad via-holes is a complicated task due to combination of cylindrical and square shapes (Fig. 4.32).

Fig. 4.32 Square-patch resonator [50]: (a)- Cross-section; (b)- Field matching scheme. Reprinted with permission of the IEEE, license # 2873190190705
Our model [50] is based on an approximation using the modes of a circular-pad via-hole and the modes of a square-patch planar resonator. Each modal field inside a square-pad via-hole is composed of the modal fields of the mentioned resonators if they have the same topology. Then the equivalent circuit parameters are calculated for these modes.

Initially, the modes of a circular-pad via-hole are calculated (see [50] and Section 7.4). They are different from each other by the angular \( n \), radial \( m \), and height \( k = 0 \) numbers and the field distribution along the corresponding directions. To calculate the resonant frequencies, a via-hole cavity is surrounded by a magnetic wall of a certain effective radius \( b_e \) which value is defined by the fringing field and modal number. It is calculated according to the empirical formulas:

\[
\begin{align*}
    b^{(nm0)} &= b + 0.553h, \quad n = 0, m = 1, \\
    b^{(nm0)} &= b + 0.450h \quad n \geq 1, m \geq 1.
\end{align*}
\] (4.50)

The segmentation of the grounded square-patch volume by two regular overlapping shapes, for which analytical solutions are available, is used. Solutions to problems involving arbitrary shapes have been constructed before by enclosing them in a regularly shaped housing, e.g. [70],[71]. There, an internal boundary is defined. It separates the regular shaped computational volume to two regions where the internal region contains the irregular shape. A numerical solution is found by mode matching or point matching at the internal boundary.

To obtain a system of fewer equations, an approach similar to the one proposed in [47]-[49] is used called as a topological method of the EM boundary problems. A physically based choice of matching subdomain eigenfunctions is made, which allows for the approximate analytical treatment of complicated boundary-value problems. This approach aims at finding the correlation between the map of the excited vector field and the excitation currents at the boundaries of the domain. It extends Poincare’s qualitative theory of ordinary differential equations [13] to the vector partial differential equations. Since the approach operates with field topologies, it is named the topological electromagnetic theory of boundary-value problems.

Following this topological theory, the grounded square-patch effective volume is divided by two subdomains. The subdomain \( V_1 \) has a circular form. The rest is represented by the corner subdomains \( V_2^{(i)} \), \( i = 1,...,4 \) (see Fig. 4.32). The housing volume \( V' \) is of a square shape and it does not contain the rod (Fig. 4.32b). In effect, it is a square microstrip resonator which is solved analytically for the electric field \( E'_z \) using the magnetic wall cavity representation [72]:

\[
E'_z = \sum_{l,p} B_{p0} \cos \left( \frac{l\pi x}{b_e} \right) \cos \left( \frac{p\pi y}{b_e} \right), \quad (x, y \in V').
\] (4.51)
Here, $B_{lp0}$ are the unknown normalized modal amplitudes; and $l$ and $p$ are the numbers of field variation in the $x$- and $y$-directions, respectively. The third zero index shows that we consider only $z$-invariant modes.

The eigenfunctions of the circular subdomain $V_1$ are the modes of the grounded circular patch $E_{\text{circ}}^{(1)}$ from [73] provided that the magnetic wall condition is valid on the internal effective boundary $S_{12}$. The field expansion for $E_{\text{circ}}^{(1)}$ is written as

$$E_{\text{circ}}^{(1)}(r, \phi) = \sum_{n,m} A_{nm} E_{nm}^{(1)}(r, \phi), \ (r, \phi) \in V_1$$

(4.52)

where $A_{nm}$ is the unknown normalized modal amplitude; and $n$ and $m$ are the numbers of the angular and radial field variations, respectively.

Next, the field in the square-patch corner regions $V_2^{(i)}$ is considered. Using (4.51) it can be approximated by the modal representation of the field of the square microstrip housing:

$$E_{\text{circ}}^{(1)}(x, y), \ (x, y) \text{ and } (r, \phi) \in V_2^{(i)}, \ i = 1, \ldots, 4.$$  

(4.53)

The eigenvalue equation is derived from the fields (4.52) and (4.53) as well as the boundary condition at $S_{12}$ (see Fig. 4.32b):

$$E_{\text{circ}}^{(1)}(r, \phi) - E_{\text{circ}}^{(1)}(r, \phi) + M_{\phi} = 0, \ (r, \phi) \in S_{12}$$

(4.54)

where $M_{\phi}$ is the fictitious magnetic current density component due to the step-wise change of the field at the boundary. Numerical solutions of (4.54) are possible using the method of moments. However, our goal is a semi-analytical approach, which avoids the solution of a large system of equations.

The equation in (4.54) is solved by point-matching properly chosen eigenfunctions in each subdomain. Consider the field given by the eigenfunctions with $V_l = (n, m, 0)$ in the grounded circular-patch cavity and $V_{lp} = (l, p, 0)$ in the square-patch cavity:

$$E_{lm}^{(1)}(r, \phi) = A_{nm} E_{nm}^{(1)}(r, \phi),$$

$$E_{lp}^{(1)}(r, \phi) = B_{lp0} \cos \left( \frac{l \pi x}{b_x} \right) \cos \left( \frac{p \pi y}{b_y} \right).$$

(4.55)
Fig. 4.33 Similarity of $E_z$ modal field maps of square-pad and circular-pad via-holes (a, c, e) and a square patch microstrip resonator (b, d, f). Reprinted with permission of the IEEE, license #2873190190705 (see [50])
The mode numbers \((n,m)\) of the grounded circular-patch cavity determine the modal field behavior of the grounded square-patch via-hole. The proper choice of matched eigenfunctions from each of the two subdomains is based on their similarity as illustrated by (Fig. 4.33a,c,e). There, the grey patterns correspond to positive values of the eigenfunctions and the white patterns correspond to their negative values. Similar modes of the grounded circular patch and the square patch have the same number of field variations along the angular and the radial variables (see Fig. 4.33b,d,f). For an efficient solution, the choice of eigenfunctions must ensure that the rotational symmetry of the modes of the square patch housing, which approximate the field in the corners, has to match the rotational symmetry of the grounded patch modes. Thus, once the numbers \(n\) and \(m\) of the cylindrical eigenfunction \(E_{z\text{ext}}^{(l)}\) are chosen, the eigenfunction numbers of the square microstrip housing \(l\) and \(p\) can be determined. For example, for \(n = 0\) and \(m = 1\) (corresponding to the eigenfunction \(E_{z\text{ext}}^{(l)}\)), the respective values of \(l\) and \(p\) are \(l = p = 0\) (Fig. 4.33b); for \(n = 1\) and \(m = 1\) (TM_{110} mode), \(l = 0\) and \(p = 1\) (Fig. 4.30d); for \(n = 2\) and \(m = 1\) (TM_{210} mode), \(l = 1\) and \(p = 1\) (Fig. 4.33f). The higher-mode similarity of the circular and square domains can be found in [74].

The point-matching solution of (4.54) uses a set of points \(P_{j}^{(n)}\) \(\left( j = 1, \ldots, N_{n} \right)\) for each mode with an \(n\)-dependence on the angular variable. These points are chosen where the normalized field magnitude \(|E_{z\text{ext}}^{(l)}(P_{j}^{(n)})|\) is equal to one, and the fictitious magnetic current density \(M_{\phi}\) is set to zero. Thus, the voltage \(U(P_{j}^{(n)})\) between the patch and the ground is

\[
U(P_{j}^{(n)}) = U_{\text{edge}} = \frac{h}{0} E_{z\text{ext}}^{(l)}(r_{j}, \phi_{j}) dz = \frac{h}{0} E_{z\text{ext}}^{(l)}(r_{j}, \phi_{j}) dz. \tag{4.56}
\]

To solve it for \(U(P_{j}^{(n)})\), at least one point is needed. The coefficients \(A_{nm0}\) and \(B_{lp0}\) in (4.55) are found from \(U(P_{j}^{(n)})\): \(\text{edge}\)

\[
A_{nm0} = \frac{U(P_{j}^{(n)})}{hE_{z\text{ext}}^{(l)}(r_{j}, \phi_{j})}, \quad B_{lp0} = \frac{U(P_{j}^{(n)})}{h \cos \left( \frac{l\pi x_{j}}{b_{e}} \right) \cos \left( \frac{p\pi y_{j}}{b_{e}} \right)}. \tag{4.57}
\]

Finally, \(A_{nm0}\) and \(B_{lp0}\) are used to calculate the equivalent modal capacitance of the grounded square-patch resonator \(C_{sq}^{(nm0)}\) [72]:

\[
C_{sq}^{(nm0)} = 2W_{e_{q}} \left[ U(P_{j}^{(n)}) \right]^{2}. \tag{4.58}
\]
where $W_{e_{sq}}^{(nm0)}$ is the electric energy stored in the volume of the grounded square patch. The capacitance $C_{sq}^{(nm0)}$ is written as a sum of two terms, which use the energy stored in the circular subdomain $W_{e_{cir}}^{(nm0)}$ and the corner subdomains $W_{e_{corner}}^{(lp)}$:

$$C_{sq}^{(nm0)} = \frac{2W_{e_{cir}}^{(nm0)}}{(U(P_j^{(n)}))^2} + \frac{2W_{e_{corner}}^{(lp)}}{(U(P_j^{(n)}))^2} = C_{cir}^{(nm0)} + \frac{2W_{e_{corner}}^{(lp)}}{(U(P_j^{(n)}))^2}. \quad (4.59)$$

The modal field distribution and, therefore, the energy $W_{e_{cir}}^{(nm0)}$ are those corresponding to the magnetic-wall cavity solution in the circular region. The second term, associated with $W_{e_{corner}}^{(lp)}$, is computed using $E_z^{(l)}$ in (4.55) and $B_p^{(l)}$ in (4.57). Note that the energy is proportional to $[U(P_j^{(j)})]^2$ because the modal coefficients are expressed according to (4.57). Thus, the modal voltage $U(P_j^{(n)})$ is only an auxiliary variable, which is set equal to one.

The modal resonant frequency $\omega_{nm0}$ is computed using the modal inductance $L_{sq}^{(nm0)}$. The magnetic energy associated with the rod current is concentrated near the rod, and the portion in the corner volumes is negligible. Thus, the overall inductance of the grounded square patch $L_{sq}^{(nm0)}$ is approximated with the grounded circular patch modal inductance $L_{cir}^{(nm0)}$, i.e., $L_{sq}^{(nm0)} \approx L_{cir}^{(nm0)}$ [73]. With this approximation, the modal resonant frequency is calculated as

$$\omega_{nm0} = \left( C_{cir}^{(nm0)} + \frac{2W_{e_{corner}}^{(lp1)}}{(U(P_j^{(n)}))^2} \right)^{-1/2} L_{cir}^{(nm0)}. \quad (4.60)$$

To validate our model, an experimental kit is manufactured (Fig. 4.34) where the square-pad via holes are excited through a capacitive gap.

Comparison of the results are shown in [50] for three geometries of the square-pad via holes and good correspondence of measurements and calculations is found with he error which is no more than 2\%.
It is seen the negligible difference between the experimental and theoretical data. Additionally, our results (solid lines) were compared with the ones derived by the Agilent Momentum (squares) simulations, and these both results are shown in Fig. 4.35.

Using Momentum, the resonant frequencies are obtained by analysing the resonant curves of isolated via-holes excited by a microstrip capacitively coupled to the modeled component. It is seen a good correspondence between the simulations shown in Fig. 4.35.
4.1.6.3.2 Shorted Square and Rectangular Patch Antennas

Shorted patch antennas are widely used in microwaves [75]-[82]. Shortening allows to decrease the antenna size due to the additional inductance provided by shortening rod inductance [75],[76]. The position of this rod allows regulating of the input impedance of antennas. The square patches are used for circularly polarised antennas fed by two input signals with 90° phase shift.

Rectangular shorted patches are more widely used than the square ones. The geometry of a shorted rectangular patch is shown in Fig. 4.36.

Our approach allows us to model such a component. First, an elliptical shorted patch cavity can be solved semi-analytically. The method of the solution is similar to [83] where a circular-elliptical waveguide is considered. In contrast to the solutions in [83], the eigenfunctions of our cavity satisfy the magnetic wall condition at the elliptical boundary with the effective extension (4.50). This yields the eigenmodes expressed in terms of the Mathieu functions and allows for the computation of the modal capacitance and inductance. Then the elliptical modes are matched with the eigenfunctions of the rectangular housing, which has the same class of spatial symmetry. Subsequently, the modal resonant frequency can be computed similarly to (4.60).
For the special case of a centrally shorted rectangular patch whose geometry is close to a square (~20%), a simplified approach was developed for the calculation of the fundamental mode resonant frequency, which is based on the perturbation theory.

Such a rectangular patch is regarded as a square one with slightly extended sides (Fig. 4.37). In addition to the corner capacitances found according to (4.59), an extension capacitance \( C_{\text{ext}} \) is calculated assuming a constant electric field at the extensions. The extension inductance is ignored. Then the fundamental mode resonant frequency is computed as

\[
\omega_{\text{res}}^{(\text{rect})} = \left[ \left( C_{\text{cir}}^{(010)} + 2 C_{\text{ext}} + \frac{2 W^{(000)}}{U(P_j^{(n)})^2} \right) L_{\text{cir}}^{(010)} \right]^{-\frac{1}{2}}. \quad (4.61)
\]

where

\[
C_{\text{ext}} = \frac{1}{2} \frac{\varepsilon_0 \varepsilon_r}{h} (L-W)(W+1.106h). \quad (4.62)
\]

Our model allows for the computation of the resonant frequencies of rectangular shorted patches if their shapes differ slightly (~20%) from a square. This approximation was verified by the analysis of the shorted patch antenna from [76]. Its geometry corresponds to that in Fig. 4.37. The shorting post with the radius \( a=0.5 \) mm is placed at the center of the patch whose parameters are: length \( L=16 \) mm, and width \( W=13 \) mm (\( L/W = 1.3 \)). The substrate height is \( h=0.8 \) mm and its
permittivity is $\varepsilon_r = 2.68$. Our results are in good agreement with the measurements provided in [76] and the data derived with IE3D and Momentum with the difference which is no more than 5%. More comparisons are from Fig. 4.38 where our simulations (solid curves) with the Momentum and IE3D are shown.

**Fig. 4.37** Centrally shorted rectangular patch and the fundamental mode equivalent circuit [50]. Reprinted with permission of the IEEE, license # 2873190848584

**Fig. 4.38** Resonant frequency of the TM_{000} mode versus the side length $2b$ of a shorted square-patch resonator [50]: Solid curves – our model; Circles – Momentum; Triangles – IE3D; Curve 1 – $\varepsilon_r = 5$, $h = 0.631\,\text{mm}$, $a = 0.5\,\text{mm}$; Curve 2 – $\varepsilon_r = 9.9$, $h = 0.631\,\text{mm}$, $a = 0.5\,\text{mm}$. Reprinted with permission of the IEEE, license # 2873191334118
4.2 Topological Analysis of the Time-dependent EM Field

Previous analysis is with the time-harmonic electric and magnetic fields, and the considered field maps are given for any arbitrary moment of time. They are calculated using the real or imaginary parts of fields written using the phasor notation. Each force line is considered a trajectory of elementary electric or magnetic charge moving in the corresponding time-independent field and their equations are the autonomous dynamical systems:

$$\frac{dr_{e,h}}{ds_{e,h}} = \Re\left[\mathbf{E}(\mathbf{r}_e),\mathbf{H}(\mathbf{r}_h)\right].$$  \hspace{1cm} (4.63)\]

where \( s_{e,h} \) are the parametrical variables. Introducing the particle time \( t_e \) or \( t_h \) the equations (4.63) are rewritten as

$$\frac{dr_{e,h}}{dt_{e,h}} = \Re\left[\frac{\partial \mathbf{E}(\mathbf{r}_e)}{\partial t_e},\frac{\partial \mathbf{H}(\mathbf{r}_h)}{\partial t_h}\right].$$ \hspace{1cm} (4.64)\]

In the case of static or time-harmonic fields, \( ds_e/dt_e = \text{const} \) and \( ds_h/dt_h = \text{const} \). These fields are studied by topological means, and the first results (1988) on topological analysis of EM fields and solutions of boundary value problems are from [20]-[22], for instance.

If the fields are transient, the phasor notations are not used, and then the equations (4.64) are the nonautonomous ones:

$$\frac{dr_{e,h}}{dt_{e,h}} = \Re\left[\frac{\partial \mathbf{E}(\mathbf{r}_e,t_e)}{\partial t_e},\frac{\partial \mathbf{H}(\mathbf{r}_h,t_h)}{\partial t_h}\right].$$ \hspace{1cm} (4.65)\]

These equations can be transformed into an autonomous system by the price of the system dimension, as it is considered in [13],[84]:

$$\frac{dr_{e,h}}{d\tau_{e,h}} = \Re\left[\frac{\partial \mathbf{E}(\mathbf{r}_e,\tau_e)}{\partial \tau_e},\frac{\partial \mathbf{H}(\mathbf{r}_h,\tau_h)}{\partial \tau_h}\right],$$

$$\frac{d\tau_{e,h}}{dt_{e,h}} = 1.$$ \hspace{1cm} (4.66)\]

where \( \tau \) is a new quasi-spatial variable. Unfortunately, according to the best knowledge of the Author, this system or a similar one, given for the time-dependent EM fields, has not been studied, although some ideas were proposed on the modulation of the 4-D phase of this system [84]. Some results on the visualization of radiated time-dependent fields can be found in papers on antennas, for instance [16],[18],[19].

To develop a topological theory of transient EM fields, the results of research performed in the area of general steady and time-dependent vector fields and their
visualizations by topological means can be used [23]-[26],[85]-[98]. Taking into account the importance of this approach for the creation of a topological theory of the EM initial-boundary problems, a short review of the above-cited papers is given below.

The techniques, developed for study of steady vector fields, are important in this case, and the plane fields are the most studied. As was mentioned, they are described by autonomous 2-D dynamical systems, and since the Andronov’s time [13], the visualization tools have been developed, including the software on the automatic composition of topological schemes of vector fields [23]-[26]. It is mentioned on the essential reducing of the analysis time of vector fields described using topological means.

Topological structures of 3-D vector fields have been less studied even now. Some interesting results are from [14],[15],[26],[87],[88], but, again, the qualitative theory of them touches the equilibrium points, separatrices and topological charts as was mentioned earlier in this Chapter. Very often, in this case, the separatrices are represented by surfaces, which hide each other, and the attractiveness of the topological schemes for visual analysis of topologically rich fields starts to be poor. In this case, the vector surfaces can be represented by several separatrix curves called the saddle connectors [87],[88]. Additionally, it allows decreasing the required memory required for representations of multiple surfaces of separatrices.

Non-stationary vector field visualization and the field topological analysis is still a challenging problem. The ideas can be borrowed from the general theory of differential equations and hydrodynamics where the stream, path, and streak lines are used to describe a flow or motion of an individual particle. Following to [88], for instance, consider the mathematical apparatus used to simulate the vector fields and to calculate the components of the field’s topological schemes or skeletons.

The streamlines are described by a dynamic system at any fixed moment of time $t_0$:

$$\frac{d\mathbf{r}(\tau)}{d\tau} = \mathbf{v}(\mathbf{r}(\tau),t_0). \quad (4.67)$$

where $\mathbf{v}$ is the time-dependent vector field and $\tau$ is the particle self-time. To find the time dependence of the field maps, they should be calculated for a time series and the dependence of topological schemes on the time parameter $t_0$ can be studied as the parametrical bifurcations of the field maps.

Additionally, the non-steady flows can be described by the path lines, which are the trajectories of a massless particle in a vector field, and their equation is:

$$\frac{d\mathbf{r}}{dt} = \mathbf{v}(\mathbf{r}(t),t). \quad (4.68)$$

It is transformed to an autonomous system of equations of increased dimension and some methods of qualitative study can be applied.
\[ \frac{dr}{dt} = v(r(t), t) \]  
\[ \frac{dt}{dt} = 1. \]  

(4.69)

The equations (4.68) and (4.69) correspond to the EM ones (4.65) and (4.66), respectively. The equations (4.65) and (4.69) have no zeroes of equilibrium points, and the known methods of qualitative study of dynamical systems are not applied in this case.

The equation (4.68) is transformed to a 4-D autonomous one for which the conventional topological study is applicable. The derived vector quantity is called the feature flow field \( f(x, y, z, t) \), and its streamline equation is [23]

\[ \frac{d}{dt} \begin{pmatrix} x \\ y \\ z \\ t \end{pmatrix} = f(x, y, z, t) \begin{pmatrix} \det(v_y, v_z, v_t) \\ \det(v_z, v_x, v_t) \\ \det(v_x, v_y, v_t) \end{pmatrix} \]  

\[ \text{(4.70)} \]

where \( v_{x,y,z,t} \) are the corresponding derivatives of vector \( v \). The feature flow field allows tracking the equilibrium points of the time-dependent field \( v \), but the separatrices and their time-evolutions cannot be calculated by this technique. For the electric and magnetic fields, the similar feature flow equations can be composed if they are differentiable.

The topological analysis of the considered equations is to calculate the equilibrium points, separatrices, and other elements and to compose the topological schemes and their bifurcations depending on the given parameters. The next important is the visualization of these 3-D or 4-D objects, and the developments of the analyzing techniques for this topologically organized data. For instance, the field maps can be sliced in time, and the equilibrium points of each slice are connected to each other. These tracking technique gives clear representation of the time-related bifurcation if the dynamical systems (4.65) and (4.68) are studied [94]. Similar techniques on tracking topology elements of scalar potential maps are used in [96].

Unfortunately, in the non-stationary electromagnetism, no any systematic topological study has been developed, according to the best knowledge of the Author, and such a research is in the near-future plans of the Author’s group. Additionally to the topological study of non-stationary fields, an interest is in the development of a topological theory of the initial-boundary problems. Topology should not only help in analyses, but in the creation of more effective analytical and numerical methods of field computations, similarly as it has been done partly for the problems of the harmonic EM fields in this book.
4.3 Topological Theory of the EM Field with the Differential Forms

Previous treatment of boundary value problems was based on the representation of fields by vectors and the Maxwell equations in their metric form. The spatial characteristics, which are independent on the geometry, are derived analyzing the field metric-dependent field-force line maps. As was mentioned, this approach was considered as a complementary tool to the known analytical and numerical EM methods.

Another approach dealing with the topological representations of the field quantities and geometrical relations of them was developed by applications of the external differential forms, which theory was proposed by Grassmann in the 19th Century. It was applied to electromagnetism by G. A. Deshamps [29], D. Baldomir and P. Hammond [30], I.V. Lindell [31], P.W. Gross and P.R. Kotigua [32], F. H. Hehl, F.H. Hehl and Yu. Obukhov [33], W.L. Engl [99], K.F. Warnik and co-authors [100], R.M. Kiehn [101], D.H. Delphenich [102], et al.

The idea consists in representation of the EM quantities by the differential forms, which are the generalization of vectors. Consider the Maxwell equations in their integral form:

\[
\oint_L \mathbf{H} \cdot dl = \frac{d}{dt} \int_S \mathbf{D} \cdot ds + \int_S \mathbf{J} \cdot ds,
\]

\[
\oint_L \mathbf{E} \cdot dl = -\frac{d}{dt} \int_S \mathbf{B} \cdot ds,
\]

\[
\oint_\sigma \mathbf{D} \cdot d\sigma = \int_V \rho dv,
\]

\[
\oint_\sigma \mathbf{B} d\sigma = 0
\]

where \( S \) is a surface inside a closed curve \( L \), and \( V \) is a volume inside a closed surface \( \sigma \). Formally, these integral relations do not depend on the coordinate system, and they can be re-written at each point of space. For this, one can consider \( A = \mathbf{E}dl \) and re-write this expression through the components which are parallel to the ones of the vector \( dl \) at the given point:

\[
\mathbf{E} = e_1 dx + e_2 dy + e_3 dz.
\]

Then \( e_{1,2,3} \) do not depend on the global system of coordinates, and they can be considered as of the topological origin. The product of integration \( \mathbf{E} \) depends on the value of \( \mathbf{E} \) at each point, and it can be shown by a surface in 3-D space. In the case of static electric field, \( \mathbf{E} \) corresponds to an equipotential surface described by its tangential vectors. It means that a field-force line is substituted by an equivalent infinitesimally small surface with its tangential vectors.
An arbitrary expression $E = e_1 dx + e_2 dy + e_3 dz$ is a 1-form, and $e_{1,2,3}$ are its components. Similarly, a 1-form for magnetic field intensity is introduced: $H = h_1 dx + h_2 dy + h_3 dz$.

The vectors $\mathbf{B}$ and $\mathbf{D}$ are represented by 2-forms because they are integrated over the oriented infinitesimal surfaces $ds$ or $d\sigma$:

$$B = b_1 dx \wedge dz + b_2 dz \wedge dy + b_3 dx \wedge dy,$$
$$D = d_1 dx \wedge dz + d_2 dz \wedge dy + d_3 dx \wedge dy.$$  \hspace{1cm} (4.73)

The used wedge products allow to reflect that the surfaces $ds$ or $d\sigma$ are oriented, and the product of a vector and an oriented surface has a certain sign which depends on the mutual orientation of this vector and surface. Due to that, the wedge or exterior product is defined as an antisymmetric value which sign depends on the order of composing components. Then the 2-forms, similarly to 1-forms, have a certain direction in space. The 2-form for current $\mathbf{J}$ is defined as:

$$J = j_1 dx \wedge dz + j_2 dz \wedge dy + j_3 dx \wedge dy.$$  \hspace{1cm} (4.74)

Additionally, the full charge $Q$ is represented by its 3-form:

$$Q = \rho dx dy dz.$$  \hspace{1cm} (4.75)

To all considered quantities, certain geometrical shapes can be put into correspondence. For instance, the field intensity forms correspond to the surfaces, field flux quantities are visualized by tubes, and 3-forms of charges and currents correspond to boxes or equivalent spheres. It means that the EM field has certain global topology independently on its origin. The Maxwell equations should define the correspondence of these topological quantities. There are two ideas. First of them is to establish these relations by a metric-independent way, and the derived relations are the topological Maxwell equations. Some ideas on it were proposed by Delphenich in [102].

Another way to write the Maxwell equations is to use an external derivation operator $\widetilde{\partial}$:

$$\widetilde{\partial} \equiv \frac{\partial}{\partial x} dx + \frac{\partial}{\partial y} dy + \frac{\partial}{\partial z} dz.$$  \hspace{1cm} (4.76)

This operator maps a $n$-form to a $(n+1)$-form.

Finally, the Maxwell equations in their topological form are:

$$\text{d}H = \frac{\partial}{\partial t} D + J,$$
$$\text{d}E = -\frac{\partial}{\partial t} B,$$
$$\text{d}D = Q, \quad D = \varepsilon_0 \circ E,$$
$$\text{d}B = 0, \quad B = \mu_0 \circ H.$$  \hspace{1cm} (4.77)
Additional to the Maxwell equations, the wave ones can be written using the differential forms [31]. The boundary conditions for differential forms are considered in many books and papers, and the boundary value problems formulated for the Maxwell equations and the wave ones [31],[33],[100]. Unfortunately, the analytical power of this theory on calculation of parameters of EM components has not been demonstrated in full, yet.

The Maxwell equations, written for the medium with the memory, are described by fractional differential forms in [103]. The variational functionals written regarding to the differential forms and some computational aspects are considered in [32]. The use of differential forms for creation of highly versatile computational EM codes is considered in [32],[104],[105]. In [106], it is communicated on the created code FEMSTER- an object class library of discrete differential forms. The used in this software apparatus allows to write the EM equations in an elegant way and to use the same formulation for the time-dependent and the static Maxwell equations. Differential geometry allows using in a simple way the finite element of arbitrary order and it reduces the required memory usage and simulation time. For instance, the differential forms allow in a simple way to describe the propagation of EM waves in the metamaterials with continuous transformation of the EM metric. These materials are prospective for the EM cloak blueprints, and one application and theory are described in [107] where the reflection-less waveguide bends are simulated using the differential form formalism and an FTDT method.

Concluding this short review on the applications of differential forms in electromagnetism, it is necessary to state that the potential of this theory is rather far from to be used in full, and more research is required in spite of several decades have been passed since the first publications on this and related topics.

4.4 Topological Electromagnetism of Open-space Radiated Field

Another theory, origin of which related to 1989, is the topological electromagnetism of A. F. Ranada who put into the correspondence to the magnetic and electric field-force lines the level curves of a pair of complex scalar fields $\phi$ and $\theta$, respectively [108]. The EM equations regarding to these complex fields $\phi$ and $\theta$ are nonlinear, and the standard Maxwell equations are the linearization of them by change of variables.

In this theory, the EM field, namely, the dual Faraday tensors $F_{\mu \nu}$ and $G_{\mu \nu}$ are expressed through these complex scalar functions as

$$F_{\mu \nu} = \frac{\sqrt{a}}{2\pi j} \frac{\partial \phi \partial_v \phi - \partial_v \phi \partial_\mu \phi}{\left(1 + \phi \phi \right)^2},$$

(4.78)
\[ G_{\mu\nu} = \frac{\sqrt{a}}{2\pi j} \frac{\partial_{\mu} \theta^* \partial_{\nu} \theta - \partial_{\nu} \theta^* \partial_{\mu} \theta}{(1 + \theta^* \theta)^2} \]  
(4.79)

where \(a\) is a constant to adjust the dimensions for the EM field. The duality of these tensors are expressed as

\[ G_{\mu\nu} = \frac{1}{2} \varepsilon_{\mu\nu\alpha\beta} F^{\alpha\beta}, \quad F_{\mu\nu} = -\frac{1}{2} \varepsilon_{\mu\nu\alpha\beta} G^{\alpha\beta} \]  
(4.80)

where \(\varepsilon_{\mu\nu\alpha\beta}\) is the Levi-Civita symbol.

It was shown that if these tensors satisfy two first Maxwell equations

\[ \varepsilon^{\alpha\beta\gamma\delta} \partial_{\beta} F_{\gamma\delta} = 0, \quad \varepsilon^{\alpha\beta\gamma\delta} \partial_{\beta} G_{\gamma\delta} = 0 \]  
(4.81)

and two second ones:

\[ \partial_{\alpha} F^{\alpha\beta} = 0, \quad \partial_{\alpha} G^{\alpha\beta} = 0, \]  
(4.82)

and the fields are orthogonal to each other \((E \cdot B) = 0\), then the complex functions \(\phi\) and \(\theta\) are dual:

\[ ^*\phi \partial^* \sigma = -\theta^* \partial^* \sigma \]  
(4.83)

where \(\partial^* \sigma\) the are 2-form on the complex surface. It is seen that the relations between \(\phi\) and \(\theta\) is the non-metric one, and some interesting consequences can be found from this fact.

To find the complex scalar functions \(\phi\) and \(\theta\), an action integral should be written expressed through the tensors \(F_{\mu\nu}\) and \(G_{\mu\nu}\):

\[ I = -\frac{1}{4} \int \left[ F(\phi) \circ^* F(\phi) + F(\theta) \circ^* F(\theta) \right] \]  
(4.84)

where \(F(\phi) = -\sqrt{a \phi^* \partial^* \sigma}, \quad *F(\phi) = \sqrt{a \theta^* \partial^* \sigma}, \quad F(\theta) = -\sqrt{a \theta^* \partial^* \sigma}, \quad *F(\theta) = \sqrt{a \phi^* \partial^* \sigma}\). Its first variation gives, in general, the nonlinear equations regarding \(\phi\) and \(\theta\). It was found that (4.84) has multiple solutions discretely different from each other, and this difference is in spatial shapes of the family of the field-force lines. A particular solution of (4.84) is given below [109]:
\begin{align*}
\mathbf{B}_{n=1}(\mathbf{r},t) &= \frac{\sqrt{\alpha}}{2\pi j(1+\phi^*)^2} \nabla \phi \times \nabla \phi^*, \\
\mathbf{E}_{n=1}(\mathbf{r},t) &= \frac{\sqrt{\alpha}}{2\pi j(1+\theta^*)^2} \nabla \theta^* \times \nabla \theta, \\
\phi_{n=1} &= \frac{(AX-TZ) + j(AY + T(A-1))}{(AZ + TX) + j(A(A-1)-TY)}, \\
\theta_{n=1} &= \frac{(AY - T(A-1)) + j(AZ + TX)}{(AX - TZ) + j(A(A-1)-TY)}
\end{align*}

(4.85)

where \( X, Y, Z, T \) are the normalized coordinates, \( A = \left( R^2 - T^2 + 1 \right)^{1/2} \), and

\[ R = \sqrt{X^2 + Y^2 + Z^2}. \]

These solutions can be labeled by a topological constant \( n \), and it is a linking number of the electric and magnetic field-force lines. It was found that the field-force lines of the radiated field compose the EM knots, and the time evolution does not change the linking number, i.e. a 3-D package is moving preserving the spatial topology of its field-force lines.

This curious feature of the radiated fields can be used to the confining and movement of matter. For instance, in [110], it is studied the confining plasma by knots of the electric field-force line and the plasma stream lines. Different aspects of the linked and knotted beams of light and their evolutions in the space-time are studied in [111] where it is noticed on the future of these EM field configurations for trapping of atomic and colloidal particle matter.

Recently, a paper of F. Tamburiny and his colleagues has been published where two-channel communication by the field impulses of different topologies was realized through open space [112].

It follows that the ideas of topology, after more than 30 years of the research started to be realized in practice: from the solutions of the boundary problems of electromagnetism to telecommunications and computing, and this topic will be considered in the details in Chpt. 10.
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5 Technologies for Microwave and High-speed Electronics

Abstract. This Chapter is an introductory review on the contemporary technologies of manufacturing of microwave and millimeter-wave integrated circuits and their packaging. Among them are the RF and microwave laminated printed circuit boards, microwave hybrid integrated circuits, and monolithic integrations. Some attention is paid to 3-D integrations realized by different technologies. This review allows for better understanding the typical geometries of integrated circuits which is important for EM engineers and designers. References -109. Figures -19. Pages -34.

Although this book is mainly on the applications of theoretical methods to the simulation and design of components and systems, the today’s EM engineers need knowledge on contemporary possibilities of technology of manufacturing of RF, microwave and millimeter-wave integrations. This Chapter provides only the elementary basic information on them. For further reading, some books relating to these technologies can be interesting [1]-[22]. The history of microwave technology is considered in [17]-[20]. The technologies and components of nano-CMOS and future nano-IC electronics are highlighted in [22]-[25], for instance.

5.1 RF Printed Circuit Boards

The printed circuit board (PCB) technology, which had been developed before the World War II, was the first step towards the integrated electronics, and it was for manufacturing of military hardware of improved characteristics. Soon, the technology started to be very popular in civilian radio and TV hardware because it allowed for automatization of manufacturing process with the essential decrease of the handwork amount.

In the 50s, the developments of compact on-board radars stimulated the work on the design of microwave PCBs, and the studies of printed strip and microstrip lines were performed [11]. It was found the criticality of loss of the used PCB materials and poor accuracy of the used at that moment technologies.

Today a commercially attractive RF PCB material is the FR-4 [3],[5],[10] with \( \varepsilon_r \approx 4.3 - 4.8 \) and \( \tan \delta \approx 0.017 - 0.02 \). A PCB layer consists of a woven glass fiber material, which is impinging into an organic resin. The surfaces of a dried
FR-4 sheet are covered by glue and two copper layers of the 10-50-µm thickness. This metalized laminate or core layer is then pressed and dried in a vacuum chamber. It allows avoiding the air bubbles between the dielectric surface and the copper layer. Then copper can be patterned using the photolithography according to the designer needs.

Additional sheet of dielectric is called clad, and it is embedded between two core layers. An exploded view of a PCB stack is shown in Fig. 5.1 where some layers are used for artworks, and a couple of them are for grounding and power distribution.

![Exploded view of a PCB stack](image)

Fig. 5.1 Exploded view of a PCB stack

The via-holes, providing vertical interconnectivity, are manufactured using the mechanical, laser, or chemical etching [21]. Copper covers the walls of via-holes or fills them in full. The outer copper layers can be golden to prevent the copper’s oxidation and caused by this degradation of the interconnect parameters. Several patterned layers are glued to each other, pressed, and fired in a vacuum chamber. Then these PCBs are populated by discrete components and microchips. Today this technology is highly automatized starting with the computer-aided design of PCBs and the following generation of codes for manufacturing of boards and populations of them by discrete components. The cost of PCBs is low, and this commercially attractive technology is used for many needs, including the wireless telecommunications. It is interesting to notice that the FR4 boards can be micromachined, and the limped components, microcircuits, optical cables are embedded inside the PCB cores, which makes the boards more miniature and stacked in the vertical direction [26].
In microwaves, the main problem is with the increased loss of the FR-4 material and poor accuracy of interconnects. This technology has been adapted to high-frequency needs using better microwave dielectrics, which are considered below, in the Section 5.9.4. For instance, such a laminated material as the liquid crystal polymer (LCP) allows for working in frequencies over 100 GHz if the accuracy of used patterning technology is pertinent enough [27].

5.2 Microwave Hybrid ICs

The microwave hybrid ICs were started to be developed in the 50s of the last Century using the achievements of the low-frequency PCB technology [11]. These circuits integrate the distributed components which size is comparable with the wavelength, and the discrete or chip elements as the capacitors, resistors, inductors, semiconductors, and/or microchips, and this is the reason of the name of this technology.

The substrate material is a low-loss dielectric which permittivity is highly controllable and stable in time and regarding to the temperature variations. The laminated microwave materials and ceramics can be used in microwave hybrid integrations. The manufacturing of the microwave ICs based on the laminated materials is similar with the PCB process with only the increased requirements towards the geometry accuracy.

One of the technologies used with the ceramics, and, particularly, with the Alumina \( \text{Al}_2\text{O}_3 \) substrates, is the thin-film technology [12]. The cross section of a microstrip line manufactured using this technology is shown in Fig. 5.2.

![Fig. 5.2 Cross-section of a thin-film microstrip. 1- Ni/Cr layer; 2- Copper; 3- Gold](image-url)

Initially, a substrate of Alumina consisting of 96-99.5% \( \text{Al}_2\text{O}_4 \) \( (\varepsilon_r \approx 9.6 - 10.1, \tan \delta \approx 0.00015) \) is manufactured. At millimeter-waves, other low-loss materials can be used with this technology, and one of them is the fused quartz.
Both surfaces of this sheet are well polished to avoid the unwanted roughness. A thin (100-200 nm) layer (1) of Cr/Ni is deposited in a vacuum chamber through a photomask on the surfaces of this substrate (Fig. 5.2). This layer has the increased adhesion to the ceramic. Then a copper layer (3-7 µm) is electroplated on these Cr/Ni spots (2), and they are covered by gold (3), which thickness is about of 1-2 µm that prevents the oxidation of copper. The surface of gold is polished to avoid the additional electron scattering increasing the conductor loss at microwaves. Usually, this technology has limitations on the minimal size of conductors and on the space between them (several tens of microns). Additionally to conductors, this technology allows for thin-film resistors deposited in vacuum chamber.

The manufactured plates are visually and electrically controlled, and they are populated by discrete components and microchips. The manufactured ICs are installed into a metallic box or its shielded section to avoid the EM cross talks.

5.3 Ceramic Thick-film Technologies

The above-described thin-film technology is rather expensive due to using the vacuum equipment and the electroplating. Thick film technology is with the screen-printing of conducting, resistive, and isolation materials in a paste form onto a ceramic substrate [3],[13]. The printed pasta is fired composing a conductor strip, and the firing temperature depends on the used materials. For instance, the conductors made of Mo, MoMn, and W particles need the firing temperature about of 1600°-1800° C. The low-firing temperature pastes are composed of Au, Ag, and Cu, and they are fired at 850°C. The thickness of fired conductors is about of 10-12 µm with the tendency to be reduced further. One of the disadvantages of this technology is with the multiple printing steps and firings. They are avoided in the High Temperature Cofired Ceramic (HTCC) technology when the conductor layers and the multi-layered ceramic plates are fired together at 1600°-1800° C making a 3-D module with the embedded interconnects, capacitors, inductors, and distributed passive components, excepting the resistors.

Taking into account the high cost of this technology and limited choice of materials used for interconnects and passive components, it has been modified to a new one called the Low Temperature Cofired Ceramic or LTCC. It requires lower firing temperatures due to the used glass-ceramic powders for the substrates and well-conducting metals as Ag, Au, Cu, or even the silver-coated copper particles for conductors.

A typical technology flow described here after the DuPont™ GreenTape™ one (www.dupont.com/mcm) is in preparation of a “green” substrate tape consisting of ceramic/glass particles and an organic binder. This tape is blanked into a multiple sheets marked by registration pins. According to the design file, the plates are mechanically punched to make the via-holes connecting the components placed on different layers. After optical inspection, these holes are filled by a conducting paste, and the substrate is dried.

The next technological step is with the printing of conductors through the screens manufactured according to a design file. A screen is pressed to the sheet surface, and a conducting paste, consisting of metal particles and a semi-liquid
organic binder, fills the empty holes of the screen and covers this “green” ceramic sheet in these spots. After optical inspection, the sheets are collated, pressed, and co-fired using the programmable furnaces with the maximum temperature of 850°C. The cross-section of an LTCC module is shown in Fig. 5.3.

![Cross-section of an LTCC module](image)

**Fig. 5.3** Cross-section of an LTCC module (Conductors are shown in black). 1-3- Ceramic layers (can be of different permittivity); 4- Chip element; 5- Via-holes

Some additional components can be post-printed and post-fired on the surface of a co-fired module. Geometry of the components, which are placed on the outer surfaces of the module, can be trimmed by laser. All modules are inspected, electrically tested, and then they are populated by additional lumped passive and active components, including the integrated microcircuits.

Today many microwave and millimeter-wave LTCC modules are known with the competitive characteristics regarding to the thin-film ones [15]. A recent announcement is that a DuPont technology allows for manufacturing of the conductors and substrates workable in frequencies up to 100 GHz and beyond (DuPont™ GreenTape™ 9K7 Ceramic System), i.e. this technology starts to be competitive with the GaAs, LCP, and BCB (benzocyclobutene) based ones.

In addition to the acceptable electric performances, the co-fired modules have appropriate thermal properties, including the stable thermal coefficients of the resonant frequencies and the matched thermal-mechanical characteristics of the LTCC modules and the GaAs and Si chip components. These modules are distinguished by increased reliability in harsh environment, including towards vibrations and mechanical shocks.
5.4 Microwave Three-dimensional Hybrid Integrated Circuits

The initial microwave printed circuits were of the planar design in spite of their origin from the multilayer PCBs [11]. The microwave substrates are placed into separated by metallic walls cells to avoid the EM cross talks and to shield them from the environment. This design allows for the essential decrease of the mass and size of microwave modules compared to the waveguide based hardware.

While the hybrids matured, the limitations of this planar integration became clear, and the necessity to use the third dimension started to be obvious to engineers. For instance, in the end of the 70s and in the beginning of the 80s several papers of V.I. Gvozdev and his co-authors were published on the developments of 3-D components [28]. A conception of 3-D microwave hybrid integration or “volumetrical” integration is published in [29],[30]. Soon, a couple of monographs in this field were published [31],[32].

A large work was performed in the academia and airspace industry of the former Soviet Union on the development and design of 3-D integrated circuits. This research allowed for many hybrid integrated modules with the essentially decreased mass, volume, and improved microwave parameters. Especially, this approach was useful for integration of multi-element systems. The results of more than 10 years of the developments of 3-D integrations in former Soviet Union were finalized in the leading physical journal *Russian Physics-Uspekhi* (1992) [33], and they were awarded by several prizes from the USSR and Russia governments.

According to [33],[34], a three-dimensional microwave IC is a multilevel device with planar or 3-D-components placed in the module’s volume and connected to each other electrically, electromagnetically, or quantum-mechanically.

The first microwave hybrid 3-D modules integrated the distributed, planar thin-film, and lumped components into a multi-level module, and they were coupled to each other by the interconnects, the via-holes, and the EM 3-D transitions. The active lumped devices were connected to the ports placed on the outer planes of these 3-D modules. The mass and size reducing by 10-100 times was achieved due to the stacking of plates to a more compact module, which requires less heavy shield for the whole integrated module. Improving of electric characteristics was achieved due to the use of the optimal design of each planar or 3-D component. Besides, the 3-D design allowed for practically complete shielding of the integrated components. The strong broadside coupling of vertically integrated lines could help in the realization of wide bandwidth performance of components. The speed-action of digital microwave circuits was available using the shorted vertical interconnects and the EM transitions of improved characteristics [32].

Besides very promising results and many developed components and subsystems, some problems were left unsolved at those times. Among them were the technological problems with the stacking of laminates [35] and the EM simulation issues. The electromagnetism of 3-D microwave and millimeter-wave components is more complicated regarding to the planer ones, and the full-wave models of them are required for simulation and design.
A large work on the creations of EM models and methods for planar and 3-D microwave integrations was performed by E.I. Nefedov [36], V.A. Neganov [37], V.V. Nikolskyi [38]-[40], G.S. Makeeva [41], V.V Schestopalov [42], and many other researchers and engineers at those times in the former Soviet Union.

Both, the analytical and numerical methods were paid increased attention. For instance, it was found that better understanding was reachable if the EM field dynamics was studied in the details, and an approach on topological modeling of the field was proposed in [33]. It allows for operating the less-detailed EM field skeletons or topological schemes associated with the main EM features of the studied components, and this approach is promising for the development of fast component models. Later, this idea of operating of field skeletons was implemented for microwave signaling and digital computing.

Many scientists and researchers from different areas of electronics took part or supported the developments of microwave 3-D integrated circuits. Additionally to the above-mentioned V.I. Gvozdev and E.I. Nefedov, who were the initiators of the research, they are Eu.V. Armenskyi, G.M. Aristarkhov, D.V. Bykov, G.A. Kouzaev, A.A. Lebed, V.V. Litvinenko, I.V. Nazarov, E.D. Pozhidaev, V.S. Saenko, Yu.V. Schestopalov, V.V. Schevchenko, Yu.N. Schirokov, V.V. Sedlezk-kyi, V.A. Solntzev, V.V. Tchernyi, A.N. Tikhonov, V.S. Zhdanov, et al.

As an example, some of the passive microwave components studied by the Author with his colleagues are shown in Figs. 5.4-5.8 [43]-[65].

![Fig. 5.4 Some transmission lines for hybrid planar and 3-D integrations studied by the Author of this book. (a-n)- Line cross-sections. (o, p)- Horizontal view of modeled fenced waveguides](image)
Fig. 5.5 Elementary components for hybrid 3-D integrations. (a) –(c) -Via-holes and shorted patch antennas; (d)- Discontinuity of a planar waveguide; (e)- Step of a balanced slot line

Fig. 5.6 Microstrip-slot line filter fragment. Adapted from [65]
Fig. 5.7 Three-dimensional directional coupler. Adapted from [54]
Unfortunately, this promising research in Russia was terminated in the beginning of the 90s due to the collapse of the electronic industry of this country. Besides, several other objective reasons were at those times. Among them were the undeveloped 3-D technology, poor local industry prospective and the strong competition with the GaAs microcircuits.

The 3-D integration received a new breath with the invention of the multi-layer LTCC technology allowing for up to 6-60 conductor layers connected, as in the first 3-D hybrid integrations, by via-holes and EM transitions (Section 5.4). The integrated passive components are placed, similarly to the initial “volumetric” integrations, on different layers. As it was mentioned, the LTCC technology allows for mass-production of low-cost micro- and millimeter-wave modules for the civilian and military applications at frequencies up to 100 GHz.
Not so many years had been passed from the start of the mass-production of the first GaAs monolithic integrations, as the increased complexity of RF systems and high-cost of this material stimulated the developments of 3-D monolithic integrations in the middle of the 90s of the last Century. This architecture is now common and available for the commercial and research purposes from most foundries. Today’s engineers and scientists are working on stacking of multiple semiconductor layers to improve the speed-action of digital processors and analogue circuits. Many scientists suppose that the future nano-integrations will be of the 3-D design [23]-[25].

5.5 Gallium Arsenide Monolithic Integrated Circuit Technology

The history of the GaAs integration technology is described in [17]. The initial works with this semiconductor material related to the 60s when gallium arsenide was used as a substrate semi-isolating material.

Many works were performed on the creation of GaAs discrete diodes and transistors that allowed for the millimeter-wave range of frequencies. In 1976, the first integrated GaAs amplifier was published by R.S. Pengelly and J.A. Turner. A GaAs power amplifier was developed by V. Sokolov et al. from Texas Instruments in 1979. Further designs were with a DARPA program on radar modules. Significant activity in this field was in Europe [20] and Japan.

Initially, these GaAs integrations were met with the increased skepticism of the engineering community at that time because the high cost of material and the low yield of production. Some concerns with the GaAs integrated circuits are up to now, and many efforts aims at the modification of GaAs technology for the needs of increased frequencies. For instance, the initial MESFET GaAs transistors, having low cut-off frequencies, were substituted by the pseudomorphic high electron mobility (HEMT) and the metamorphic (MHEPT) transistors working in frequencies over 100 GHz. The initial uniplanar architecture has been transformed into a multilayered design (Fig. 5.9).

A GaAs substrate is covered by multiple layers of an organic dielectric, for instance, polyimide, and the interconnect layers and planar passive components are placed between them [66]-[68]. The components are connected by via-holes and other vertically oriented elements. Some ideas on three-dimensional monolithic integrations and components on GaAs can be found in [69]. Today several other dielectrics are used in millimeter-wave GaAs integrations. For instance, the BCB substrates have acceptable properties up to 200-300 GHz. Some dielectrics, including the BCB, allow for micromachining, and the GaAs circuits can be equipped by the 3-D components placed over a surface of the substrate.
5.6 Silicon Technologies for RF and Microwaves

Historically, the silicon technology was developed for the low-frequency and low-rate digital applications, and it has been matured well since the 60s. The initial limitations were with the upper frequencies of the bipolar transistors, and now they work in frequencies up to 20 GHz. A new “era” started with the invention of the CMOS and SiGe transistors, which upper frequency is in the terahertz region at this moment.

At the difference to transistors and diodes, the passive components are more conservative regarding to the improvements. Unfortunately, not all problems associated with them can be compensated by active components in full. For instance, the lossy inductors and interconnects define the poor signal-to-noise ratio (SNR) of the oscillators and amplifiers, and the best way is to enhance the above-mentioned passives. Unfortunately, this way requires strong knowledge of typical EM effects in the silicon-manufactured circuits and used materials at increased frequencies. Additionally, the passives’ performance is affected by the chip architectonics. It is recognized, for example, that the today’s problems in electronics are with the interconnects and the EM noise rather than with the transistors. Then these questions should be paid increased attention in literature.

A typical cross-section or a stack of a silicon chip is shown in Fig. 5.10. It consists of the doped grounded silicon substrate of the relative permittivity about of 11.7 and of the height of 100-300 μm, depending on the technology. The resistivity of this doped silicon varies within 5-50 Ω-cm, and the passive components

![Fig. 5.9 GaAs microchip stack. 1- Ground layer (gold); 2- GaAs substrate; 3- Passivation layer (TiN); 4,5,7- Polyimide; 6- Increased permittivity dielectric (Si₃N₄); 9- Passivation layer (polyimide). Conductors (gold) are shown in black.](image-url)
placed close to its surface are very lossy. The low-loss silicon has its resistance greater than 1 KΩ-cm, and it is applicable in the 30-100-GHz band. The ion-implanted silicon shows resistance about of 1 MΩ-cm, and it is for the applications even beyond of 100 GHz.

![Fig. 5.10 Silicon chip stack. 1- Ground conductor (Al or Cu); 2- Silicon; 3- Passivation layer (SiO₂); 4,5,7- Dielectric layers; 6- MIM layer (Si₃N₄); 9- Passivation layer (SiO₂). Signal conductors (in black) are made of Al or Cu](image)

The transistors are implemented into the upper layer of silicon. They are connected to each other by aluminum, gold, or copper wires that can be placed directly on the silicon surface. Additionally, it is a place for the implanted or mesa resistors, diodes, and varactors.

The substrate surface is covered by a passivation layer made of silicon dioxide SiO₂ (εᵣ = 4.5) or titanium nitride TiN (εᵣ = 6.5) to isolate other components from the lossy silicon. This passivated silicon can be completely isolated from the upper levels of the chip by a grounded metal layer of several micron height made of aluminum or copper.

Beside the silicon dioxide layers, the chips can have implemented several dielectric layers of increased permittivity made, for instance, of Si₃N₄ (εᵣ = 7.4) for metal-insulator-metal (MIM) capacitors. To increase the capacitance, these layers can be made of TiNbO₅ films (εᵣ = 160–300) of height 5-15 nm [70] announced recently by the International Center for Materials Nanoarchitectonics, Japan.
Depending on the technology and needs, a silicon chip can consist of 40 layers of dielectrics and conductors. For RF electronics, the most common technologies used nowadays are the 180-, 130-, 90-nm ones [71]. Today’s silicon technology is in its nano-era, in-fact, when the 28-nm node has been reached recently, and intensive research is on the developments of 7-15-nm integration (Int. Sematech). It is supposed that the limitation of CMOS technology is close to 7-10 nm due to the photolithography problems and strong thermal, quantum, and the EM coupling effects influencing all components [22].

Scaling of micro- and millimeter-wave components down to the nanometric size (7-100 nm) formally decreases the typical high-frequency effects appeared in CMOS. Unfortunately, not all of them are scaled down properly, and the most serious effects are with the lossy interconnects, inductors, and parasitic EM and thermal noise. The advantages of such integrations for increased frequencies have not been studied well, yet, according to the best knowledge of the Author. It is predictable that the loss and interference are the serious problems for these integrations in micro- and millimeter-wave range.

The architecture of contemporary post-micron CMOS integration, practically, is identical to the above-considered GaAs one. Some attention is paid to the low-permittivity dielectrics and copper strip conductors to compensate the increased delay times caused by resistivity of deca-nano-interconnects. Some promising results are with the further developments of 3-D transistors. Unfortunately, many other results obtained in the academia and industry on the creation of this post-micron CMOS technology and the design tools are beyond the scope of this contribution. More information on the mentioned technology and prospective solutions for future nano-integrations can be found in [22]-[25].

The Si ICs’ interconnects are of the strip, microstrip, and coplanar designs. Their wires are made of aluminum, copper, or gold. Their thickness is of several microns, and their performance is highly depended on the design, employed dielectrics, and used conductors. Additionally, the technological inaccuracy about of 10% makes hardly predicted behavior of the parameters of high-frequency components.

The major factor limiting the passive components performance at high frequencies is the semiconductor and dielectric loss. The non-perfect thin-film conductors are the cause for another trouble. The loss associated with them has rather complicated frequency behavior. Being explained in a short way, it is caused by the peculiarities of transformation of the EM energy into the chaotic movement of carriers and atoms of a metal. This movement is frequency dependent because the density of electron distribution is non-homogeneous due to the Lorentz effect. With the frequency, electrons are shifted towards the conductor surface. At high frequencies, the carriers are concentrated in a thin layer that is called the skin layer, and the conductor resistance is increasing with the frequency due to the growing
concentration of carriers in this thin sheet. The depth of it is calculated analytically only in the case of the semi-ininitely thick metal slabs. In the wires of limited cross-section and in the tight environment, the current distribution is nonhomogeneous along the cross-section, and this factor essentially influences the accuracy of loss calculations. Due to that, the numerical simulations, which use a coarse discretization of the conductor cross-section, may have rather poor accuracy. Here the analytical models of transmission lines based on the accurate physical analysis are very important.

The microchips are the high-density integrations. At frequencies of millimeter-wave range, it leads to increased coupling of interconnects and severe cross-talks. Close to 100 GHz, the EM coupling is caused by excitation of dielectric modes and spatial radiation. All above-mentioned effects stimulate the analytical and numerical studies of passive components and whole integrations for smart design of ICs in frequencies of 30-100 GHz.

It is well recognized that the interconnects and passives are the bottleneck of contemporary electronics. To improve their bandwidth, different ideas and techniques are used. The most popular of them is the reconfiguration of the cross-section of a transmission line to optimize its characteristics using the low-cost techniques. For example, the three-dimensional design of silicon integrated circuits (Fig. 5.10) allows for a large variety of transmission lines. Some of them are shown in Fig. 5.11. It is the multilayer microstrip lines which conductors are separated from lossy silicon by a dioxide layer (Fig. 5.11a-c), the coplanar waveguide (Fig. 5.11d), the coplanar strip line (Fig. 5.11e), and the thin-film microstrip line (Fig. 5.11f).

The basic of them is a microstrip line on Si-SiO₂ substrate (Fig. 5.11a). Although, this line is known by increased loss even at low microwave frequencies, a short review of its waveguiding properties can explain the problems arisen in silicon integration. The signal conductor is placed over a two-layer substrate. One of these layers is a low resistivity \(5–20 \Omega\text{cm}\) silicon, and the second one is an isolating SiO₂ sheet. Additionally, this line can be covered by several dielectric layers, as seen in Fig. 5.10 and 5.11.

From the EM point of view, the fundamental mode of this line is a hybrid one, and it has all six components of the EM field. The properties of this mode depend on the geometry and parameters of the two-layer substrate and upper dielectric layers.
The first studies of this line are performed in [72],[73] where its parallel-plate model is considered allowing for an analytical theory. It was found that, depending on the frequency, geometry, and conductivity of the silicon substrate, this microstrip fundamental mode had its three forms.
At low frequencies and for high-resistivity substrates, the longitudinal components of the field are not strong, and the mode is the quasi-TEM one. The idealized analytical models can describe it, and a perturbation approach to calculate the substrate and conductor losses is used.

At high frequencies, the modal field concentrates close to the separation surface between the low permittivity dioxide and the silicon, and it is the surface or slow-wave form of the fundamental mode.

If the resistivity of the silicon is low, an additional effect happens when the field decreases towards the grounded silicon side according to the skin effect. The longitudinal electric field is strong in this case, and the quasi-TEM models are not correct any more. Thus, this mode has increased frequency dependence of its parameters, and it is the skin-effect mode.

Very often, the line is described by three different models, and, in a mistake, it is stated the existence of three different modes of this line instead of the three limiting forms of the fundamental mode.

At the difference to classical microstrip, a fully analytical model of this line has not been created, according to the best Author’s knowledge. Some numerical simulations of the Si-SiO₂ microstrip are performed up to 100 GHz in [74]. The theoretical and experimental studies of this line show its increased loss and its limited applicability for increased frequencies. Further improvements on this silicon-based microstrip line are with the high-resistivity substrates, with the isolation of the line from lossy substrate by a grounded metal sheet, and with the micromachining of silicon. At high frequencies, the coplanar waveguides of different configurations and coplanar strip line are an alternative solution instead of the microstrips.

5.7 Micromachining Technologies

Today many dreams of engineers worked for the developments of the first 3-D microwave integrations can be realized using the numerous technologies based on the 3-D etching and forming the 3-D structures in or on the substrates [75]-[77]. The interest in these sophisticated microtechnologies is with the manufacturing of IC components with the essentially improved parameters.

The micromachining technology, namely, its particular case of bulk processing, was born during the developments of silicon IC. It is with the formation of holes and trenches in bulk silicon by selective moving of the material using wet or dry etching. In the first case, the liquid etchants, like potassium hydroxide (KOH), ethylene diamine, etc. are used. Depending on the materials, the etching process is dependent on the crystal directions, and the vertical-wall holes or trenches in silicon are manufactured using combination of etches or even etching processes. The isotropic materials can be etched with the same dissolving speed rate at any directions, and the vertical structures are etched well. In silicon integrations, the etching is used, for instance, for via-hole manufacturing. In millimeter-wave electronics, the bulk etching is interesting in preparation of the trenches and cavities for the low-loss transmission lines and resonators isolated from the silicon [78],[79]. Additionally, the etching is one of the technological steps in the preparation of micromechanical components [77].
Additionally to wet etching, the dry one is used. There are several technologies of this type with the bombarding of silicon or other material by ions, plasma, or chemically active gases. Depending on material, it allows for the anisotropic or isotropic etching of most materials used in microelectronics.

During last time, the ultraviolet (UV) laser etching is used, and it is applicable, practically, for many materials of microelectronics [80]. This high-energy light with the wavelength of 157-248 nm disrupts the strong couplings of molecules or atoms, and the particles of materials taking energy of UV light are moved away from an illuminated spot with the minimal heating of the surrounding area. The ablation rate is regulated by the exposition time to the pulsed UV radiation. This technology allows for etching of materials with the minimal size of the etched spots about of several microns. The phototetching is used not only in microtechnology, but the PCBs can be drilled or trenched by UV light [21].

Additionally to the bulk micromachining associated with the etching of solid materials, another type of micromachining technologies is with forming of 3-D structures on the surface of substrates. Very often both bulk and surface micromachining are used together to create the 3-D integrated components of the needed geometry and electric characteristics.

One of the technologies is with the silicon dioxide selective depositing. A metal, with the following removal of dioxide, covers the layers, and the air 3-D structures supported by remains of dioxide are manufactured. It allows for obtaining increased quality factors of inductors, transformers, and transmission lines. Additionally, there are materials that can be used as the structural and sacrificial ones [77].

Structures that are more complicated are manufactured using the LIGA-like technologies, which initial variant was developed in the Research Karlsruhe Center [81]. It uses the X-ray lithography, galvanoforming, and molding to produce the microcomponents made of plastics, metals, and ceramics.

Another interesting technology is the microstereolithgraphy based on the use of UV laser light for selective polymerization of polymers. Some of them have low loss at millimeter-wave frequencies, and they are used as microsubstrates for transmission lines. Metals are deposited on polymers by electroplating technology, and different 3-D structures are manufactured. Metalized microslabs can be glued to each other, and the microcavities and microwaveguides are constructed on the substrate surface.

Contemporary 3-D technologies allow for micromachining of metals. For example, 3-D components are manufactured by the electroplating technology EFAB [82]-[85]. This technology consists of using a couple of metals of different reaction on an acid. One of them (Ni) is constructing, and another (Cu) is the sacrificial material. Combining the electroplating and removing the sacrificial material, different 3-D microstructures are manufactured, including for the RF and microwave applications. A couple examples are shown below. One of them is the 3-D inductors (solenoids) placed on a dielectric substrate (Fig. 5.12).
A rectangular coaxial line is shown in Fig. 5.13, and the detailed characteristics of it and some components for the frequency range up to 100 GHz are published in [83].

5.8 RF Nanointegrations

Similarly to the post-micron ICs, the prospective nanointegrations are with new active devices like the graphene transistors, which will be able working up to the infrared light, with the well-conducting carbon tubes, graphene strips, and plasmonic waveguides as the interconnects. This technological node dealing with the feature size behind 10 nm is a milestone for contemporary science and technology [24],[25]. Now, it is, mostly, the place of ideas, theories, and only some experimental samples. A radical view on the integration is with the molecular electronics [24]. Taking into account the thermal movements of molecular components, they are predicted to be fixed in a material matrix to provide their workability at the room temperature and over.

The apologists of the 3-dimensionality show that the most effective structure of complex systems should be the spatial one which provides the maximum of
connectivity and decreased time-delay of signals \[24],[33]. There are different ways how to reach the ultimate 3-D on nanolevel. Recent studies on graphene interconnects and single-electron transistors placed over the well-known silicon substrates show that the multi-layer technology is still strong enough to create the 3-D integrations composed of planar atomic or monomolecular layers vertically connected by carbon nanotubes or molecular chains \[24],[86],[87]. Another technology called the nanoimprint one has been matured strong enough to manufacture the multilayer and machined nano-integrations \[24].

Besides the technological and architectural problems, there are many other challenges with the thermal noise, and EM and quantum interference. A special attention should be paid to the theory of nano-integrations and to the creation of new design tools.

5.9 Packaging of Microwave and Millimeter-wave Microchips

Packaging is the technique to assemble and to connect the IC components and/or assembled chips into a radio electronic system \[5],[8],[88],[89]. Among the problems involved into the packaging is the architecture of chips and coupling of their components, package issue, and the connection of multiple chips into a millimeter-wave front-end.

Two approaches are on the way now. The first of them is the System-on-a-Chip technique. It is supposed to integrate into a single chip a whole system consisting of a millimeter-wave front-end and the digital hardware, including the microprocessors. Here, the whole-silicon approach and 3-D integration are very advantageous.

The second idea is the System-in-a-Package when the multiple chips are connected to each other being placed on a common plate, and it is called the Multi Chip Module (MCM). Additionally, the MCMs are different on the used board material and technology. Both approaches need solving numerous problems complicated by increased frequencies and wide bandwidth. Below only some of them are considered in short.

5.9.1 Packages for Millimeter-wave Integrations

A single chip can be encapsulated into a hermetic package \[90\]. This package should provide signal and power distribution and the heat evacuation. Additionally, it protects the chip from the humidity, the aggressive environment, and the EM and particle radiation. The chip housing should be manufactured using specially chosen materials. Among them are the plastics, glass-frit, ceramic, and silicon \[90]-\[91\]. The first two of them demonstrate degradation of its characteristics with the frequency, and the ceramic or silicon packages are preferable.

The packages should provide communications with outer world minimally distorting the millimeter-wave signals. Very often, the size of a package is comparable with the wavelength, and it can demonstrate the resonance-like behavior distorting the chip performance. Additional source of signal distortions is the
transitions to the board, and not all known solutions as the wire bonding are applicable at millimeter waves [92],[93].

A simplified draft of such a silicon housing is shown in Fig. 5.14 according to [93]. It consists of a Si micromachined cap and silicon-dioxide substrate. The chip is communicating through a one-mode CPW at frequencies up to 110 GHz. A gold ring placed on the bottom of silicon cap and connected to the CPW ground conductors provides the monomodal regime. It is shown that this package gives 0.05-0.26 dB insertion loss per transition in 0-110 GHz with a return loss better than -20 dB.

Fig. 5.14 Silicon package for a millimeter-wave chip. Adapted from [93]
The analysis of the packaging issues shows that the design of millimeter-wave packages is a rather complicated task, and the EM software should be involved for simulations.

Another problem arising in packaging is the interconnects from a chip to the motherboard or chip carrier. The chips can be connected directly to each other, and the chip-chip transitions are used.

### 5.9.2 Interconnecting of Chips

In millimeter-wave electronics, the conventional wire bonding to connect a chip is not applicable due to the increased parasitic inductivity of wires and their coupling [94]. Mostly, the ports of millimeter-wave chips are made of the CPW, CPS, or inverted microstrip line, and one of the best solutions is the use of flip-chip technology to connect the chips to motherboard or to each other [88],[95]-[99]. An example of a flip-chip interconnect is shown in Fig. 5.15.

![CPW flip-chip interconnects](image)

Here the CPW of a chip and the motherboard are connected to each other by bumps, which are the plastic balls covered by a low-temperature InSn solder. Firing or thermocompression bonds the chip and motherboard. This flip-chip interconnect is small in its physical and electrical sense. The high-frequency parameters are influenced by the bump height (up to 100 μm), its diameter (20-80 μm), and the size of the CPW pads.

The millimeter-wave parameters of flip-chip-interconnects are published in [88],[90],[95]-[98], and it follows that the reflection coefficient can be kept about of -20 dB in frequencies up 110 GHz depending on technology and geometry of bumps, pads, and connected transmission lines.

The direct chip-chip connections are typical for high-performance MCMs. They can be stacked vertically, directly to each other (Fig. 5.16a), or through an intermediate dielectric substrate (Fig. 5.16b) by via-holes. The bumps are placed over the dielectric substrate and under it [99].
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![Fig. 5.16 Vertically stacked silicon chips. (a)- Directly connected chips; (b)- Chips connected through a dielectric intermediate substrate](image)

Fig. 5.16 Vertically stacked silicon chips. (a)- Directly connected chips; (b)- Chips connected through a dielectric intermediate substrate

Fig. 5.17 shows the bumps placed on the backside of a silicon substrate.

![Fig. 5.17 Bumps on the backside of a silicon substrate. Printed with the permission of Allvia Inc. (www.allvia.com)](image)

Fig. 5.17 Bumps on the backside of a silicon substrate. Printed with the permission of Allvia Inc. (www.allvia.com)

At the difference to the conventional planar integrated chips, the 3-D stacking provides reduced time-delay of signals, and this type of integration is preferable for the high-speed and ultra-wide band systems. Recently, a new planar ultra-bandwidth integration of chips has been proposed [100]. The semiconductor chips are integrated into a quilt consisting of a number of analogue, digital, and optical microchips (Fig. 5.18). They are placed close to each other on a holder-substrate, and an air-gap between them is no greater than 50 μm.
The interconnects of a microstrip or CPW design are on the surface of the integrated chips, and they are connected to each other by welding providing the galvanic contacts of conductors. It was found that this type of inter-chip connecting could provide the ultra-wide bandwidth communications up to 250 GHz, and the measurements results were given up to 40 GHz. The frequency limitations are due to the air-gap between the connected chips, and they can be diminished by proper matching of the Si- and air-filled CPWs (Fig. 5.18).

### 5.9.3 Motherboards and Materials

Today the chips, lumped components, and active elements can be integrated by several technologies. The first of them is the printed circuit board (PCB) technology. In this case, a motherboard is made of a low-cost glass-organic material covered by copper metallization. The interconnects are etched lithographically, and the via-holes are made by mechanical or laser drilling, or even punching [25]. Then each metalized layer is glued to each other, pressed in vacuum, and fired. Unfortunately, the manufactured stacks are distinguished by poor control of the dielectric permittivity, its anisotropy, and increased dielectric loss, which is not acceptable for millimeter-wave applications. As a rule, the accuracy of this lithography is not enough for the millimeter-wave applications.
The most common material for low frequencies is the FR4, and it is based on the woven glass and epoxy. Its permittivity is between 3.8-6.3 depending on the ratio of the used glass and epoxy. Some PCBs, based on enhanced FR4 materials and assigned for mass-production, show stable electrical, mechanical, and thermal characteristics in frequencies up to 10 GHz [101].

In micro- and millimeter-waves with their increased requirements to the accuracy of interconnects, the PCB technology has been transformed into the multi-chip one. The motherboards are made of low-loss materials of well-controlled dielectric parameters. It is preferred to avoid the integrating a large number of passive and active lumped components additionally to the integrated chips. The interconnects should be able to transfer a higher amount of data than it is typical for low-performance PCBs.

As the materials of the motherboards it can be used the laminated high-frequency PTFE filled substrates, and the MCM is marked as the MCM-L in this case. The ceramic boards (MCM-C), fired at low or high temperatures, can be used for millimeter-wave applications, and the contemporary upper frequencies of them are greater than 100 GHz.

If a thick-film technology used for MCM-C provides insufficient accuracy of interconnects, the monolithic technologies can be used (MCM-D). In this case, a motherboard of silicon or other semiconductor or polyimide is covered by a thick layer of a metal using a thin-film technology. On this ground, the multiple dielectric layers are deposited with the interconnects and some passives. The surface micromachining can be applied to manufacture the components of the improved parameters. As dielectrics, the silicon dioxide and different organic layers can be used. Among the last of them are the polyimide, BCB, and PTFE based materials, etc., which show the acceptable loss parameters even at very increased frequencies.

In the case of MCM-L, the low-loss laminated materials can be used, and, be based, for instance, on the PTFE (polytetrafluoroethylene) as the epoxy that decreases the dielectric loss. Additionally, the non-woven materials, which consist of the PTFE epoxy and randomly oriented glass microfibers, can provide the decreased laminate anisotropy. The ceramic PCBs are made of alumina particles and PTFE, and they have increased permittivity.

The results of the measurements of some such materials in frequencies of 29-39 GHz are published in [91], for instance. The best material from the studied ones is the Sheldahl Comclad XFx10mil with its lowest tanδ=0.00024-0.00055 and εr = 2.24–2.26. These parameters are measured in the vertical direction regarding to the surface of dielectric plates.

In many cases, the thermal stability of dielectrics is very important, and their characterization is on demand. In the above-cited paper, the thermal drift of the dielectric parameters of several materials is given in the range of -50°C - +70°C. In [102], a Duroid material is studied at temperatures of 20°-200° and frequencies of 30-70 GHz, and the remarkably stable thermal properties are registered.
A very interesting laminated material is the LCP [27],[103],[104], which has stable electric parameters \( \varepsilon_r = 3.1, \tan \delta = 0.002 - 0.0045 \) in frequencies up to 110 GHz. These low-cost laminates are manufactured using conventional RF PCB technologies, and they are compatible with copper, silicon, and GaAs. Conventional PCB technology allows for the 30-55-\( \mu \)m distance between conductors, and more advanced ones are to manufacture the high-precision components and integrations. The laminates are stacked, and the three-dimensional motherboards are available. Many passive components have been already designed using the LCP for the micro- and millimeter-waves, including the packages for these frequencies [27].

Measurements of parameters of these dielectrics in a wide frequency band are not a trivial task, and several techniques are used, including the resonance methods and high-precession transmission line measurements. For instance, in [105], the permittivity of silica \( \varepsilon_r \approx 3.8 \) and BCB \( \varepsilon_r \approx 2.7 \) is measured in frequencies up to 40 GHz using the microstrip lines. It is shown that the error of measurements is in the limits of 5% for both dielectrics. Other results of measurements of a BCB material are in [106] where a conductor-backed CPW is used. It is shown that the studied material has permittivity 2.65 in the entire frequency band of 11-65 GHz, and its loss tangent is varied within 0.001-0.009.

Many materials are measured in the frequency range of 20-100 GHz in [107] using the short waveguide, long waveguide, and transmission line methods. Among them are fused silica, PTFE, AF45 glass, and several organic materials. It is shown that at frequencies over 60 GHz, the dielectric tangent loss of the most of these packaging materials is no less than 0.01. Only fused silica shows \( \tan \delta < 0.01 \) for frequencies up to 90 GHz. It follows that the millimeter-wave packaging requires an intensive research on the developments of new materials with decreased loss, predictable permittivity, and acceptable thermal parameters. Recently, new dielectrics presented by Rogers and Park Nelko have been characterized in [108]. One of them, RO3003 \( \varepsilon_r \approx 3.01-3.15 \), shows \( \tan \delta < 0.003 \) in frequencies up to 67 GHz.

The materials define the parameters of interconnects, and the additional information on dielectrics can be found from the known manufactures of dielectric materials as DuPont, Arlon LLC, Rogers, or from the books on microwave materials, packaging, integrations, and components [1],[3],[4],[7],[8],[25],[109].

The most applicable interconnects for motherboards are the strip and microstrip lines, CPW, substrate integrated waveguides, and dielectric waveguides. The choice of the interconnects is dictated by the used technology, bandwidth, and cost. Different interconnects should be compared on the provided performance. For example, CPW has reduced conductor loss compared to the microstrip lines only for certain geometrical parameters. A large amount of information on the transmission lines and components are published in the papers and books on micro- and millimeter-wave hybrid ICs (see References).
5.10 On the Evolution of Microwave and Millimeter-wave Electronics

The overall review of the evolution of microwave and millimeter wave electronics shows that it can be illustrated by a multi-branch curve (Fig. 5.19) [34]. Each of its branches is considered, as a trajectory for a certain type of technology, and the measure of this evolution is the achieved complexity of a module per the volume unit. Such characteristics are qualitatively described by the complexity coefficient $C$:

$$C = \frac{N_e N_{ic} N_c \alpha_q}{V M} \frac{1}{\lambda^3 m}$$

where

- $C$ shows the potential ability of a certain technology to provide a solution with the acceptable quality
- $N_e$ is the number of functional elements in a module
- $N_{ic}$ is the number of interconnections
- $N_c$ is the number of connectors
- $V$ is the module volume
- $\lambda$ is the wave length on the central or clock frequency
- $M$ is the module mass
- $m$ is the average mass of a component
- $\alpha_q$ is the quality coefficient varied from one technology to another.

According to this formula, the most advanced technology realizes the miniaturized electronic modules with the highest number of components, interconnections, input/outputs, etc. per unit volume.

The ultimate stage of the development of 3-D integrations is with molecular, nanotechnology, and hybrid CMOS-Carbon Nanotube technologies. They, being hypothetical when the Fig. 5.19 was drown [34], have been manufactured recently [86],[87].

Increasing the frequencies and density of 3-D integrations stimulates to employ new ways for the signal coding which are immune to the EM noise. For example, these circuits allow to write digital information into the discrete spatial structure (topology) of the field impulses and to double the noise immunity of signals.

The high-density silicon integrations of the 30-100 GHz range are a place of complicated EM effects, and an increased attention should be paid to analytical and numerical modeling of these circuits. Unfortunately, the interest in the EM research of transmission lines and passive components has been essentially decreased and new efforts in this direction are required.
Fig. 5.19 Evolution of microwave electronics. Adapted from [34]
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6 Transmission Lines and Their EM Models for the Extended Frequency Bandwidth Applications

Abstract. In this Chapter, an analytical review on interated transmission lines for millimeter-wave applications is given. Several tens of lines are analyzed and their characteristics are compared. The results of comparison are in a table showing the transmission lines’ loss, used materials, technologies, etc. Interconnects based on new effects are considered in this Chapter as well. References -252. Figures -47. Pages -85.

6.1 Microstrip Lines

Microstrip lines are the ones of the oldest interconnects for microwave and digital signaling known since the 40s of the last Century [1]. Many contributions are on physics, technology and EM modeling of these lines [2]-[7]. The presented here results are only on some theoretical aspects which are important for the extended frequency bandwidth applications.

6.1.1 Thin-film Microstrip Lines

The line appears when the increased loss caused by the semiconductor substrate started to be troublesome at high frequencies. To avoid it, the interconnects are isolated from the silicon substrate by the ground plane of several micron height, and this thickness is comparable with the height of the dielectric layer between the ground plane and signal conductor (Fig. 5.11f). Very often, the line is called as the TFML. This line demonstrates rather complicated frequency behavior towards their hybrid-technology counterparts. It is caused that its conductor thickness is comparable with the skin depth at low frequencies. At these frequencies, the field of the dominant mode has the increased longitudinal component of the electric field inside the lossy conductors, and the mode is of the quasi-TM type one. Here this line is similar to a lossy-dielectric sandwich waveguide. It leads to a non-monotonic behavior of the phase constant and increased loss of the main mode. Below, this effect is demonstrated by detailed modeling of TFML.

Our approximate analytical model of this transmission line valid up to 100 GHz is developed in [8]. The studied geometry is shown in Fig. 6.1. It is a microstrip

---

1 Sections 6.1.1-6.1.3 written together with M.J. Deen, N.K. Nikolova, and A. Rahal.
line which conductors have limited heights and conductivity. Their heights $t_1$ (assigned for the ground layer) and $t_2$ (assigned for the signal conductor) are comparable with the thickness of the dielectric $h$ which is often the silicon dioxide.

Ignoring the dispersion and loss effects, the line can be described by a quasi-static model (2.34) which supposes that the fundamental mode of this line is a quasi-TEM mode having the negligible longitudinal electric and magnetic field components. The modal or line parameters are calculated by a quasistatic approach when the propagation parameters are derived from the solution of the Laplace equation. At high frequencies, the microstrip mode has dispersion, and the quasistatic formulas should be improved taking into account the frequency dependence of modal parameters (2.37).

![Diagram of a thin-film microstrip transmission line (TFML) and its parallel-plate model](image)

**Fig. 6.1** Thin-film microstrip transmission line (TFML) –(a) and its parallel-plate model – (b). Adapted from [8]

The imperfect conductors and substrates cause the loss in microstrip transmission lines. Computation of modal loss in a wide frequency band is one of the most complicated tasks. An adequate modeling can be produced by the EM simulation
when conductors are considered as lossy medium, and the penetrated field is simulated by a fine mesh inside of thin conductor strips [9]-[12]. Unfortunately, EM simulations are time-consuming, and a number of empirical and semi-empirical models were developed. Among them are the models based on the Wheeler’s incremental inductance rule [13]-[15], conformal mapping approach [16], and models based on curve-fitting techniques applied to electromagnetically derived data [9],[17]. A few papers are for precise measurements of loss [18]-[21].

The models based on the incremental inductance rule are working well for thick conductors when their thickness is higher than the skin-depth. At low frequencies, the EM field penetrates deeply the thin strips, and these models are not correct. In this case, the modal field has the longitudinal \( E_z \) component [9]-[11]. The mode can still be considered to be of the quasi-TEM type, with strong \( E_z \) component. Thus, the mode is defined more exactly as a quasi-TM one [22],[23]. At higher frequencies, the field is pushed outside the conductors, and the skin-effect accounts for the loss of the line.

Our wide frequency band model uses an equivalent parallel-plate waveguide representing microstrip line (Fig. 6.1). Unlike in [22], our model depends on an effective width \( w_e \) and an effective dielectric constant \( \varepsilon_{\text{eff}} \), which are crucial for the accurate computation of the complex propagation constant.

The two lossy plates in Fig. 6.1b are characterized by the complex surface impedances \( Z_{se}^{(1)} \) and \( Z_{se}^{(2)} \). The plates cover a dielectric slab of the height \( h \) and permittivity \( \varepsilon_{\text{eff}} \), which is calculated as (2.37). The fundamental mode is a TM mode, and the \( E_z \) field component is derived from the Helmholtz equation as

\[
E_z = \left( A \sin k_y y + B \cos k_y y \right) e^{-j\hat{k}_z z} \tag{6.1}
\]

where \( A \) and \( B \) are unknown coefficients and \( k_y = \sqrt{k_0^2 \varepsilon_{\text{eff}} - \hat{k}_z^2} \). At the difference to the ideal microstrip line, the propagation constant now is complex \( k_z = \hat{k}_z \).

The transversal magnetic field is derived from Maxwell’s equations as

\[
H_x = j Y_w \left( A \cos k_y y - B \sin k_y y \right) e^{-j\hat{k}_z z} \tag{6.2}
\]

Here, \( Y_w = \omega \varepsilon_{\text{eff}} e_0 / k_y \).

To calculate the unknown propagation constant, the approximate Leontovitch boundary condition is used

\[
E_z(z = 0) = Z_{se}^{(1)} H_x(z = 0), \quad E_z(z = h) = -Z_{se}^{(2)} H_x(z = h). \tag{6.3}
\]

It is valid for small surface impedances and yields two linear equations for the unknown coefficients \( A \) and \( B \). The system of these equations has a unique solution if its determinant is zero. This gives the eigenvalue equation for the propagation constant \( \hat{k}_z \):
\[
(\tan k_y h - jZ_{sc}^{(2)}Y_{iw}) - jZ_{sc}^{(1)}Y_{iw} (1 - jZ_{sc}^{(2)}Y_{iw} \tan k_y h) = 0.
\]

We notice in (6.4) that the absolute value of the wave number \( k_y \) is small because \( \Re(k_y^2) = k_0^2 \varepsilon_{\text{eff}} \) and \( \Im(k_y^2 / k_0^2) < 1 \) for practical microstrips. Besides, thin substrates yield \( |k_y h| \ll 1 \) and \( \tan(k_y h) \approx k_y h \) [22]-[24]. Substituting this linear approximation of the tangent function in (6.4), we get an approximate expression for the propagation constant \( \tilde{k}_y \):

\[
\tilde{k}_y^2 = k_0^2 \varepsilon_{\text{eff}} (f) - \left( Z_{sc}^{(1)} + Z_{sc}^{(2)} \right) \frac{j\omega \varepsilon_0 \varepsilon_{\text{eff}} (f)}{h} + Z_{sc}^{(1)} Z_{sc}^{(2)} \left( \omega \varepsilon_0 \varepsilon_{\text{eff}} (f) \right)^2.
\]

Beside the conductor loss, the microstrip lines suffer from substrate loss. It is comparable with the conductor loss only at high frequencies when the modal field is close to the TEM type. To compute the respective attenuation per unit length \( \alpha_d \), the quasi-TEM formula originated from [25],[26] is used

\[
\alpha_d = 27.3 \cdot \frac{\varepsilon_r - \varepsilon_{\text{eff}} (f) - 1}{\varepsilon_r - 1} \cdot \frac{\tan \delta}{\lambda_0 \text{[mm]}}, \quad \text{[dB/mm]}. \tag{6.6}
\]

In (6.6), \( \tan \delta \) is the dielectric loss tangent, \( \varepsilon_{\text{eff}} (f) \) is calculated according to (2.37). Finally, the total loss \( \alpha_d \) of a microstrip transmission line is

\[
\alpha_i = -10 \log_{10} \left[ \exp(2 \Im(\tilde{k}_y) \cdot l \text{[mm]}) \right] + \alpha_d, \quad \text{[dB/mm]} \tag{6.7}
\]

where \( l \) is the length of a transmission line.

Using (6.2), and (6.3), we derive the unknown coefficients \( A \) and \( B \); we compute the field of the fundamental mode and its complex characteristic impedance \( Z_c \) using the linear approximation of trigonometric functions:

\[
\tilde{Z}_c (f) = Z_{TM} \frac{h}{w_c(f)} \cdot \frac{1}{1 - jZ_{sc}^{(1)} \omega \varepsilon_0 \varepsilon_{\text{eff}} (f) h}, \quad \text{[\Omega]} \tag{6.8}
\]

where \( Z_{TM} = \tilde{k}_y / \omega \varepsilon_0 \varepsilon_{\text{eff}} (f), \) and \( w_c (f) \) is calculated according to (2.39).

The accuracy of the derived formulas depends on the width of the microstrip. For wide ones with \( w/h > 3.5 \), the used parallel-plate model shows acceptable accuracy, and the surface impedances of the signal and ground conductors are derived from the infinite sheet model [22]:

\[
Z_{sc}^{(i)} = - jZ_{0M}^{(i)} \cot k_i t_i \tag{6.9}
\]

where \( i = 1 \) for the ground conductor, \( i = 2 \) for the upper plate, \( \sigma_{1,2} \) are the specific conductivities of the conductor plates, \( t_{1,2} \) are their thicknesses,
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\[ k_i = \sqrt{-j \omega \mu^{(i)} \sigma_i}, \quad Z_{0M}^{(i)} = (1 + j) \sqrt{\omega \mu^{(i)}} / \sigma_i, \quad \text{and } \mu^{(i)} \] is the absolute conductor’s permeability.

Our wide-microstrip model has the following range of applicability: width of the microstrip is \( w/h \geq 3.5 \); conductor height is \( 0.03 \leq t/h \leq 0.472 \); dielectric permittivity is \( 2.7 \leq \varepsilon_r \leq 12.9 \). Its accuracy is verified with theoretical and experimental results [9],[10],[27],[28] for frequencies up to 100 GHz, see Figs. 6.2-6.6.

Fig. 6.2 shows the phase and attenuation constants of a microstrip line which parameters are: \( w/h = 4.71, \quad \varepsilon_r = 2.7, \quad \tan \delta = 0.015, \quad h = 1.7 \, \mu m, \quad \text{and } \sigma_{t,2} = 2.5 \times 10^7 \, S/m, \quad t_{1,2} = 0.8 \, \mu m, \quad \text{and } \mu^{(1,2)} = \mu_0. \)

![Normalized phase constant, Re(\tilde{k} / k_0) (solid curve) and total loss \( \alpha \) (dash-dotted curve) of a wide microstrip line for monolithic IC applications [8]. Circles – full-wave data [9]. Reprinted with permission of IEEE. License # 2873061358030](image)

At low frequencies, the loss, mostly, is due to the modal field inside the conductors. The longitudinal electric field is not negligible and the modal phase velocity is very low [9]. The phase constant \( \text{Re}(\tilde{k} / k_0) \) decreases fast with frequency. The modal characteristic impedance \( \tilde{Z}_c \) is complex and strongly frequency-dependent (Fig. 6.3).
At higher frequencies, the loss increases linearly mostly due to the dielectric. The characteristic impedance $\tilde{Z}$ is almost real and frequency independent. The difference between our results and the full-wave data from [9] does not exceed several percent up to 100 GHz.

In addition, we carried out comparisons with the full-wave data from [10] at frequencies up to 100 GHz, and a good agreement to within several percent has been observed for the complex propagation constant and characteristic impedance. Figs. 6.4 and 6.5 show the phase and attenuation constants of a microstrip line, which parameters are: $w/h = 4.724$, $\varepsilon_r = 9.6$, $\tan \delta = 0$, $h = 0.635$ mm, $\sigma_1 = \infty$, $\sigma_2 = 100$ kS/m, and $t_2 = 0.3$ mm.
Fig. 6.4 Normalized phase constant $\text{Re}(\tilde{k}_z/k_0)$ of a wide microstrip line for monolithic IC applications. Solid curve- our results; Circles- full-wave data [10]

Fig. 6.5 Normalized imaginary part $\text{Im}(\tilde{k}_z/k_0)$ of the complex propagation constant (solid line) of a wide microstrip line for monolithic IC applications. Circles – full-wave data [10]
The phase constant is influenced by the loss of conductors at low frequencies where the longitudinal electric field component is rather strong (Fig. 6.4). The field is concentrated inside the conductor and the modal phase constant is high. The modal effective permittivity can be over $\varepsilon_r$ (see Figs. 6.2 and 6.4) that is in contradiction with the theory considering the strips as ideal conductors. The maximal difference between full-wave and our data does not exceed 3.5%.

Recently, some experimental data was published for a thin-film Ti (200 nm, $\sigma = 2.84 \times 10^6$ S/m)/Au (1 $\mu$m, $\sigma = 2.94 \times 10^7$ S/m) microstrip realized on low-loss cyclic-olefin copolymer ($\varepsilon_r = 2.33$, tan $\delta = 0.0005$, $w/h = 3.1$) at frequencies up to 220 GHz where the maximum loss was registered about of 1.75 dB/mm at 220 GHz [29]. The measurements were compared with the data obtained with formulas from [9].

To compare our theory with the measurements, the surface impedance formulas for the signal $Z_s$ and ground $Z_g$ conductors are modified to take into account their layered cross-sections:

\[
Z_s = Z_{s_1}^{(\omega)} \frac{Z_{s_2} \cos(\chi_{y_1} t_{y_1}) + jZ_{s_3}^{(\omega)} \sin(\chi_{y_1} t_{y_1})}{Z_{s_1}^{(\omega)} \cos(\chi_{y_1} t_{y_1}) + jZ_{s_2} \sin(\chi_{y_1} t_{y_1})} \quad (6.10)
\]

where

\[
Z_{s_2} = -jZ_{s_1}^{(\omega)} \cot(\chi_{y_2} t_{y_2}), \ Z_{s_3}^{(\omega)} = (1 + j)\sqrt{\omega \mu_{s_1}^{(1,2)}} / \sigma_{s_2}, \ \chi_{y_2}^{(1,2)} = (1 - j) / \Delta_{n,2}^{0},
\]

and

\[
\Delta_{n,2}^{0} = \sqrt{\frac{2 / \omega \mu_{s_1}^{(1,2)}}{\sigma_{s_2}^{(1,2)}}}.
\]

\[
Z_g = Z_{g_1}^{(\omega)} \frac{Z_{g_2} \cos(\chi_{y_1} t_{y_1}) + jZ_{g_3} \sin(\chi_{y_1} t_{y_1})}{Z_{g_1}^{(\omega)} \cos(\chi_{y_1} t_{y_1}) + jZ_{g_2} \sin(\chi_{y_1} t_{y_1})} \quad (6.11)
\]

where

\[
Z_{g_2} = -jZ_{g_1}^{(\omega)} \cot(\chi_{y_2} t_{y_2}), \ Z_{g_3}^{(\omega)} = (1 + j)\sqrt{\omega \mu_{g_1}^{(1,2)}} / \sigma_{g_2}, \ \chi_{y_2}^{(1,2)} = (1 - j) / \Delta_{g,1,2}^{0},
\]

\[
\Delta_{g,1,2}^{0} = \sqrt{\frac{2 / \omega \mu_{g_1}^{(1,2)}}{\sigma_{g_2}^{(1,2)}}}.
\]

The complex propagation coefficient formula (6.5) is used again with $Z_s$ and $Z_g$:

\[
\tilde{k}_z^2 = k_0^2\varepsilon_{\text{eff}} \left( f \right) - \left( Z_s + Z_g \right) \frac{j\omega \varepsilon_{\text{eff}} \left( f \right)}{h} + Z_s \left( \omega \varepsilon_{\text{eff}} \left( f \right) \right)^2. \quad (6.12)
\]

Calculations of loss according to (6.12) and (6.7), experimental and theoretical data from [29] are shown together in Fig. 6.6. It is seen, that both theoretical models give comparable accuracy towards the measurements [29], but they have increased difference at frequencies over 150 GHz. It might be that the reason of this error is in the real properties of the titanium/dielectric interface and in the microgranularity of metals which have not been taken by the used simple models of conductors.
6.1 Microstrip Lines

Fig. 6.6 Comparison of our data (solid curve), measurements [29] (circles), and calculations obtained by the authors of [29] using formulas from [9] (squares)

It is expected that the accuracy of (6.5) and (6.12) would be worse for narrow microstrips due to strong influence of the current crowding effect disturbing the conductor surface impedance and the applicable width range should be established for the mentioned formulas comparing the full-wave simulations and our formula’s data.

6.1.2 Superstrated Thin-film Microstrip Line

In superstrated microstrip lines, the upper conductor is covered by a dielectric layer (Fig. 6.7a). Such a design is used in antennas, filters, and high-power couplers [15],[30]-[37]. In monolithic ICs, the signal conductors are buried inside a layered dielectric made of silicon, silicon oxide, or a passivation layer having different dielectric permittivities and loss tangents.

At high frequencies, it leads to complicated loss mechanism, and the layered structure should be taken into account by any software. An effective means to simulate the multilayered microstrips is a full-wave approach based on the mode matching techniques or the FDTD analysis. Circuit oriented software tools need analytical expressions valid in a wide frequency band and developed for an extended range of geometrical and physical parameters.

An analytical model of a lossy superstrat ed microstrip line is elaborated similarly to the previous one [8]. At the first, to this line an equivalent parallel plate waveguide model filled by the effective permittivity \( \varepsilon_{\text{eff}}^{(s)} \) is put into the correspondence (Fig. 6.7b) [15],[31],[36]. At the second, the plates are substituted by the equivalent impedance walls of the surface impedances \( Z_{\text{se}}^{(1,2)} \). The dielectric loss is calculated according to [25],[26]. It is supposed that the accuracy of the model depends on the formulas for the effective permittivity and dielectric loss, and again, the workability of them is expected up to 100 GHz.
6.1.3 Two-layer Substrate Microstrip Transmission Line

The widely used silicon substrates have low resistivity about of 5-20 \( \Omega \)-cm, and it is the cause of increased loss of microstrip lines and coplanar waveguides placed over these substrates. To avoid it, the silicon substrate is covered by a dioxide layer (Fig. 6.8a), and it decreases the loss. For instance, some measurements are given in where the substrate is covered by 1.5-µm dioxide film, and it allows for the loss within 28-67 dB/cm for the aluminum microstrip conductor of the height 4 µm [38],[39].

Further improvement of microstrips is with increasing the substrate resistivity. For instance, silicon can be bombarded by protons or ions, and semi-isolating high-resistivity \( 10^6 \Omega \)-cm regions are formed in it. Microstrips placed over these spots have loss less than 4 dB/cm at 50-GHz frequency [38],[39]. Taking into account the semi-insulating substrates, the lines can be analyzed by techniques developed for the multi-layer dielectric microstrips. They have been studied by numerical methods in [27]-[30]. A few papers are on the measurement of loss in such transmission lines [18],[38],[39]. Analytical quasistatic models are published in [15] and [31] where the effective dielectric constant and the characteristic impedance are obtained by the conformal mapping approach. In [15], the loss is computed by the use of the incremental inductance rule that is applicable only to the thick-conductor lines.
The studied by us microstrip [40] consists of a two-layer high-resistivity substrate, a sandwiched conducting strip, and a ground layer (Fig. 6.8a). The sandwiched conductors are composed of metal layers of different specific conductivities $\sigma_1$ and $\sigma_2$. At low frequencies, the heights of the layers are comparable to the skin-depth.

![Diagram of microstrip line](image)

**Fig. 6.8.** Multilayered microstrip transmission line [40]. (a)- Cross-section; (b)- Multilayer parallel-plate equivalent model; (c)- Monolayer equivalent model. This material is reprinted with permission of John Wiley & Sons, Inc.

In the proposed model, a multilayered microstrip is represented by a parallel-plate multilayered waveguide (Fig. 6.8b). The multilayered conductors are substituted by the walls with the assigned to them equivalent surface impedances $Z_s$ and $Z_g$. The fundamental mode field is described by the $y\text{TM}_0$ field, and the transverse resonant method is used for derivation of the eigenvalue equation regarding to the complex longitudinal propagation constant $\bar{k}_z$. The resonant condition written at $y = 0$ is

$$Z_{\perp} + Z_{\parallel} = 0$$

(6.13)
where

\[ Z_1 = Z_{c_1} \frac{Z_s \cos(k_y^{(2)} h_2) + jZ_{c_2} \sin(k_y^{(2)} h_2)}{Z_{c_2} \cos(k_y^{(2)} h_2) + jZ_s \sin(k_y^{(2)} h_2)}, \]  
(6.14)

\[ Z_y = Z_{c_1} \frac{Z_s \cos(k_y^{(1)} h_1) + jZ_{c_2} \sin(k_y^{(1)} h_1)}{Z_{c_2} \cos(k_y^{(1)} h_1) + jZ_s \sin(k_y^{(1)} h_1)}, \]  
(6.15)

\[ Z_{c_1} = k_y^{(1)} / \omega \varepsilon_r^{(1)} \varepsilon_0, \quad Z_{c_2} = k_y^{(2)} / \omega \varepsilon_r^{(2)} \varepsilon_0. \]  
(6.16)

In (6.13) to (6.16), \( k_y^{(1,2)} = \sqrt{k_0^2 \varepsilon_r^{(1,2)} - \kappa_z^2} \), \( \varepsilon_r^{(1,2)} \) are the relative permittivities of the dielectric layers, and \( Z_s, Z_g \) are the surface impedances of the upper and lower conductors, respectively.

The expression (6.13) is a transcendental equation, which can be solved regarding to \( \kappa_z \) only approximately. For this purpose, we assume that the specific conductivities of the thin layers of metals are high, the surface impedances \( Z_s \) and \( Z_g \) are low, and they do not depend on the propagation constant \( \kappa_z \). We suppose that the dielectric layers are electrically thin: \( k_y h_1 < 1 \) and \( k_y h_2 < 1 \). In this case, the trigonometric functions in (6.14) and (6.15) are substituted with \( \cos(k_y^{(1)} h_1) = \cos(k_y^{(2)} h_2) \approx 1 \), and \( \sin(k_y^{(1)} h_1) = k_y^{(1)} h_1 \), \( \sin(k_y^{(2)} h_2) \approx k_y^{(2)} h_2 \).[22]-[24]. It allows for transforming (6.13) into the following equation:

\[ Z_{c_1} Z_{c_2} \left( Z_s + Z_g + jZ_{c_1} k_y^{(1)} h_1 - jZ_{c_2} k_y^{(2)} h_2 \right) + jZ_g Z_s \left( Z_{c_1} k_y^{(2)} h_1 + Z_{c_2} k_y^{(1)} h_2 \right) = 0. \]  
(6.17)

Taking into account \( Z_g Z_s = 0 \), and substituting \( Z_{c_1} \) and \( Z_{c_2} \) with (6.16) we get the first-order approximation for the propagation constant:

\[ \kappa_z^2 = k_0^2 \varepsilon_e - \left( Z_s + Z_g \right) \frac{j \omega \varepsilon_r \varepsilon_e}{h} \]  
(6.18)

where

\[ \varepsilon_e = \varepsilon_r^{(1)} \varepsilon_r^{(2)} h \left( h \varepsilon_r^{(2)} + h_2 \varepsilon_r^{(2)} \right). \]  
(6.19)

Here, \( h = h_1 + h_2 \). The expression (6.18) is similar to a formula (6.5) derived for an impedance-wall parallel-plate waveguide of the height \( h \) and filled by a medium of the permittivity \( \varepsilon_e \). Unfortunately, this formula [35] does not take into account the fringing field, and it can have low accuracy.
To improve (6.18) the parallel-plate multilayered waveguide (Fig. 6.8b) is substituted by an equivalent monolayer line filled by the equivalent medium of $\varepsilon_{\text{eq}}$, which takes into account the fringing fields. Then, this line is represented by a parallel-plate waveguide (Fig. 6.8c) filled by the effective frequency dependent permittivity $\varepsilon_{20}$. In this case, (6.18) becomes

$$
\tilde{k}_z^2 \approx k_0^2 \varepsilon_{\text{eff}} (\varepsilon_{eq}, w, f) - \left( Z_s + Z_g \right) \frac{j\omega \varepsilon_{0} \varepsilon_{\text{eff}} (\varepsilon_{eq}, w, f)}{h} \tag{6.20}
$$

where $\varepsilon_{\text{eff}} (\varepsilon_{eq}, w, f)$ is computed according to (2.37).

The conductor loss computation by (6.20) requires the equivalent impedances of the upper (strip) and lower (ground) plates. The upper conductor consists of two layers of different specific conductivities $\sigma_1$ and $\sigma_2$. The effective surface impedance $Z_s$ is approximated by the expression (6.21) that takes into account the multilayer structure of the strip and the current crowding effect influencing narrow conductors:

$$
Z_s = \begin{cases} 
Z_{w} = Z_{(w)}^{(1)} + jZ_{(w)}^{(2)} \frac{\chi_y^{(1)} t_1}{\chi_h^{(2)} t_1} \cos(\chi_y^{(1)} t_1) + jZ_{2} \sin(\chi_h^{(2)} t_1), & w \geq 3.5 \\
Z_{w} \left[ 0.7 \frac{w_{eq}(f)}{w_{\text{eq}}}; 0.1 \leq w/h \leq 3.5 \right] & \end{cases} \tag{6.21}
$$

where $Z_{w}^{(1)} = \left(1 + j\frac{\omega \mu^{(1,2)} / \sigma_1}{\Delta_{1,2}} \right) / \Delta_{1,2}$, $\chi_y^{(1,2)} = (1 - j) / \Delta_{1,2}$, $\Delta_{1,2} = \sqrt{2 / \omega \mu^{(1,2)} \sigma_1}$, and $Z_2 = - jZ_{2} \cot(\chi_y^{(2)} t_2)$. The extended due to the fringing effect width $w_{eq}$ can be calculated according to [41].

Here, $\mu^{(1,2)}$ are the absolute permeabilities of microstrip conducting layers, and $w_{\text{eq}}(f)$ is the effective frequency-dependent width computed according to (2.39). The ground conductor of limited thickness $t_g$ is substituted by a surface of the effective impedance $Z_g$ that is computed according to

$$
Z_g = - jZ_{g}^{(1)} \cot(\chi_y^{(g)} t_g) \tag{6.22}
$$

where $Z_{g}^{(1)} = \left(1 + j\frac{\omega \mu^{(g)} / \sigma_g}{\Delta_{g}} \right) / \Delta_{g}$, $\chi_y^{(g)} = (1 - j) / \Delta_{g}$, $\mu^{(g)}$ and $\sigma_g$ are the absolute permeability and the specific conductivity of the ground conductor, respectively.

Beside the conductor loss, the microstrip lines suffer from the substrate loss $\alpha_d$. This loss is comparable with the conductor loss only at high frequencies where the modal field is close to the TEM type. To calculate this loss, the perturbation formula (6.6) can be used, but it requires calculating the equivalent loss tangent of this multilayered substrate. It is performed using the Schneider’s formula [25],[26]:

$$
\text{loss tangent} = \frac{\alpha_d}{\omega} \tag{6.6.6}
$$
(\tan \delta)_{eq} = \frac{1}{\epsilon_{eq}} \sum_{n=1}^{2} \epsilon_n \frac{\partial \epsilon_{eq}}{\partial \epsilon_n} \tan \delta_n \quad (6.23)

Finally, the total loss is calculated according to (6.7).

The ability of the developed equivalent monolayer model to represent the multilayered microstrip lines was verified as the first step. For this purpose, our results for $\epsilon_{eq}(\epsilon, w, f)$ were compared with the quasistatic data derived in [37].

At low frequencies, the difference is within 0.9-6% for $0.1 < w/h < 10$ in spite of the use of a simple formula for $\epsilon_{eq}$ and $(\tan \delta)_{eq}$. More accuracy is possible to achieve using the advanced formulas for the equivalent quasistatic dielectric permittivity from [15] and [31].

The calculations of loss $\alpha$ (Fig. 6.9) are verified with experimental and theoretical results from [18], [27], [28] given for a two-layer dielectric microstrip. The signal strip conductor of this transmission line consists of two metal layers. The geometrical and physical parameters are $\epsilon_r^{(1)} = 12.9$, $\tan \delta_1 = 10^{-3}$, $h_1 = 100 \, \mu m$, $\epsilon_r^{(2)} = 6.5$, $\tan \delta_2 = 0$, $h_2 = 2 \, \mu m$, $t_1 = 0.4 \, \mu m$, $t_2 = 3 \, \mu m$, $t_g = 12 \, \mu m$, $\sigma_i = 2.1 \times 10^6 \, S/m$, and $\sigma_j = \sigma_g = 4.1 \times 10^7 \, S/m$.

Fig. 6.9 shows a comparison between our calculation (lines) with experimental data (upward and downward triangles) from [18].

![Fig. 6.9. Total loss $\alpha$ of a narrow microstrip line [40]: solid and dashed-dotted curves – our model; Downward triangles – upper level of measured loss [18]; Upward triangles – lower level of the measured loss [18]. Squares – full-wave data [27]; Diamonds - full-wave data [28]; Circles – full-wave data [27]. Microstrip line parameters: (1) $w/h = 0.1$; (2) $w/h = 0.7$; (3),(4) $w/h = 3.5$. This material is reprinted with permission of John Wiley & Sons, Inc.](image-url)
As well, the full-wave results of [28] and [27] are presented by diamonds and circles, correspondingly. For comparison, a wide microstrip line \((w/h = 3.5)\) was computed using two formulas for the equivalent surface impedance. The dash-dotted line represents the results derived by the impedance formula valid for wide microstrips. The solid line shows the loss dependence calculated with the empirically corrected formula that takes into account the current crowding effect. Both formulas give comparable results with measurements.

The narrow microstrips \((w/h < 3.5)\) were computed using the surface impedance formula multiplied by a correction factor from (6.21). The comparison with measurements and theoretical data shows a good agreement.

The accuracy of the phase computation was studied by comparison of our results with full-wave data derived in [28] for the multilayered microstrip line. The line has the same geometrical and physical parameters with the line considered above. It has been found that for the given data the difference does not exceed several per cent (Fig. 6.10).

![Fig. 6.10](image.png)

**Fig. 6.10** Normalized phase constant versus frequency [40]. Solid line- our model; Circles- full-wave data [28]. Microstrip line normalized width: \(w/h = 0.7\). This material is reprinted with permission of John Wiley & Sons, Inc.

### 6.1.4 Si-microstrip Transmission Lines Shielded by Impedance Layers

As it has been already mentioned above, the microstrips placed over the silicon or silicon oxide/silicon substrates suffer from increased loss. One of the ideas of further modification of silicon-based microstrip lines is with the shielding of lossy
silicon by a doped semiconductor layer with increased conductivity or by patterned metal layers. For instance, in [42], the silicon is covered by a \( n \)-type layer doped to 8 \( \Omega \)/sq. and connected to the ground (Fig. 6.11). This layer is patterned to prevent the longitudinal current. Besides, it plays a role of capacitive shield towards lossy silicon and decreases the induced current in the substrate, which causes the loss. Microstrip of the conductor thickness 3 µm and width 25 µm is placed over a dioxide layer of the thickness 4 µm.

It is shown by measurements that this shielding allows to decrease the loss down to 1.4 dB/cm versus 8.3 dB/cm of an unshielded microstrip at 6 GHz. Besides, this line can provide increased characteristic impedance in comparison to the TFML due to the decreased capacitance to the ground.

![Fig. 6.11 Doped Si-SiO\(_2\) microstrip transmission line. The \( n \)-type layer is shown in white](image)

A modification of \( n \)-doped Si-SiO\(_2\) microstrip line is described in [43] for millimeter-wave frequency range. Lossy silicon is separated from the dioxide layer by a thin (0.001-1 µm) well-conducting Nepi-layer (in white color) which decreases penetration of the EM field deeply inside lossy silicon. Additionally, the signal conductor has decreased capacitance to the ground due to this shielding. It allows using this transmission line for the millimeter-wave spiral inductors of increased quality factors (up 20 at 30 GHz) and of the self-resonance frequencies up to 64 GHz.

A full theory of this transmission line has not been created yet, but the quasi-TEM fundamental mode can be calculated similarly to the models developed for mono- and multilayered microstrips (see above). For this purpose, the \( n \)-doped line (Fig. 6.11) is transformed into an equivalent monolayer microstrip using the approach proposed by J. Svačina [31]. In this case, the equivalent quasi-static permittivity \( \varepsilon_{eq} \) is

\[
\varepsilon_{eq} = \frac{\left( \sum_{i=1}^{M} q_i \right)^2}{\sum_{i=1}^{M} \varepsilon_r^{(i)}} + \frac{\left( \sum_{j=m+1}^{N} q_j \right)^2}{\sum_{j=m+1}^{N} \varepsilon_r^{(j)}}
\]  

(6.24)

where \( M = 3 \) and \( N = 4 \), and \( q_i \) are available from [31]. To calculate the loss caused by the substrate layers and conductors, the equivalent monolayer microstrip transmission line can be transformed to an equivalent parallel-plate waveguide.
Then the phase constant and the conductor and dielectric loss constants are calculated according to (6.5), (6.6), and [25],[26], correspondingly. Accuracy of calculations depends on the theory [31] as well.

At frequencies, where the skin effect in semiconductor layers is strong and the $n$-doped layer influences the fundamental mode, the equivalent impedance model of well-conducting layers is useful. Further data on this line can be obtained by EM numerical simulations.

Instead of $n$-doped silicon layer, a patterned conductor shield can be used placed between the semiconductor and dioxide layers. The grounded strips are orthogonal to the signal conductor, and it prevents the penetration of the field to silicon to reduce the loss. An analytical model based on the Agilent Momentum simulation data of this line is given in [32] where a significant decrease of the frequency dependence of the line’s shunt capacitance and inductance is shown.

### 6.1.5 Three-dimensional Modifications of Microstrip Line

High loss of conventional microstrip lines in millimeter-wave range stimulates further research on their modifications. Some lines on multilayered substrates or/and superstrates have been considered above. The 3-D technologies allow modifying the microstrip cross-section to decrease the loss and parasitic coupling. Some results are with increasing the slow-factors of 3-D transmission lines [33],[34], which is interesting in realization of distributed circuits by monolithic technologies.

#### 6.1.5.1 Stacked Thin-film Microstrip Line

The above-considered results on simulation of thin-film microstrip lines show a strong role of conductor loss at low- and high-frequencies. Today’s tendency of integrated technology is towards the use of nanometric components and interconnects, and, soon, the fundamental limits of CMOS technology would be reached. The interconnects and passive components, being responsible for the loss, dispersion, and parasitic resonances, seriously undermine the attempts to improve the parameters of millimeter- and sub millimeter-wave integrations. Some problems can be avoided by further decrease of the size of capacitors and inductors, but, at the same time, it causes increased conductor loss due to smaller and smaller interconnect cross-sections. For instance, a contemporary 45-nm digital silicon technology allows for the thinnest signal conductor (Al) about of 1 μm only, while a 180-nm technology is with the 3-μm top metal (Al) thickness. Other metal layers are thinner, but they can be manufactured using copper, which only partly improves the situation with the conductor loss.

To increase the cross-section of conductors, in many papers, the stacking of ground layer and signal strips are proposed. In [44], a stacked ground layer microstrip is studied which is manufactured using a 45-nm digital CMOS technology. An Al signal conductor is of 1-μm height, and eleven Cu layers are connected to each other by via-holes to make a stacked ground. The measurements show the loss of microstrip below 15 dB/cm at 110 GHz. Unfortunately, more detailed
information on the geometry of this measured line is not available. This loss data is in some accordance with [45], where the stacked microstrips were manufactured using the STMicroelectronics CMOS 32-nm technology. The signal strip consists of two AL and Cu layers. Ground plane is of six perforated Cu-layers. The measurements show the loss constant close to 16 dB/cm for a 70-Ω microstrip line at 110 GHz.

6.1.5.2 V-shaped Microstrip Line

One of these ideas to decrease the loss is the microshielding of the microstrip cross-section from the substrate [46]-[49]. According to one of these technologies, initially, a V-shaped cavity is formed in silicon by etching. This cavity, covered by a metal, is filled by a low-loss dielectric, and the signal conductor of this microstrip is placed over it, being isolated from the lossy silicon (Fig. 6.12). It is seen that this transmission line is a transient one to a coplanar waveguide, and it has all its features as the compatibility with the planar semiconductor components.

![Fig. 6.12 V-shaped microstrip transmission line. Adapted from [48].](image)

This V-shaped line has been studied using a conformal mapping approach taking into account the quasi-static nature of its fundamental mode [47]-[49]. The quasi-static effective permittivity \( \varepsilon_{eq} \) of this line is calculated as a ratio of the capacitances derived with a two stage conformal transformation:

\[
\varepsilon_{eq} = \frac{C_r(\varepsilon_r)}{C_r(\varepsilon_r=1)}
\]  

(6.25)
where $C = C_1 + C_2$, $C_i = 2\varepsilon_0 K(k_i)/K(k'_i)$, $C_2 = 2\varepsilon_0 K(k_2)/K(k'_2)$, and $K$ is the elliptical integral. Its argument $k_1$ is computed with $k_1 = \tanh(\pi a/2h)/\tanh(\pi b/2h)$. Calculation of the second argument $k_2$ is more complicated, and the following integral is involved

$$\frac{a}{b} = \int_0^{k_1} f(t)dt / \int_0^{k_1} f(t)dt$$

(6.26)

where

$$f(t) = (t^2 - 1)^{-\beta(2+\pi)/2\pi}.$$  

(6.27)

The modified arguments are calculated as $k_{i,2}' = \sqrt{1-k_{i,2}^2}$. The characteristic impedance $Z_c$ is

$$Z_c = \frac{60\pi}{\sqrt{\varepsilon_{eq}}} \left[ \frac{K(k_1)}{K(k'_1)} + \frac{K(k_2)}{K(k'_2)} \right]^{1/2}, [\Omega].$$

(6.28)

It is shown that $Z_c$ increases with the angle $\beta$. The influence of the slot between the strip and edge of the grounded cavity is essential only if this slot is a narrow one. The simulations performed in [47]-[49] show that the characteristic impedance of this line can vary within 20-150 $\Omega$.

### 6.1.5.3 Air-filled Strip and Buried Microstrip Transmission Lines for Monolithic Integrations

Although the design of these lines is traditional and known for decades, they can be used in monolithic integrated circuits being manufactured by different 3-D technologies. The air-filling allows for decreasing the dielectric loss and for isolating the signal conductors from lossy silicon substrate. One of the first attempts to manufacture these lines and to explore their loss parameters is published in [50] where a thick dioxide layer is covered by a copper ground layer and then by the porous silicon dioxide. Using the techniques of photolithography, electroplating, and wet dissolving of porous silicon, the air-filled strip (Fig. 6.13a) and the microstrip (Fig. 6.13b) lines are manufactured.

The signal conductors made of copper are supported by metallic pedestals placed on the silicon dioxide substrate through the holes in the ground copper layer. In the case of strip line, a dissolver removes the porous silicon dioxide through the technological windows in the upper shield to make the cross-section free of this dielectric. A 50-$\Omega$ strip line ($w=26$ $\mu$m, $t=12$ $\mu$m, $2b=36$ $\mu$m) is measured in frequencies up 40 GHz, and the loss less than 3 dB/cm is found. The loss of buried microstrip line (Fig. 6.13b) is less than 1.2 dB/cm in the frequency range of 1-40 GHz ($w=30$ $\mu$m, $t=12$ $\mu$m, $h=25$ $\mu$m).
Fig. 6.13 Air-filled strip (a) and buried microstrip (b) transmission lines available for monolithic integrations. Adapted from [50]

To calculate these lines, the known formulas can be used taking into account the comparability of the thickness of central conductors to the height of the air-gap between them and the ground layers. In the case of buried microstrip (Fig. 6.13b), the influence of sidewalls should be taken into account additionally.

6.1.5.4 Fenced Microstrip and Strip Transmission Lines

The increasing density of hybrid and monolithic ICs leads to a high level of cross talks of components and transmission lines. Contemporary microwave modules should have reduced coupling between the components. One of the techniques is the isolation of transmission lines from each other and from the lossy silicon.

Another idea is the use of via-hole fencing [51]-[57]. Via-hole fence reduces coupling through the shortening of the electrical field to the ground (Fig. 6.14).

Fig. 6.14 Fenced microstrip transmission lines
In [51], two variants of fenced microstrip line are studied. The fence of the first of them (Fig. 6.14a) consists of via-holes shorted to the ground plane. It is shown that this fence is not effective enough to shield the modal electric field of microstrip line. In some cases, the fence is excited, and parasitic radiation increases the coupling of microstrip lines separated from each other by this fence. To decrease this effect, the upper ends of the via-holes are connected to each other by a conducting strip (Fig. 6.14b). An additional idea to increase the isolation is making a two-row fence. Usually, it gives additional several dB of isolation [52]. Next technique is placing signal strips on different levels of inside of neighboring fenced channels [54].

In some cases, the via-hole fence influences the microstrip, and the best distance between the strip and the fence is about three heights of the substrate. To avoid serious radiation, the distance between the via-holes should be less than a half of the modal wavelength.

Fencing is used for isolation not only of microstrips but for shielding of strip lines where the parasitic coupling is supported with a parallel-plate mode. In [55], two modifications of this transmission line are studied (Fig. 6.15).

**Fig. 6.15** Fenced strip transmission lines. Adapted from [55].

The first of them uses a fence consisting of a single row of via-holes (Fig. 6.15a). Numerical simulations show that the near-end coupling is reduced in this case. At the same time, the far-end coupling can be increased through this via-hole fence. To suppress this parasitic effect, the strips should be placed at a certain distance from the fence. Another approach, studied by the authors of [55], is the connecting of via-holes by conducting strips placed at the same level as the signal one (Fig. 6.15b). It decreases coupling down to -30 dB according to the experimental and theoretical data from [55].

The above-described techniques are applied to a silicon integrated power-divider network in 40-50-GHz band [56]. The isolation of the network arms exceeds 25 dB at 45 GHz.
The low-loss coupled fenced microstrips placed inside a silicon dioxide layer are studied in [57] up to 50 GHz. It is shown that due to fencing by via-holes and isolation of the strips from the lossy silicon by ground layer, the loss close to 10 dB/cm has been reached, and some analytical formulas verified by measurements are given for calculation of the common and differential modes of the coupled microstrip lines.

### 6.1.5.5 Ridged Microstrip Transmission Line

The ridged or truncated microstrip was considered in [58] and studied initially by a numerical quasi-static method. This transmission line consists of a grounded dielectric slab fully or partially covered by a conducting strip (Fig. 6.16a). It was found that the effective permittivity was decreased by 30% versus a conventional microstrip if the edges of microstrip were placed at a distance less than a half of the strip width: \( W_f < 0.5W \).

![Fig. 6.16 Ridged microstrip transmission line (a) and its monolithic thin-film variant (b-d)](image)

These ridged microstrips are interesting in many microwave and high-speed applications including the narrow-bandwidth filters, multi-element antennas with decreased parasitic coupling between the ridged microstrip patches, etc. These lines, being even placed close to each other, do not support the surface waves, which are typical for the microstrip patches placed on common substrate, and the ridged patches are highly isolated from each other even at millimeter-wave frequencies. This effect, the modal phase constants, and the characteristic impedances of a single and coupled ridged waveguides are calculated using the integral equation-mode matching method up to 105 GHz in [59]. Simple analytical parameters of this line were derived by J. Svacina in 1993.
One of these applications is considered in [60] where the miniature filters on ridged resonators and microstrips are investigated. Initially, the diffraction of the main mode at the edge of the ridged resonator is studied to define the resonant frequencies and the radiation from the edges. Then several ridged square-patch resonators ($\varepsilon_r = 100$) are coupled to each other and fed by a ridged waveguide ($\varepsilon_r = 10$). The filters have been tuned experimentally, and they show the elliptical type of the frequency response with the bandwidth of 5% at 4.85 GHz.

In [61], some quasistatic analytical formulas are derived using an asymptotic technique for a theory of ridged microstrip lines. To compute the effective permittivity $\varepsilon_{eq}$ and the characteristic impedance $Z_c$ of this line, a formula for the line capacitance $C$ is calculated initially:

$$C = C_\infty - A_0/W_i^3 + A_1/W_i^5$$

where $A_0 = \frac{2(\varepsilon_r - 1)^2 q \cdot h^2}{3\pi^2 \varepsilon_r^2} W$, $A_1 = (0.5W)^5\left[C_{a,t} - C_\infty + A_0 \cdot (0.5W)^{-3}\right]$, $C_{a,t} = \frac{2\pi e_0}{\ln\left(\frac{8h}{W} + 1\right)} + \frac{e_0}{h} W \left(\varepsilon_r - \frac{\pi}{4}\right)$.

In addition, $q$ should be a unit charge [61]. The effective permittivity is calculated as a ratio of the capacitance $C$ of the line filled by a dielectric to the capacitance $C_0$ of the air-filled line: $\varepsilon_{eq} = C/C_0$ where $C_0 = \frac{e_0 W_{eq}}{h}$ with $W_{eq} = W + \frac{2h}{\pi} \left\{\ln[2\pi e \cdot (W/2h + 0.92)]\right\}$. The characteristic impedance of the ridged microstrip line is $Z_c = Z_0/\sqrt{\varepsilon_{eq}}$ where $Z_0 = 1/\pi c C_0$.

Additionally, $C$ needs the capacitance of the non-ridged microstrip $C_{eq} = \sqrt{\varepsilon_{eq}^{(mstrip)}} / c Z_c^{(mstrip)}$ where $\varepsilon_{eq}^{(mstrip)}$ and $Z_c^{(mstrip)}$ are calculated using (2.34) and (2.35).

The maximal error estimated by the authors of [61] in comparison to the data from [58] is -6% for the characteristic impedance $Z_c$ and -12% for the effective permittivity $\varepsilon_{eq}$ given for $\varepsilon_r = 24$ and $W_i = h$.

In [62], a microstrip with the truncated dielectric and ground plane is studied numerically, and this study is useful for monolithic applications where the ground plane sheets are of a limited width comparable with the signal conductor size.

A monolithic modification of the ridged microstrip (Fig. 6.16b) workable up to 220 GHz and manufactured by a silicon technology is studied in [63],[64]. The signal strip conductor made of a gold layer of the thickness 3 $\mu$m is placed on the top of a BCB dielectric of the trapezoidal shape and of the height $h = 20$ $\mu$m ($\varepsilon_r = 2.65$, $\tan \delta = 0.002$). This substrate is isolated from a low-resistivity silicon
by a thick (10 μm) gold layer of ground. In a wide frequency band up to 220 GHz, a 50-Ω transmission line shows the loss which is less than 6 dB/cm. Using this line, a 180-GHz branch-line directional coupler is designed and measured with good agreement with the Agilent ADS simulations and experimental data [64].

Several variants of the ridged microstrip manufactured using the selective anodizing processes are considered in [65]. The cross-section of a modified line is shown in Fig. 6.16c. It is placed inside an air-filled microcavity etched in a thick aluminum sheet. The ridge is of the porous alumina having low permittivity and loss. The air-filled cavity can be covered by a shield. It is found that the 50-Ω microstrips at frequency 40 GHz have low loss about 2-2.6 dB/cm (unshielded variant) and about 0.43-0.76 dB/cm for a microstrip covered by a metallic shield.

The microstrip line shown in Fig 6.16d can be considered as a shielded variant of ridged line [66]. The signal conductor is placed inside a sandwich of high-resistivity silicon (HRSi) and BCB layers. The shield is grounded by via-holes (are not shown in Fig. 6.16d). It is stated that it prevents the excitation of higher-order modes, and the parameters of this line are measured in frequencies up 20 GHz with the found loss up to 1.45 dB/cm.

### 6.1.5.6 Vertical Strip Transmission Lines

The vertical strip transmission lines are known for decades [67]. Their strips are placed normally to the conductor plate to decrease the capacitance to the ground (Fig. 6.17a). At the same time, the inductivity of this line is about equal to the one of the planar strip transmission line (Fig. 6.17b).

![Fig. 6.17 Vertical (a) and horizontal (b) strip lines](image)

This feature is used in the broadband directional couplers and in the 3-D filters [67],[68]. One of such filters is described in [69] where the vertical strip resonators placed on several layers of an IC. Additionally to the strong coupling between the resonators due to their broadside orientation, the parasitic capacitance to the ground is reduced by vertical orientation of the resonator’s conductors.

The simplest geometry of a vertical line is calculated analytically with the conformal mapping approach [70]. Compare the capacitances of the infinitely thin strips of vertical (Fig. 6.17a) and horizontal (Fig. 6.17b) orientations. For the vertically oriented strip, the capacitance is
\[ C_{vp} = \frac{\varepsilon_r \varepsilon_0}{2} M(k) \quad (6.30) \]

where \( \varepsilon_r \) is the relative permittivity of the dielectric in which the strip is embedded. The function \( M(k) \) is given by

\[
\begin{cases}
\ln \left[ 2 \frac{1 + \sqrt{1 - k^2}}{1 - \sqrt{1 - k^2}} \right] & 0 \leq k \leq \frac{1}{\sqrt{2}} \\
\frac{2}{\pi} \ln \left[ 2 \frac{1 + \sqrt{k}}{1 - \sqrt{k}} \right] & \frac{1}{\sqrt{2}} \leq k \leq 1
\end{cases}
\quad (6.31)
\]

where

\[ k = \sqrt{1 - \frac{1}{(1 + T/H)^2}}. \quad (6.32) \]

The capacitance \( C_{hp} \) of the horizontal strip (Fig. 6.17b) is

\[ C_{hp} = \varepsilon_r \varepsilon_0 \left[ \frac{W}{H} + \frac{4 \ln(2)}{\pi} \right], \quad W \gg H \quad (6.33) \]

Comparing \( C_{vp} \) and \( C_{hp} \) it is found that \( C_{vp}/C_{hp} = 0.5 \), i.e. the vertical orientation of the strip decreases twice the capacitance of the line.

Another design of the vertically oriented strip line is considered in [71] where its strip is placed orthogonally to a supporting dielectric slab made of a low permittivity dielectric (Fig. 6.18). It has decreased parasitic capacitance to the ground and increased phase velocity regarding to the air-filled analog. This transmission line can be used in hybrid ICs for high-speed interconnections where the time delay is an important issue.

Fig. 6.18 Vertical strip line for high-speed applications
In practice, even more complicated lines with vertically mounted strips are used to reach the optimal coupling between the elements of 3-D modules or to isolate them from the environment (see Section 5.4 and [72]-[74]).

A vertically oriented strip is embedded into a non-irradiative dielectric (NRD) waveguide, which, usually, consists of a dielectric slab placed between two conducting plates. Unfortunately, this waveguide can suffer from parasitic excitation of two modes whose propagation constants are close to each other. In [75], it was found that this effect could be eliminated by placing a vertical strip at the center of the waveguide (Fig. 6.19).

![NRD guide with a vertically imbedded conducting strip](image_url)

The authors of [75] show that, in the case of a narrow strip, the quasi-\( \text{LSE}_{01} \) even mode is excited mostly. For wide microstrips, the excitation of the quasi-\( \text{LSM}_{11} \) odd mode is more typical.

The vertically oriented microstrips can be manufactured by monolithic technologies. One of the designs is considered in [76]-[78] where the vertical conductors are placed over a dielectric substrate and used for couplers and inductors. In directional couplers, the extension of the frequency band is realized by broadside coupling of vertical microstrips. The developed inductors have the reduced real-estate due to this vertical design and the decreased loss thanks to the increased cross sections of conductors. Another application of this line and this published technology is shielding of microstrip interconnects by vertical conductors shorted to the ground plane. It is shown that this technique improves isolation of two parallel strips up to 10 dB in the frequency band 0-25 GHz.

### 6.2 Multilayered CPW for Monolithic Applications

#### 6.2.1 Quasistatic Model of Generalized CPW for Monolithic ICs

In monolithic applications, the CPW conductors are placed into a multilayered substrate (Fig. 6.20). Unfortunately, this line has been studied less than the
classical CPW, and the numerical simulations, analytical, and experimental results can be found, for example, in [79]-[100].

![Diagram](image)

**Fig. 6.20** CPW in a multilayered dielectric. Adapted from [79]

Some practically used multilayered geometries of CPW for monolithic applications are shown in Fig. 6.21.

The analytical modeling of CPW is based on the assumption that the CPW’s fundamental mode is of the quasi-TEM type, and the conformal mapping can be applied to model this line. Then the loss of CPW can be calculated by a perturbation approach supposing that the silicon conductivity does not influence essentially the modal field and the propagation constant.

The accuracy of this approach is questionable, especially, at increased frequencies due to hybridization of the main mode field and for the lines where the modal field penetrates deeply the low-resistivity semiconductor substrates. In these cases, the large longitudinal electric field might be arisen, and the mode cannot be any more of the quasi-TEM type.

Quasistatic approach does not answer the question on the radiation of the fundamental mode that is strong at increased frequencies and for the thick-substrate CPWs. Practically, all analytical models of the quasi-TEM approximation should be carefully tested by measurements and full-wave simulations.
One of the first conformal mapping models of a CPW for monolithic applications was published by Svačina [79]. It was modeled the generalized structure shown in Fig. 6.20 where the CPW’s slots $w_1 \neq w_2$. The quasistatic permittivity $\varepsilon_{eq}$ of this line is

$$
\varepsilon_{eq} = \sum_{i=1}^{M+1} \varepsilon_{\eta}^{(i)} q_i + \sum_{j=1}^{N+1} \varepsilon_{\eta}^{(n)} q_j
$$

(6.34)

where $q_i = \frac{K'(k)}{2K(k)} \left[ \frac{K(k_i)}{K'(k)} - \frac{K(k_{i-1})}{K'(k_{i-1})} \right]$, $k_i^2 = \frac{2(k_{h_i} + k_{i})}{(1 + k_i)(1 + k_{i})}$, $k_i = \frac{\sinh \left( \frac{\pi s}{4h_i} \right)}{\sinh \left( \frac{\pi (s + 2w_i)}{4h_i} \right)}$, and $k = k_{M+1} = k_{N+1}$.

Here $K$ and $K' \left( \sqrt{1-k^2} \right)$ are the elliptical integrals. The expression (6.34) tends to be identical with the formulas given by S.S. Bedair and I. Wolff for the symmetrical three-layer CPW [100].

The knowledge of the effective permittivity $\varepsilon_{eq}$ allows for calculating the conductor and substrate loss constants $\alpha_c$ and $\alpha_s$, correspondingly, under the

---

**Fig. 6.21** Multilayered CPW designs for monolithic ICs
6.2 Multilayered CPW for Monolithic Applications

The assumption that the lossy conductors and substrate and the multilayered design do not transform the quasi-TEM mode to a hybrid one, and the frequency is below the coupling frequencies of the substrate partial modes. For instance, the conductor loss \( \alpha_c \) for a three-layer CPW (Fig. 6.21a) can be calculated with the following formula for conductors which height \( t \) is larger than three skin-depths [85]:

\[
\alpha_c = \frac{8.68R_s \sqrt{\varepsilon_{eq}} 240\pi K(k)K(k')(1-k^2)}{[\Phi(w) + \Phi(d)], [\text{dB/cm}]}
\]

(6.35)

where \( d=2s+w, k = w/d, k' = \sqrt{1-k^2}, R_s = \sqrt{\pi \rho / \varepsilon_0 c \lambda_0} \) is the surface resistance per square, and \( \rho \) is the specific resistivity of the conductor. The function \( \Phi \) is defined as

\[
\Phi(x) = \pi + \ln\left(4\pi x \frac{1-k}{1+k}\right).
\]

The substrate loss \( \alpha_s \) is caused mostly by free charges in the silicon:

\[
\alpha_s = 8.68 \frac{30\pi}{\sqrt{\varepsilon_{eq} \rho_{Si}}}, [\text{dB/length unit}]
\]

(6.36)

where \( \rho_{Si} \) is the specific resistivity of this semiconductor. For calculation of these parameters, the equivalent permittivity is needed [85]

\[
\varepsilon_{eq} = 1 + \frac{\varepsilon_r - 1}{2} \frac{K(k_i)/K(k_i')}{K(k)/K(k')}
\]

(6.37)

where \( k = w/d, k_i = \sinh\left(\frac{\pi w}{4h}\right)/\sinh\left(\frac{\pi d}{4h}\right) \), \( k' = \sqrt{1-k^2}, k'_i = \sqrt{1-k_i^2} \), and \( h \) is the silicon layer height. The thin dioxide layer (200 nm) is neglected in calculations of the loss and the effective permittivity.

The characteristic impedance \( Z_c \) of a 3-layer CPW can be calculated using a simplified formula from [85]:

\[
Z_c = \frac{30\pi}{\sqrt{\varepsilon_{eq}} K(k')}, [\Omega].
\]

(6.38)

Additionally to the substrate, the loss is caused by the charges moving on the interface between the silicon and the silicon dioxide, and it depends on the bias voltage applied to the silicon substrate. Unfortunately, the analytical formulas for calculation of this loss are unknown, but experiments show an essential additional loss due to this interface mechanism [85]. In that paper, several CPWs are measured. One set of the results are given for the silicon of \( \rho > 1000 \Omega\cdot\text{cm} \) covered by a thin (200 nm) dioxide layer, and the measurements are for the 50-\( \Omega \) lines of different conductor (Al) widths and the applied-to-the-substrate bias voltages \( V \). The loss...
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Minimum 4.8 dB/cm at 40 GHz is reached with $V=3$ V and the central conductor width $w=45 \mu m$ of the height 1 µm. The same waveguide of the lower specific silicon resistivity $\rho > 50 \Omega \cdot cm$ shows loss about 6.7 dB/cm at 40 GHz measured for a bias voltage -1 V.

Interesting data for a CPW and a thin-film microstrip is published in [105] where a commercial SiGe HBT BiCMOS technology is used for manufacturing these lines and for comparison of their characteristics. The conductors of these 50-Ω transmission lines are made of aluminum $\sigma = 2.3 \times 10^7 S/m$, and they are placed on the top level of integration. The conductor layers are separated by silicon dioxide, which loss tangent is estimated as 0.02. Used slotted shield does not separate the CPW conductors from the lossy silicon, and the loss of a 50-Ω line is about 80 dB/cm at 110 GHz. The thin-film microstrip shows better performance being isolated from silicon by a solid part of ground layer, and the line’s loss is close to 11.5 dB/cm. Further improving of CPW characteristics is with covering the semiconductor by a thick polyimide or BCB layer (Fig. 6.21c) [82]-[86], which have less loss than the silicon dioxide.

In [82], the loss of 50-Ω CPWs is about 5.5-12 dB/cm at 40 GHz, which is measured for silicon of $\rho < 20 \Omega \cdot cm$. The polyimide $\left(\tan \delta \approx 10^{-3}\right)$ layer’s thickness is varied within 20.15-8.83 µm, and the height of gold conductors is 1.5 µm.

The BCB material $\left(\tan \delta \approx 10^{-4}\right)$, which has better parameters compared to polyimide, allows for loss about 3 dB/cm at 30 GHz for the 20-Ω-cm silicon substrate covered by the 20-µm BCB with the CPW $\left(Z_c = 50 \Omega\right)$ of the copper conductors of the 6-µm height [86].

Further improvements of CPWs can be reached using the high-resistivity $\left(\rho \geq 1 k\Omega \cdot cm\right)$ and the ion-implanted $\left(\rho \geq 1 M\Omega \cdot cm\right)$ silicon substrates [38],[39]. For instance, the last technology allows for manufacturing the Si/SiO₂ CPWs with a low loss about 6 dB/cm at 110 GHz. The measured items are placed on a thin dioxide silicon layer (1.5 µm) covering the ion-implanted semiconductor. The 50-Ω CPW’s strips are made of 4-µm aluminum. The same line placed on the non-implanted Si/SiO₂ substrate $\left(\rho_s = 10 \Omega \cdot cm\right)$ shows loss about 50 dB/cm at 110 GHz.

Similarly to microstrip line, the parameters of Si/SiO₂ CPW can be improved using the impedance layers between the silicon and the silicon dioxide. For instance, in [101], a patterned shield consisting of strips orthogonal to the line direction and placed over a GaAs substrate allows for increasing the slow factor of this line and for decreasing the loss. This idea is found applications in silicon technology [102]-[106]. For instance, in [106], it is achieved the effective permittivity equal to 48 for hundreds of MHz to 40 GHz with essential improving of the quality factor regarding to classical Si/SiO₂ CPW.

Additionally, substitution of Al or Cu conductors by silver ones can improve the $Q$-factors of lines. A silver CPW is studied in [107], which is manufactured on a quartz substrate. The results are compared with the one, which conductors are of
copper. It is found the decreasing of distributed resistance of the silver CPW regarding to the copper line on 2-3 Ω/cm at frequencies up to 20 GHz.

Another effect that should be taken into account in the applications over 100 GHz is the main mode dispersion and radiation [108]-[111]. This CPW’s mode is a quasi-TEM one, i.e. its transversal components of the fields averaged on the space are stronger than the longitudinal ones: \(|E_x| \gg |E_z|\) and \(|H_y| \gg |H_z|\). In a CPW, which substrate and conductors are perfect, the fundamental mode is only slightly dispersive due to that, and the above-considered quasi-TEM models can be used up to 40-100 GHz depending on the geometry and the substrate dielectrics.

The CPW dominant mode field is composed of a spectrum of partial waves. Among them are the substrate modes and the waves of continuous spectrum if the cross-section of this line is open to space. In [110] and [111], it has been shown that the longitudinal field components are negligible if the distance \(d\) between the most distant conductors is less than the empirically found geometrical parameter \(d_{\text{max}}\):

\[
d_{\text{max}} = \frac{15}{f \sqrt{\epsilon_{\text{rs}}}} \left[ 1 + 3.24 \cdot 10^8 \left( \frac{\sigma}{f \epsilon_{\text{rs}}} \right)^2 \right]^{1/2} \tag{6.39}
\]

where \(f\) is the frequency in GHz, \(\epsilon_{\text{rs}}\) is the relative permittivity of a substrate, and \(\sigma\) is the substrate conductivity given for a millimeter. If this criterion is violated, the quasi-TEM model does not take into account the longitudinal component of the electric modal field in the lossy layer and the Joule loss caused by this component. Thus computations of the loss and phase constants with this quasi-TEM model are not accurate in this case.

One of the components of the CPW’s field is the TM\(_0\) partial wave of completely grounded dielectric slab of the height \(h\). This partial wave spreads in the transversal and longitudinal directions. At certain critical frequency, the phase constant \(\beta\) of the fundamental CPW mode is equal to the modal constant \(\beta_{\text{TM}_0}\) of the TM\(_0\) partial wave. The leaky partial wave TM\(_0\) starts to play a more intensive role in the modal CPW field formation, and this mode becomes complex, frequency-dependent, and radiating [108]-[111].

With this critical frequency, a CPW can have strong parasitic coupling to other IC components through this field leakage. Due to that a digital signal which spectrum is wider than the CPW’s frequency band limited by the considered critical frequency, has additional distortions [98]. Some ideas to decrease them are considered in [110].

Another cause that transforms the quasi-TEM mode into a hybrid one is the layered structure of the CPW cross-section and the loss in its conductors and in the dielectric layers. Analytical formulas for calculations of critical coupling frequencies can be found for a one-layer [112] and a two-layer conductor-backed CPW [113]. Consider this last case which is important for monolithic applications. The CPW geometry is shown in Fig. 6.22.
The substrate consists of two dielectric layers. One of them is covered by a sheet of ideal conductor which is the ground. The CPW conductors are placed on another side of the substrate. It is found that the CPW quasi-static mode is strongly coupled to the TM\text{y} modes. The characteristic equation for the critical frequency $f_{c(TM)}$ is

$$f_{c(TM)} = \frac{2c \tan^{-1} \left[ \frac{A \cdot B - 1 + \sqrt{(A \cdot B)^2 + A^2 + B^2 + 1}}{A + B} \right]}{\pi h_z \sqrt{2(\varepsilon_2 - \varepsilon_1)}}$$ (6.40)

where $B = (\varepsilon_2 / \varepsilon_3) \tanh(\alpha_s h_y) \sqrt{(\varepsilon_1 + \varepsilon_2 + 2\varepsilon_3) / (\varepsilon_2 - \varepsilon_1)}$, $\alpha_s = (\pi f_{c(TM)}/c) \sqrt{2(\varepsilon_1 + \varepsilon_2 - 2\varepsilon_3)}$, and $A = \varepsilon_2 / \varepsilon_1$.

This equation is simplified if $h_y \gg h_z$. In this case, $B = \varepsilon_2 / \varepsilon_3 \sqrt{\frac{\varepsilon_1 + \varepsilon_2 - 2\varepsilon_3}{\varepsilon_2 - \varepsilon_1}}$, and the critical frequency is calculated analytically. Similar formulas are derived in the cited paper for coupling of the coplanar mode with the TE\text{y} mode. This theory was confirmed by measurements up to 110 GHz where the strong radiation started close to the mentioned critical frequencies [112],[113]. More measurements of radiation performed for GaAs CPWs in frequencies 140-220 GHz are in [114].

### 6.2.2 Elevated CPWs for Increased Frequencies

The above-considered CPWs are not alone to solve the problem of high loss and limited range of the characteristic impedance variation [115]-[122]. A couple of designs are shown in Fig. 6.23. One of them is a CPW which central conductor is elevated by conducting posts placed over the substrate at the distance about several tens of microns (Fig. 6.23a). The central conductor of the second line (Fig. 6.23b) is on the surface of a low-loss dielectric bar (in grey color).

In both cases, the substrate consists of a semiconductor layer (in grey color, Si, GaAs, or InP) and a passivation layer placed over it (SiO\text{2} or polyimide, in white color).
These transmission lines are studied by numerical simulations and by measurements in [115]-[119] up to 300 GHz, and they show decreased loss by two - five times regarding to conventional CPW for GaAs and silicon substrates. It is noticed that the effective permittivity can be reduced four times, which is interesting in high-speed applications. The characteristic impedance varies within 25-110 Ω.

In [120], a resonator of this elevated type for 80 GHz manufactured by a standard CMOS technology is considered. In that paper, the lossy silicon is isolated from the elevated CPW by a patterned conducting plate placed below the dioxide layer. This CPW has the quality factor $Q$ varying within 6.5-11 at 80 GHz depending on the geometry. A traveling-wave amplifier for 73.5 GHz is described as well that uses the above-mentioned line.

Another modification of the elevated CPW is in [121] where the conductors are placed on a thick (6.35-20.15 μm) polyimide layer deposited on the 1 Ω-cm silicon wafer. Afterwards, the polyimide layer is dry-etched, and the CPW conductors are supported by remains of the polyimide under the conductors made of Ti and Au. The line is simulated, measured, and it demonstrates the 2.5-decreased loss in comparison to the CPW of the non-etched design (0.8-3.5 dB/cm loss for frequencies 1-40 GHz). It is caused by weaker concentration of the electric field in the silicon substrate due to the thick, separated from each other polyimide pedestals. Some analytical formulas for a CPW with the elevated central conductor are in [122].

All conductors of CPW can be lifted (Fig. 6.24a), and one of the designs with the measurement results is published in [50]. The ground copper layer is placed over a silicon dioxide substrate. The conductors of the thickness 12 μm are elevated at the height 12 μm and supported by metallic pedestals, which are placed on the substrate through the holes in the ground layer. The width of the central conductor is 35 μm with the gap 13 μm, and the line provides the 50-Ω characteristic impedance with the loss below 0.7 dB/cm in frequencies up to 40 GHz. The line parameters can be calculated using formulas from [123] for the conductor-backed CPW with some corrections which take into account the thickness of conductors.

A new dielectric - cyclic-olefin copolymer (COC) having low loss ($\tan \delta = 0.0005$) up to 220 GHz is used in [29] for a conductor-backed CPW (Fig. 6.24b). The 50-Ω CPW, which composite conductor made of Ti/Au, has the loss of 5-13.5 dB/cm at 220 GHz depending on the line geometry.
Another design of the elevated coplanar waveguide is published, for instance, in [124]. All conductors of it, including the ground planes, are elevated over the substrate, and they are supported by the posts. The ground planes are shorted to each other by air-bridges. The transmission line provides the characteristic impedance of 40-130 $\Omega$ with the decreased loss due to the wide conductors. The geometry of this line is shown in Fig. 6.24c.

Fig. 6.24 Low-loss CPW. (a)- Conductor backed air-filled CPW; (b)- Conductor backed COC-filled CPW; (c)- Elevated 3-layer CPW

Quasistatic analytical formulas for CPW from Fig. 6.24c compared with full-wave simulations and measurements are published in [124]. The effective permittivity $\varepsilon_{eq}$ is calculated as a ratio of the total capacitance $C_{tot}$ to the air-filled line total capacitance $C_{tot\ air}$:

$$\varepsilon_{eq} = \frac{C_{tot}}{C_{tot\ air}}.$$  \hspace{1cm} (6.41)

The characteristic impedance $Z_c$ is

$$Z_c = \frac{1}{c\sqrt{C_{tot}C_{tot\ air}}}, \, [\Omega]$$  \hspace{1cm} (6.42)

where the capacitances $C_{tot}$ and $C_{tot\ air}$ are calculated as

$$C_{tot} = C_{air} + C_{pp} + C_2 (1 - \varepsilon_r) + C_3 (\varepsilon_r - 1),$$ \hspace{1cm} (6.43)

$$C_{tot\ air} = C_{air} + C_{pp},$$ \hspace{1cm} (6.44)
\[ C_{pp} = 2\varepsilon_0 \frac{t}{b-a}, \]  
(6.45)

\[ C_{air} = 4\varepsilon_0 \frac{K(k_1)}{K(k_1')}, \quad k_1 = \frac{a}{b} \sqrt{\frac{1 - \left(\frac{b}{c}\right)^2}{1 - \left(\frac{a}{c}\right)^2}}, \]  
(6.46)

\[ C_2 = 2\varepsilon_0 \frac{K(k_2)}{K(k_2')}, \quad k_2 = \frac{\sinh(x \cdot a)}{\sinh(x \cdot b)} \sqrt{\frac{1 - \sinh^2(x \cdot b)}{1 - \left(\frac{x}{c}\right)^2}}, \]  
\[ \sinh(x \cdot a) \sinh(x \cdot b), \]  
(6.47)

where

\[ x = \frac{\pi}{2h_2 \sqrt{2b}} \left( \frac{\varepsilon_r^2 h_2 + 0.176t + 0.5a}{23} \right) \sqrt{1 - \frac{a}{2b}}, \]  
(6.48)

\[ C_3 = 2\varepsilon_0 \frac{K(k_3)}{K(k_3')}, \]  
(6.49)

where \( t \) is the conductor height, \( \varepsilon_r \) is the substrate permittivity, \( k_3 = k_2(x = x_3), \quad x_3 = \frac{\pi}{2}(h_1 + h_2), \) and \( k_{1,2,3}' = \sqrt{1-k_{1,2,3}^2}. \)

### 6.2.3 Coplanar Strip Line

Another important uniplanar waveguide is the coplanar strip line (CPS) introduced by Kneppo and Gotzman [125]. The cross-sections of a couple applicable lines are shown in Fig. 6.25. A line consists of a dielectric or a composite dielectric-semiconductor substrate and two strips. One of them is grounded, and the waveguide is considered as a “2/3 CPW”. Additionally, the line can be used for differential signaling in which case the strips are excited by the opposite voltages. Similarly to CPW, it can be distinguished by reduced loss and weak modal dispersion.
To estimate the relative quasistatic effective permittivity $\varepsilon_{eq}$ and the characteristic impedance $Z_c$ of the CPS shown in Fig. 6.25a, the following formulas [125] can be used

$$\varepsilon_{eq} = \frac{(\sqrt{\varepsilon_r} + 1)^2}{4}, \quad (6.50)$$

$$Z_c = \frac{120\pi K(k)}{1 + \sqrt{\varepsilon_r} K'(k)}, \quad [\Omega] \quad (6.51)$$

where $K(k)$ and $K' = K\left(\sqrt{1-k^2}\right)$ are the complete elliptical integral of the first kind and its supplement, respectively. The argument $k$ is

$$k^2 = \frac{1 + a/d + b/d}{(1+b/d)(1+a/d)} \quad (6.52)$$

where $a$ and $b$ are the widths of strips, and $d$ is the distance between them. Unfortunately, these simple formulas do not take into account the height $h$ of the substrate, and a set of new formulas is published in [126],[127]. According to them, the effective permittivity $\varepsilon_{eq}$ and the characteristic impedance $Z_c$ are calculated as

$$\varepsilon_{eq} = 1 + \varepsilon_r - 1 \frac{K(k')K(k)}{2K(k)K'(k')}, \quad (6.53)$$

$$Z_c = \frac{120\pi K(k)}{\sqrt{\varepsilon_{eq}} K'(k)}, \quad [\Omega]. \quad (6.54)$$
If \( a = b \), then \( k = d/(d+2a) \), \( k_1 = \frac{\pi d}{4h} \left/ \sinh \left( \frac{\pi (d+2a)}{4h} \right) \right/ \), \( k' = \sqrt{1-k^2} \),

and \( k'_1 = \sqrt{1-k_1^2} \).

These formulas are verified by measurements of transients induced by laser light pulses of 150-fs duration in CPS (300/2500 Å Ti/Au) placed over a thin (0.5 μm) silicon layer, which is on a thick (430 μm) sapphire. The results are available in the frequencies up to 800 GHz [127]. Theory shows an error only up to 6% in frequencies below 100 GHz. It increases with the frequency, being rather small up to 500 GHz. These formulas can be improved taking into account the dispersion of the CPS mode, as it is performed in [128] where some semi-empirical formulas are introduced to calculate the frequency-dependent effective permittivity and the loss constant.

Additionally, the loss in a CPS placed over a two-layer substrate (SiO₂/Si, Fig. 6.25b) is measured in [129]. In this case, a 0.2-μm silicon dioxide layer is over a high-resistivity (\( \rho > 2000 \Omega\cdot\text{cm} \)) semiconductor. The strips are of a multi-layer design, and they are composed of thin layers of Cr (20 nm) and Au (400 nm). The measurements show loss up to 5 Neper/cm at frequencies up to 500 GHz.

The loss of CPS can be decreased twice by proper design of this line, as it is demonstrated in [130], by simulations and measurements in frequencies up to 40 GHz. For instance, the narrow-strip lines show less concentration of the field in silicon, and they can demonstrate the above-mentioned effect of the loss decreasing. Using this technique, the loss was decreased down to 8-9 dB/cm for a 15-μm SU-8 isolation layer (\( \varepsilon_r = 3.5 \), \( \tan \delta = 0.043 \)) placed over a low-resistivity silicon (\( \rho < 10 \Omega\cdot\text{cm} \)). Its gold conductors are of the thickness 1 μm. The proper geometry for the given characteristic impedance and the effective permittivity can be found according to the CPS synthesis formulas from [131].

Some CPS circuit components are considered in [132]-[135] for 0.1-110 GHz. Several ideas on high-frequency designs based on distributed CPS components are from [136],[137].

### 6.2.4 Three-dimensional Modifications of CPW

#### 6.2.4.1 “Overlay” CPWs

The need to decrease the loss in CPW in a wide frequency band has stimulated many attempts to modify the well-known design of CPW. In [138], two new structures are proposed which have decreased loss at frequencies up 100 GHz. The first transmission line is an inverted “overlay” CPW (Fig. 6.26a), and the second one is with the partially elevated signal conductor (Fig. 6.26b).
The signal conductor (in black) of the first line is in a shell formed with the elevated ground conductors (in white) and the substrate. These two ground conductors are connected to each other by air-bridges. The quasi-TEM modal field is, mostly, in the air gap between the signal and ground conductors that reduces the substrate loss.

In the second design (Fig. 6.26b), the most part of the modal energy concentrates in two gaps formed by the signal conductor wings and the ground conductors, i.e. outside the substrate.

In [138], the conductors were placed over a 520-μm quartz substrate. The elevation of conductors is 15 μm. According to [138], the characteristic impedance $Z_c$ of this line can vary in a wide 25-80-Ω range. Another advantage of these lines is their technology that is simpler in comparison to the micromachined membrane supported CPW (see Section 6.2.4.4). As well, this line has increased mechanical reliability compared to the membrane supported CPWs. Although these micron-sized lines are manufactured over a quartz substrate, the design is prospective for Si-based integrations.

The measurements of these two lines show that the first of them (Fig. 6.26a) provides the loss which is less than 2 dB/cm up to 110 GHz regarding to the conventional CPW (3 dB/cm) of the same impedance $Z_c = 36 \, \Omega$. The high-impedance elevated CPW (Fig. 6.26a) with $Z_c > 50 \, \Omega$ has the loss which is comparable with one of conventional CPW, and it is less than 1 dB/cm at 50 GHz. Note that all these figures are given with the loss of two transitions.

### 6.2.4.2 Three-dimensional CPWs

The transmission lines with vertically oriented conductors were developed to obtain the parameters varying in a wide range [67]. Later, they have been found some applications in 3-D hybrid integrations for filters and directional couplers [69],[94],[95].

An example of this sort of transmission lines is shown in Fig. 6.27 [139]. The line consists of two pairs of grounded planar conductors. The central signal conductor is a vertically oriented strip. Due to this design, the field is confined inside the cross-section, and the central conductor connects the components which are placed on both sides of this substrate. The fundamental mode of this line is of the quasi-TEM type, and its electric field is calculated in [140].
Additionally, some research of 3-D CPWs is performed in [141],[142], for instance, where the authors designed the CPWs which central conductors have modified cross-sections to reach the extended range of characteristic impedances, decreased loss, and to provide the access to the functional surface of the GaAs substrate.

The lines from [142] are shown in Fig. 6.28, and they, together with the classical counterparts, are studied in the cited paper by measurements and simulations at frequencies up to 20 GHz. The gold conductors are formed inside the polyimide layers (5-μm height) placed over a semi-isolating GaAs substrate. The central 3-D conductor of the transmission line, shown in Fig. 6.28a, has no access to the functional level of the substrate. Another line (Fig. 6.28b) is designed to contact the components formed in the semiconductor and on its surface.

The studied transmission lines have reduced loss compared to the CPW placed directly on the semiconductor surface due to the increased cross-sections of the central conductors and isolation of them from the lossy substrate. The maximum loss of these lines at frequencies up to 15 GHz is within 1-9 dB/cm (Fig. 6.28a, \( Z_c < 50 \, \Omega \)) and 0.5-4 dB/cm (Fig. 6.28b, \( Z_c < 50 \, \Omega \)). It means that, in the three-layer line (Fig. 6.28b), the current is more effectively distributed along the conductor cross-section, and it reduces the loss. It is noticed that the flexibility of the geometry allows for the characteristic impedance about 20-80 Ω with decreased loss.
Further conductor loss reducing is with the stacking the ground or/and signal layers to increase the cross-sections of CPW’s conductors. For instance, a semi-coaxial CPW manufactured by a 45-nm CMOS digital technology is described in [44]. The CPWs Al-signal conductor of 1-μm height is surrounded by the vertically stacked Cu ground forming a niche. The messaged loss of this line is about 10 dB/cm at 110 GHz.

6.2.4.3 Microshield CPW

Shielding the transmission lines to decrease the cross talk or isolating these lines from the environment is a well-known technique. However, this approach has taken a renaissance thanks to the micromachining technology and the needs to decrease the loss in monolithic Si-based integrated circuits [46]-[49]. The considered here microshield coplanar waveguide is formed on the surface of a filled by a low-loss dielectric cavity that is etched in the semiconductor substrate (Fig. 6.29).

![Microshield CPW of a trapezoidal cross-section](image)

**Fig. 6.29** Microshield CPW of a trapezoidal cross-section. Adapted from [47]

A conducting material to isolate the dielectric of the cavity from the lossy substrate covers the walls of this cavity. In the ideal case, this channel is of the rectangular shape. Due to the anisotropy of the wet- or ion-etching, the walls of the cavity have the negative (Fig. 6.29a, β > 0) or the positive slopes (Fig. 6.29b, β < 0).

This trapezoidal cross-section line is modeled in [47] using a conformal-mapping approach. The quasistatic effective permittivity $\varepsilon_{eq}$ of the line is computed as a ratio of the filled-line capacitance $C_T(\varepsilon_r)$ and the air-filled-line capacitance $C_T(\varepsilon_r = 1)$:

$$\varepsilon_{eq} = \frac{C_T(\varepsilon_r)}{C_T(\varepsilon_r = 1)} \quad (6.55)$$

where

$$C_T(\varepsilon_r) = 2\varepsilon_0\frac{K(k_1)}{K(k'_1)} + 2\varepsilon_r\varepsilon_0\frac{K(k_2)}{K(k'_2)}. \quad (6.56)$$
Here $K(k)$ is the elliptical integral of the first kind, $k_i = a/b$, $k_2 = t_a/t_b$, $k'_i = \sqrt{1-k_i^2}$, and $i=1,2$.

The parameters $t_a$, $t_b$, and $t_c$ are calculated through the integral expressions, which are

$$\frac{2h}{w} \Delta = \cos \beta \int_0^{\text{arc cosh} \left( \frac{1}{t_c} \right)} \frac{d\theta}{\sinh^{1-2p} \theta \left(1-t_c^2 \cosh^2 \theta \right)^p}, \quad (6.57)$$

$$\frac{2a}{w} \Delta = \int_0^{\text{arcsin} \left( \frac{t_a}{t_c} \right)} \frac{d\theta}{\cos^{1-2p} \theta \left(1-t_c^2 \sin^2 \theta \right)^p}, \quad (6.58)$$

$$\frac{2b}{w} \Delta = \int_0^{\text{arcsin} \left( \frac{t_b}{t_c} \right)} \frac{d\theta}{\cos^{1-2p} \theta \left(1-t_c^2 \sin^2 \theta \right)^p}, \quad (6.59)$$

$$\Delta = \int_0^{\pi/2} \frac{d\theta}{\cos^{1-2p} \theta \left(1-t_c^2 \sin^2 \theta \right)^p} \quad (6.60)$$

where $p = \frac{1}{2} - \frac{\beta}{\pi}$. The characteristic impedance $Z_c$ is calculated with

$$Z_c = c^{-1} \left[ C_T (\varepsilon_r) C_T (\varepsilon_r = 1) \right]^{1/2}, \quad [\Omega]. \quad (6.61)$$

These formulas (6.55)-(6.61) allow for computing the characteristic impedance and the effective dielectric permittivity in a wide region of the line geometrical parameters. For studied in [47] geometries, the characteristic impedance varies within 65-120 $\Omega$.

In [48], a V-shaped microshield CPW is modeled with the conformal approach, and some analytical formulas are given for characteristic impedance calculations (Fig. 6.30).

Fig. 6.30 V-shaped coplanar waveguide
The cavity area in this V-shaped line is etched in lossy silicon, covered by a metal, and filled with a microwave dielectric. The signal and grounding plates are placed above the opening of this cavity. Like in the previous case, this line has reduced loss due to isolation of the cavity and the strip from the semiconductor. According to the simulations from [48], the studied line provides a wide range of impedances within 30-130 $\Omega$.

### 6.2.4.4 Membrane Supported CPW

The further modification of the CPW is with the membrane-supported conductors [46],[143]-[151]. In this case, a thin dielectric membrane is placed over an empty cavity formed in a lossy substrate by an etching technology. A thin layer of a metal covers the walls of the cavity. The membrane supports the central signal strip and two grounding plates connected to the cavity walls. All of the studied configurations of this line have reduced dielectric loss, negligible dispersion, and the one-modal transmission of the power in a wide frequency band up to 170-450 GHz. One of the possible geometries of this line is shown in Fig. 6.31a.

![Fig. 6.31 Membrane supported CPW -a); Simplified model -(b)](image)

The fundamental mode of this line is of the quasi-TEM type, and its quasistatic model [143] was developed according to Fig. 6.31b. Additionally, a quasistatic theory of this line is available from [48],[144].

According to [143], the characteristic impedance $Z_c$ is

$$Z_c = \frac{1}{c(C_a + C_w)}, \quad [\Omega]$$  

(6.62)

where

$$C_a = 2\varepsilon_0 \frac{K(k)}{K(k')},$$  

(6.63)

$$C_w = 2\varepsilon_0 \frac{K(\varsigma)}{K(\varsigma')}.$$  

(6.64)
In (6.63), the arguments of the elliptical integrals $K$ are

$$k = \frac{a}{b} \sqrt{1 - \frac{b^2}{c^2}}$$

and $k' = \sqrt{1 - k^2}$.

Formula (6.64) requires calculation of the arguments $\varsigma$ and $\varsigma'$, which are

$$\varsigma = \frac{\text{sn}(a/\beta)}{\text{sn}(b/\beta)}, \quad (6.65)$$

$$\varsigma' = \sqrt{1 - \varsigma^2}. \quad (6.66)$$

In (6.65), $\beta = \frac{W}{2K(\gamma)}$ and $\gamma = \left[ e^{\gamma W/2h} - \frac{2}{e^{\gamma W/2h} + 2} \right]^2$, $\text{sn}(x)$ is the Jacobian elliptic function.

Initial measurements of the membrane supported coplanar waveguide and multiple components on its base are published in [145] for frequencies up to 40-60 GHz. The loss of the measured lines is within 0.2-0.7 dB/cm in 7-40 GHz.

Now the measurements of this line are known up to 170 GHz, and they demonstrate extremely low loss around 1 dB/cm due to isolation of the line from the lossy silicon and the concentration of the field in the air and low-loss dielectric membrane [145]-[149].

Some components using this line are considered in [145]-[152]. Among them are the short ends, open- and short-end stubs, right-angle bends, transitions, filters up to 150 GHz, and a frequency tripler for 50-450 GHz.

The known disadvantages of these waveguides and components are with the low mechanical reliability of them, increased modal wavelength, and their high cost.

### 6.2.4.5 Micromachined Trenched and Embedded CPWs

The three-dimensional shaping of substrates allows for reducing the field coupling to the semiconductor substrate and for improving the characteristics of transmission lines placed over semiconductors [153]-[156]. One of the first designs of this kind is from [153] where a trenched by plasma substrate CPW is proposed, modeled, and measured up to 30 GHz (Fig. 6.32a). In this case, an essential part of the electric field is out of silicon, and loss reducing is achieved.

It is shown by modeling and by measurements that the trenching ($h=9 \, \mu m$) and proper biasing of the $p$-type high-resistivity substrate ($\rho = 10 \, k\Omega\cdot cm$) allows for some loss reducing which is $1.6 \, dB/cm$ at 30 GHz.

A trenched CPW (Fig. 6.32b), manufactured by wet etching techniques, is studied at frequencies up to 300 GHz [154]. The trenches are of the depth $h=10 \, \mu m$, the gold conductors are of the height $t=10 \, \mu m$, and the signal conductor width is $9 \, \mu m$. It is shown that the trenched 50-$\Omega$ CPW placed directly on high-resistivity silicon (HRSi, $\rho = 1 \, K\Omega\cdot cm$) provides the loss which is less than $35 \, dB/cm$ at 300 GHz.
Further improvements are with the isolation of conductors from the silicon by dioxide layers.

Another design of trenched CPW assigned to improve its parameters is with an embedded CPW geometry [156]. A high-resistivity silicon substrate of the thickness 525 μm is trenched with a micromachining technology, and the central copper conductor and copper ground planes of the thickness 6 μm are partially bended (Fig. 6.33a). The height of the trenches in silicon is varied from 10 to 240 μm. This design allows for less concentration of the field in silicon, and it decreases the substrate-associated loss. Additionally, proper choosing of the geometry can increase the usable impedance range.
To compare the proposed transmission line (Fig. 6.33a) and a conventional CPW, these waveguides have been manufactured using a high-resistivity silicon substrates ($\rho_s = 15 \text{ K}$-$\text{cm}$). It is found that the loss of the embedded CPW of the characteristic impedance 24.9-76.2 $\Omega$ is below 1.67 dB/cm at 50 GHz. In comparison, a CPW of conventional design of the characteristic impedance 30 $\Omega$ has loss about 7 dB/cm. This high-impedance CPW shows comparable loss regarding to the embedded waveguide but remains higher. The conclusion of the authors of this cited paper is that the proposed CPW is promising for many increased frequency and bandwidth applications which require an extended usable impedance range from 20 to 110 $\Omega$.

Some results are with the etching of thick polyimide, BCB, or SU-8 organic layers. They, being of the low loss and permittivity, allow for increasing $Q$-factors of CPWs. Further improvements are with trenching of these thick layers which decreases the penetration of the electric field into semiconductor and polymer. For instance, in a polyimide-based CPW placed over a low-resistivity (LRSi) silicon, the etching of this dielectric layer allows for 28% loss reduction [121]. At the difference to the polyimide-based CPWs, the BCB etching is insufficient to reduce the loss, although it decreases the effective permittivity as shown in [157] in 5-65 GHz frequency band and which is interesting in high-speed applications.

For comparison, Fig 6.33b shows a CPW placed over embedded thick ($h=50$ $\mu$m) dioxide layer [158]. In this line, a low-resistivity silicon ($\rho < 0.01$ $\Omega$-$\text{cm}$) is etched. In addition, a thick dioxide silicon island is formed inside the cavity. The CPW’s 3-$\mu$m gold conductors are placed over this island, and this geometry provides 85-$\Omega$ characteristic impedance. A low attenuation close to 3.2 dB/cm is found at 40 GHz.

### 6.3 Micromachined Rectangular-coaxial and Rectangular Waveguides

The achievements of 3-D integrated technologies and a strong interest in the interconnects and passive components working at millimeter-wave and terahertz frequencies allow for implementing some known transmission lines manufactured using new techniques and integrated with semiconductor chips.

One of the lines of this kind is the micromachined rectangular-coaxial waveguide (Fig. 6.34) which bandwidth can be extended up to several hundreds of Gigahertz [159],[160].

Several technologies are available for manufacturing and integration of this line and components on its base. One of the first micron-size coaxial waveguides is proposed to be manufactured using the bulk etching of silicon (see Section 5.7) which provides the grooves of the triangle and trapezoidal shapes [46]. The walls of grooves are covered by a conducting layer using evaporating and electroplating techniques. The strip conductor is on the surface of a thin dielectric layer placed between two etched silicon substrates covered by conducting layers and bonded to each other. Taking into account that the supporting dielectric of a low permittivity
is thin, this coaxial waveguide has extremely low dielectric loss and increased cut-off frequencies of the higher-order modes, and, due to it, the line is workable at frequencies up to 300 GHz.

Another way is to use the EFAB technology [161],[162], which relates to the surface micromachining, and it is with the etching of copper (Cu) sacrificial layers through the windows made in nickel (Ni) ones (see Section 5.7). The line is filled by air, and the central conductor is supported by metallic (Ni) stubs or pedestals placed over the dielectric substrate. The typical size of components is several tens of microns. Although nickel is of increased loss in comparison to copper, the lines, studied in [162], show acceptable characteristics up to 60 GHz. For instance, the quality factor of a quarter-wavelength resonator is greater than 150. It is shown by modeling that similar resonator made of copper would have the quality factor about $Q=300$. A microstrip line made of gold has $Q \approx 250$. Although the Ni-made rectangular-coaxial waveguides show higher loss than the Au/Cu-microstrips, their advantage is in regulation of the bandwidth by varying the cross-section geometry and in possibility of stronger isolation of the central conductor from the aggressor lines. Additionally to regular waveguides, some components are studied at millimeter-wave frequencies. Among them are the bends, inductors, crossovers, branch-line couplers, etc. It is mentioned that all such components can be placed over any dielectric or semiconductor substrate, and they are easily integrated with active devices.

Another technology known for manufacturing of coaxial waveguides is based on the intensive use of many-step lithography and electroplating [163]. Initially, on a surface of a substrate covered by a conducting layer, a photoresist mold is formed which is covered by copper or gold using the electroplating technique. Then the photoresist inside the mold is removed through the windows in metal layers using chemical etching. A coaxial transmission line of the rectangular cross-section was studied and measured at frequencies up 10 GHz, and the loss close to 2.5 dB/cm was found. The central Cu conductor of the 5-µm thickness embedded inside the 100-µm height channel is supported by contacting pads placed over silicon covered by its dioxide. It was found that the 10-µm Cu ground layer did not shield completely the substrate, and an over-glass-placed coaxial line showed reduced loss about 0.5 dB/cm at the same frequency.
To avoid the increased sensitivity of micromachined coaxial waveguides towards mechanical vibrations, the PolyStrata process was used in [164], for instance. It allows forming in the metallic (copper) cavities the supporting thin-dielectric straps while photoresist is etched through the windows in metallic shield.

It is found that the $Q$-factors of half-wave resonators are close to 400 in frequencies 37-39.5 GHz. The averaged measured loss is within 0.086-0.092 dB/cm. Several components have been designed and studied using these rectangular micro-coaxials which cross-section size is comparable with several hundreds of microns. Among them are the resonators, couplers, a socket assembled with active devices, and the impedance transformers [164]-[167]. The simulations performed using the HFSS (Ansoft Corp.) show good correspondence with measurements. This technology requires multiple technology windows in the metallic shield, and the influence of them is studied analytically, numerically, and by measurements in [168]. It is shown the coupling of two coaxials is close to 55 dB in frequencies 20-40 GHz for 1-cm long coupled coaxial waveguides having 27 technological holes of the 100-μm length made in their common wall.

An interesting technology that allows for avoiding the holes is with the micromachining of photoresist (SU-8) layers. Each SU-8 layer is covered by 2-μm gold and bonded to each other forming a 3-D hollow structure. Using this technology, the coaxial, rectangular, and ridge waveguides are manufactured, and several components are studied in [169],[170]. The central conductor of coaxial line is supported by contacting pads and/or conducting stubs. The calculated loss of rectangular coaxial lines of 2-μm width of the central conductor is around 0.07-0.125 dB/cm at 38 GHz depending on the geometry of formed shielded channel (full-wave simulation results).

Coaxial waveguides can be manufactured filled by a dielectric. In [171], a technology and the measurement results are described for a polyimide coaxial waveguide. A 0.75-μm thick gold conductor is inside a polyimide core covered by Ti/Al layer. A single and coupled coaxial waveguides are measured in frequencies up to 65 GHz, and the loss about 7.5 dB/cm is found. It is supposed that a better dielectric would provide reduced loss of these waveguides. They, being manufactured on the common ground layer, show parasitic coupling, and the isolation better than 30 dB is found for these transmission lines placed at the distance 175 µm from each other.

Rectangular-coaxial waveguide supports the TEM fundamental mode, and the line’s bandwidth is restricted by excitation of the higher-order modes. To calculate the parameters of this waveguide working in the TEM regime, a set of formulas verified by full-wave simulations and measurements from [162] can be used. More formulas on this line are from [172],[173].

Taking into account the TEM nature of the fundamental mode, its phase velocity is equal to the speed of light in vacuum. The characteristic impedance is

$$Z_c = l/cC.$$ (6.67)
The line capacitance $C$ [162] is

$$C = 2\varepsilon_0 \left[ \frac{w}{t_g} + \frac{t}{w_g} \right] + \frac{4\varepsilon_0}{\pi} \left[ \ln \left( \frac{w_g^2 + t_g^2}{4t_g^2} \right) + 2\frac{t_g}{w_g} \arctan \left( \frac{w_g}{t_g} \right) \right] +$$

$$+ \frac{4\varepsilon_0}{\pi} \left[ \ln \left( \frac{w_g^2 + t_g^2}{4w_g^2} \right) + 2\frac{w_g}{t_g} \arctan \left( \frac{t_g}{w_g} \right) \right], \quad w > w_g; \ t > t_g.$$  (6.68)

For thin central conductor lines ($t < t_g$), the capacitance $C$ is

$$C = 2\varepsilon_0 \frac{w}{t_g} + \frac{4\varepsilon_0}{\pi} \left[ 1 + \coth \left( \frac{\pi w_g}{2t_g + t} \right) \right],$$

$$+ \frac{\left[ t + 2t_g \ln \left( \frac{4t_g + t}{t} \right) \right]}{2t_g} \ln \left( \frac{4t_g + t}{4t_g^2} \right), \quad t < t_g, \ w < w_g.$$  (6.69)

These formulas for the characteristic impedance calculations are validated by comparison with full-wave HFSS simulations and measurements, and they are in good agreement with each other up to 65 GHz for the chosen geometries of the tested lines [162]. In overall, rectangular-coaxial waveguides are promising for the ultra-bandwidth communications, narrow-band filters, and oscillators.

The above-considered technologies can be used to manufacture the micron-sized hollow waveguides of the diamond, hexagonally-shaped, and rectangular cross-sections. These waveguides have the cut-off frequencies of their fundamental modes in millimeter-wave and Terahertz frequencies, and they are to be expected of a low loss. There are some papers on the use of bulk silicon etching to form the hollow waveguides of different shapes in the substrate. For instance, the wet etching is used in [174] to prepare the V-grooves in two silicon substrates. After that, they are covered by a bilayer of titanium/gold. Then these two halves are bonded to each other forming a diamond-shape silicon waveguide. This manufactured waveguide is assigned for the frequencies over 87.1 GHz, and its cross-section has the diagonals $a \times b = 2418 \times 1710 \ \mu m^2$. The measurements are in good correspondence with the HFSS full-wave simulations, and the found loss is 0.08 dB/(waveguide wavelength) at 110 GHz if the conductivity of walls is $\sigma = 5 \times 10^6 (\Omega - m)^{-1}$.

Similar technology is used in [175] for manufacturing of hexagonally-shaped waveguides, which inner walls are covered by gold/germanium layers of 800-nm thickness. The height of the waveguiding channel is 550 $\mu$m and the width is 2032 $\mu$m. The sidewalls tilt angles are 54.7°. The main mode of this waveguide is the $10TE$ one, and the frequency band is limited by the cut-off frequency of the $20TE$ mode. At the difference to the known rectangular waveguides, the parameters of the fundamental $10TE$ mode depend on the waveguide height, not only on its width. Some theoretical results on the eigenmodes of regular polygonal
waveguides, which can be useful for the design of anisotropically etched waveguides, are in [176].

The measured attenuation for the considered waveguide together with the transitions is close to 0.04 dB/cm in frequencies 100-170 GHz. The loss can be reduced further using a waveguide with the ratio of its sides $b = a/2$ and a thicker gold metallization up to five skin-depths at the highest frequency [175].

The vertical-wall rectangular waveguides and their components are manufactured using the deep-reactive ion etching (DRIE) technology applied to the silicon material [176]-[180]. The results of measurements of straight and folded rectangular waveguides, resonators, filters, and directional couplers are known in frequencies up to 430 GHz. For instance, the loss in fabricated WR-10 waveguide, which walls are covered by a Ti/Cu/Au layer, is 0.41-0.69 dB/cm over 90-110 GHz [178]. Increased quality factors of micromachined resonators are reached using their non-propagating modes excited by capacitive probes. For instance, a DRIE manufactured resonator shows $Q=400-1400$ in 20-100 GHz [180].

The photolithography process is used by several research teams to prepare the rectangular waveguides on a chip and some components on their base. One of these waveguides is described in [181] where the measurements are considered in frequencies 75-110 GHz. It is noticed on the difficulties with proper calibration; nevertheless, the estimated loss is close to 0.2 dB per wavelength.

Silicon can be left at the waveguide channels with the price of the loss increase. Such integrated trapezoidal waveguides filled by a high-resistivity silicon ($\sigma = (0.7-1.3) \text{k}\Omega\cdot\text{cm}$) are described in [182] where they have loss 2 dB/cm for waveguides working over 77 GHz cut-off frequency. It is less than of the traditional integrated lines using the same silicon as the substrate material. The next positive effect is the slow-wave factor 2.5 of these integrated waveguides, which increases the compactness of devices.

Additionally to the above-described technology, the rectangular waveguides can be manufactured by etching of the SU-8 photoresist layers and covering them by vacuum evaporated seed metal layers and electroplated gold. These layers are bonded to each other, and no any technology windows are needed [183]. A novel micromachined waveguide bend for frequencies 220-335 GHz is presented in [184]. In [185], a WR-3 waveguide filter with four resonators is designed and measured at the 293.2-GHz central frequency. The insertion loss is close to 3.3 dB in the frequency band 25.8 GHz.

It is found that while the frequency increases up to several THz, the accuracy of the technology and quality of processed surfaces start to be the major problem for the terahertz transmission lines and components. An example of this kind of research is published, for instance, in [186] where the regular and meandered waveguides and the horn antennas for 3-THz applications are studied. This frequency range is especially interesting in many civilian and military applications. The studied waveguides are of the size $a \times b = 75 \times 37.5 \ \mu\text{m}^2$, and they work in 2-4-THz range. The waveguides are manufactured using the surface micromachining of photoresist and using a combination of vacuum evaporating and electroplating of conducting layers.
The photoresist is removed from the inner volume of waveguides by solvents, and the technological windows in the waveguide walls are needed. The final roughness of the walls is estimated below 20-nm RMS (root mean square), which is less than the 50-nm skin-depth at 3 THz. Theoretical modeling of this waveguide is performed using analytical formulas and the HFSS, and the necessity of the use of complex conductivity of gold at such increased frequencies is found. The results show the loss of studied waveguides is close to 13 dB/cm at 3.11 THz, which is acceptable for future integrated applications.

6.4 Substrate Integrated Waveguides (SIW)

6.4.1 Review on the SIWs, Simulation Methods and Main Results

An interesting solution for interconnects and passive components of microwave and millimeter wave frequencies is with the substrate integrated waveguides [187]-[189]. The predecessor of this interconnecting and component technology is the fence waveguide proposed in 1971 [190]. Fence waveguide consists of a dielectric slab and the inserted to it two rows of closely placed conducting pins. Thus the EM field is confined due to the dielectric surface effect and the reflections from the pin fences. This waveguide and multiple components were studied by modeling and measurements, and they demonstrated a reduced loss at millimeter-wave frequencies [191].

The substrate integrated waveguide confines the field by two conducting planes placed on two sides of a dielectric substrate and by two rows of conducting pins shorting these two plates. An example of this waveguide is shown in Fig. 6.35. This waveguide unifies the advantages of planar and waveguide technologies, and it is distinguished by a relatively low loss and improved shielding properties. The cross-section size of this waveguide depends on the frequency range because the cut-off frequency of the first TE mode is defined by the width of the channel. Similarly to the waveguides, the modal cut-off frequencies are decreased with the permittivity of the substrate, and the monomodal bandwidth is similar to the one of rectangular waveguides. The loss of these waveguides is defined by the substrate, conductors, and radiation from the fence, and it is slightly higher of the loss of a rectangular waveguide filled by the same dielectric [192],[193], but it is essentially less than in microstrip lines at these frequencies. The SIW’s loss is extremely high close to the cut-off frequency of the main mode. The predicted working frequencies of SIW today are up to several hundreds of GHz [194], and some estimations extend them up to the THz range [195],[196].

The design considerations of these waveguides can be found in [192], for instance. Today several types of SIWs have been known. Among them are the Substrate Integrated Non-radiating Waveguide with an increased permittivity dielectric insert at the center of the channel (Fig. 6.36a) [197], Half Mode SIW (Fig. 6.36b) [198], Multichannel SIW, (Fig. 6.36c) [188], and Wideband Ridged SIW (Fig. 6.36d ) [195]. Further improvements are with the air-filled fenced waveguides. In [199], a technology and components are considered allowing for
manufacturing the air-filled resonators and filters formed by the fences of metalized SU-8 pillars, which are covered by metalized silicon caps. The quality factor of these cavities can be of several hundreds of units at millimeter-wave frequencies. The SIW channel can be filled by a low-loss dielectric, and this type of waveguides is considered in [200] where a BCB SIW shows loss 0.8 dB/cm at 36 GHz. The SIW’s passive components, including the transitions, resonators, filters, directional couplers, etc. are considered in many publications.

The most accurate modeling approach to the SIWs is with the full-wave simulations, and the EM solvers calculate these waveguides in the frequency and time domains. They allow for the modal phase and loss constants, characteristic impedances, and $S$-matrices of SIW’s components.

For engineering practice, the analytical models and the design rules are in a great interest. There are two techniques allow for some approximate engineering formulas to calculate the SIW modal parameters. The first of them are with finding the equivalency between the rectangular waveguides and the SIWs. Both waveguides support the TE modes, and if we do not take into account the radiation, a SIW

Fig. 6.35 Substrate integrated waveguide. (a)- Cross-section; (b)- Horizontal view
can be considered as a perturbed rectangular waveguide. One of the first equivalency formulas is published in [201] where the EM results for the cut-off frequencies of the SIW’s $\text{TE}_{10}$ and $\text{TE}_{20}$ modes are approximated by

$$
F_{c}^{(10)} = \frac{c}{2\sqrt{\varepsilon_r}} \left( W - \frac{4a^2}{0.95L} \right)^{-1},
$$

$$
F_{c}^{(20)} = \frac{c}{\sqrt{\varepsilon_r}} \left( W - \frac{4a^2}{1.1L} - \frac{8a^3}{6.6L^2} \right)^{-1}.
$$

Then for the fundamental mode $\text{TE}_{10}$, the equivalent rectangular waveguide width $W_{\text{eff}}^{(10)}$ is calculated as

$$
W_{\text{eff}}^{(10)} = W - \frac{4a^2}{0.95L}.
$$

It means, the rectangular waveguide of this width should have about the same modal parameters as the modeled SIW, and the known analytical formulas for propagation constants can be used.

Initially, this equivalency was validated comparing the full-wave simulations and the measurements of a SIW (up to 42 GHz) with the calculated phase coefficient of the equivalent rectangular waveguide. The error of calculation of the phase constant using (6.72) is within $\pm 5\%$. The second mode phase constant is calculated with the error $-9\% \ldots +4\%$ if the effective width is

$$
W_{\text{eff}}^{(20)} = \left( W - \frac{4a^2}{1.1L} - \frac{8a^3}{6.6L^2} \right).
$$
In [202], it is found that the dielectric and conductor losses in SIW and in the equivalent rectangular waveguide are close to each other. The known analytical formulas for the rectangular waveguides can be used to calculate the loss in SIW.

Another EM formula for the equivalent waveguides is [203]

\[ W = \frac{2W^{(10)}_{\text{eff}}}{\pi} \arccot \left( \frac{\pi L}{4W^{(10)}_{\text{eff}}} \ln \frac{L}{4a} \right) \]  

(6.74)

which is valid for \( L < \frac{1}{20\lambda_g} \), with \( \lambda_g \) as the wavelength in the equivalent rectangular waveguide. This equivalency formula was tested by comparison with the measurements (up to 12 GHz) and the results derived with (6.72), and the found error in phase constant calculation was within 2% for studied geometries.

Further improvements of formulas for the effective width can be found in [204], for instance, where SIW is modeled by periodically cascaded joints of rectangular waveguides different from each other on the radius size of the shortening posts, and the proposed formula is

\[ W^{(10)}_{\text{eff}} = \frac{W}{\sqrt{1 + 8\left( \frac{W-a}{L} - \frac{a}{W-2a} \right)^2 + \frac{4W}{5L^2} \left( \frac{4a^2}{W-2a} \right)^2}} \]  

(6.75)

It demonstrates an increased accuracy of calculations of the propagation constants in frequencies up to 20 GHz in comparison to (6.72). One of the reason of this improving is that (6.75) takes into account the periodicity of the SIW’s geometry in origin. This periodicity leads to the fence impedance effect and to the concentration of the field close to the fence, which cannot be occured in conventional rectangular waveguides. In this case, the surface impedance approach is prospective, and this idea is considered shortly below.

The walls of SIWs are composed of periodical grids of shorted cylindrical posts, and the techniques known from the grid theory can be applied to calculate the SIWs. The guiding and resonance properties of grids in open space started to be studied in the end of the 19th Century using different EM methods [205], which are very time-consuming even now. A convenient way is the use of the surface impedance approach which allows for substituting a grid by its equivalent impedance surface [206]-[208]. For many grid configurations, the surface impedance is expressed analytically if the grid geometrical parameters are essentially less than the wavelength in open space. For instance, M.I. Kontorovich introduced the averaged boundary conditions for periodical 1-D and 2-D grids in 1939. Simulations of many configurations using this technique were performed and validated by measurements and full-wave calculations in [206].

The idea of this and similar approaches is shown in Figs 6.37 and 6.38 where a fence of cylindrical posts is substituted by an impedance wall on which the following boundary condition is valid [206]
Transmission Lines and Their EM Models

\[ E_y^{(1)}(x = 0, z) = Z'_F \cdot j_y(x = 0, y, z) + Z''_F \cdot \frac{\partial^2 j_y(x = 0, y, z)}{\partial y^2} \quad (6.76) \]

where \( Z'_F \) and \( Z''_F \) are the surface impedance components, \( j_y(x = 0, y, z) \) is the current density along the parallel conductors oriented in parallel to the \( y \)-axis. In a particular case, when \( j_y = \text{const} \), only \( Z'_F \) is needed, and, for the electrically thin \( (a << \lambda) \) cylindrical wires placed close to each other \( (L < \lambda/2) \) it is calculated as [206]

\[ Z'_F = \frac{120\pi L}{\sqrt{\epsilon_r} \cdot \pi} \ln \left( \frac{L}{2\pi a} \right). \quad (6.77) \]

To find the modal propagation constant, the general solutions of the wave equations are written with the following matching of the tangential field components on each boundary using (6.76) or conventional boundary conditions depending on the type of boundary. The obtained homogeneous system of linear algebraic equations regarding to the unknown field amplitudes gives an equation to derive the propagation constant \( k_z \), as it was performed in [206] for a rectangular waveguide with the inserted grids. In this manner, in one of the first papers [190] on the fenced waveguides, the modal characteristics are computed.

Additionally to the direct matching approach that can be rather complicated for the multiple-fence waveguides, the transverse-resonance method (see Chpt. 2) is used taking into account that several formulas for surface impedance are known. In this case, the cross-section of a SIW is represented by an equivalent network, and, at an arbitrary plane of this cross-section, a transverse-resonance condition is written using known formulas for the input impedances of cross-sectional transmission lines and the surface impedances of the fences [209],[210]. As usually, the obtained equations for the modal propagation constants are the transcendental ones, and they need a root-searching algorithm to be applied. An example of the use of this technique is considered below for a shorted-by-a-fence waveguide intended for the differential signaling [96].

### 6.4.2 Modeling of Differential SIW

From the preceding review, it follows that the fenced waveguides can provide interesting solutions for the interconnecting of microwave signals and for the design of many components of the improved parameters.

Very often, to support the increased rate of transmitted signals, the differential interconnects are used. The simplest transmission line of this kind is the tightly coupled strips or microstrips lines. They allow for propagating two modes, and the information is carried by only the odd mode. The noise induced by the environment is of the common (even) mode nature, and it is cancelled by a differentially designed receiver. A variety of transmission lines can be used to support this type of signaling. One of the ideas has been published recently in [211] where the
authors proposed to use the EH₁ mode of a microstrip for differential signaling. This mode has a variation of the electric field with its zero along the axis of the strip, and it is excited by two anti-phase signals (Fig. 6.37a).

![Fig. 6.37 Conventional higher-order mode (a) and shorted-by-the-fence (b) microstrips as the microwave differential transmission lines. Adapted from [96]](image)

This interconnect can be improved further [96]. To avoid the transformation of the working EH₁ mode to the fundamental quasi-TEM one, a fence shorts the strip along its z-axis, and each branch should be excited differentially (Fig. 6.37b). Such a line, in fact, is used as an element of directional couplers considered in [212]. It is supposed that the lowest-critical-frequency mode of this line is of the quasi-TE type, and, in the first approximation, it can be modeled by the TEₓ mode, which has no variation of its field along the y-axis. To calculate the modal longitudinal parameter \( k_x \), the method of transverse resonance is chosen with the impedance model of the fence from [206], and the equivalent circuit for this model is shown in Fig. 6.38.
Taking into account the symmetry of the cross-section, only a half of the cross-section can be considered, and the transverse resonance equation (see Part I) is

\[ Z_F' + Z(W_{eff}) = Z_F' - j \frac{\alpha u_0}{k_x} \cot(k_x W_{eff}) = 0 \]  

(6.78)

where the surface impedance \( Z_F \) of the fence composed of conducting cylinders is calculated according to (6.77) and \( k_x = \sqrt{k_0^2 \varepsilon_r - k_z^2} \).

Supposing that \( k_z = 0 \), the equation for the modal cut-off frequency is obtained

\[ Z_F' - j \frac{\alpha u_0}{k_0 \sqrt{\varepsilon_r}} \cot(k_0 \sqrt{\varepsilon_r} W_{eff}) = 0. \]  

(6.79)

In the above-considered formulas, only one geometrical parameter has been left undefined, and it is the effective width of the microstrip \( W_{eff} \). Taking into account that the field distribution of this mode close to the edge of conductor is similar to the one of the first mode of a microstrip patch, a pertinent approximation is the empirical formula (6.80) carefully validated in [97]:

\[ W_{eff} = W + \Delta W_e = W + 0.533 h. \]  

(6.80)

The results of simulations are shown in Fig. 6.39 where the normalized propagation constants \( k_z/k_0 \) of the first two modes are shown versus frequency \( F \).
It is supposed that the electric field $E_y(x)$ of the mode $\text{TE}_x^{00}$ has no variation of its direction along the $x$-axis at low frequencies, but it depends on this spatial variable. The second index in the mode notation is with the field variations along the $y$-axis. For comparison, the frequency dependence of the first higher-order mode of a microstrip of the same width is shown calculated according to [213]. It is seen that the propagation constants of the modes of two waveguides are close to each other in spite of our calculations do not take into account the radiation effect started at frequencies of the effective coupling to the surface mode.

Although the eigenvalue transcendental equation (6.78) is simple, an analytical formula for propagation constant is attractive for this waveguide. To obtain it, let us follow the technique from [203]. It is shown that the use of the equivalent impedance condition allows for a simple formula for the extension of the equivalent rectangular waveguide, and it gives analytical expression for the propagation constant. The equivalent rectangular waveguide with one of the wall, which is the perfect magnetic one, is shown in Fig. 6.40. It corresponds to a half of the differential SIW shown in Fig. 6.37b.
In Fig. 6.40, the extension of the waveguide $\Delta W_F$ due to the fence inductive effect is found from the equation:

$$Z_F = \frac{j\omega \mu_0}{\frac{\pi}{W}} \cot \left( \frac{\pi}{W} \Delta W_F \right).$$  \hspace{1cm} (6.81)

It allows an approximate analytical expression if the extension is small. Then the propagation constant $k_z$ is

$$k_z = \sqrt{k_0^2 \epsilon_r - \left( \frac{\pi}{2a_r} \right)^2}.$$  \hspace{1cm} (6.82)

The results of calculation are shown in Fig. 6.39 by red circles, and they show good correspondence to the data derived by solution of the transcendental eigenvalue equation (6.78).

To calculate this differential interconnect for practical applications, the characteristic impedance is to be obtained

$$Z_c = \int_0^h E_y (x = W_{eff}) \, dy \int_0^{W_{eff}} H_x (x) \, dx.$$  \hspace{1cm} (6.83)

The modal fields are calculated as

$$\mathbf{E} = -j\omega \mu_0 \nabla \times \mathbf{\psi}_h,$$  \hspace{1cm} (6.84)

$$\mathbf{H} = \epsilon_r k_0^2 \mathbf{\psi}_h + \nabla \cdot (\nabla \cdot \mathbf{\psi}_h).$$  \hspace{1cm} (6.85)
where \( \psi_{\mu} = x_0 A \cos \left( k_z (W_{\text{eff}} - x) \right) e^{-j k_z z} \) with \( A \) as modal amplitude and the final formula for characteristic impedance is

\[
Z_c = \frac{\omega \mu_0 k_x k_z h}{\epsilon, k_0^2 + k_z^2 \sin (k_z W_{\text{eff}})}.
\] (6.86)

Some results of calculation of the characteristic impedance of the mode \( \text{TE}_{x}^{0o} \) are shown in Fig. 6.41 for the same geometry as in Fig. 6.39.

\[ \text{Fig. 6.41} \quad \text{Characteristic impedance } Z_c \text{ of the } \text{TE}_{x}^{0o} \text{ mode of differential SIW versus frequency } F. \text{ Adapted from [96]} \]

### 6.4.3 EM Model of Fenced Strip Line

In many papers, it is shown that the fencing allows for effective isolation of the strip and microstrip lines from the electromagnetically induced noise [50]-[56]. Additionally, the strip lines embedded into SIW allows for multichannel communications, as it is shown in [194]. A part of the results on fenced strip and microstrip lines has been already mentioned in Section 6.1.5.4. Here an analytical model a strip line shielded by a fence is proposed and considered. Geometry of this line is shown in Fig. 6.42. A conductor strip is embedded into the SIW channel, and the via-hole walls can influence the parameters of the TEM mode if the distance between the conductor and the wall is less than three heights of the substrate.
To calculate the parameters of this line, we assume that the fence, in the first approximation, does not change the TEM nature of the strip fundamental mode, and its propagation constant is still $k_z = k_0 \sqrt{\varepsilon_r}$. The characteristic impedance $Z_c$ is influenced by the fences, and it is calculated using the modified formulas for rectangular coaxial waveguide (6.67)-(6.69). We are supposing that, similarly to the conventional SIW [203], the fence inductive effect can be described by the effective channel widening, and it is

$$w'_g = w_g + \Delta W_F$$  \hspace{1cm} (6.87)$$  

where $\Delta W_F = 60 \frac{\sqrt{\varepsilon_r}}{c \mu_0} \ln \left( \frac{L}{2\pi a} \right)$. Here $L$ is the fence period, and $a$ is the radius of the via-holes composing this fence. Then the characteristic impedance is
calculated using (6.67)-(6.69) substituting there the distance between the central conductor \( w_g \) with \( w_g' \): \( Z_c(w_g' \rightarrow w_g) \). It is interesting to validate this formula by full-wave computations and measurements. One of the challenges is with the minimal distance between the fence and the central conductor where the fence model is still providing correct results. Another question is with the frequencies where the frequency dependence of \( \Delta W_f \) should be taken into account.

6.5 Comparative Analysis of Integrated Transmission Lines

Modern integrated technologies allow for manufacturing hundreds of transmission lines of different types. This “explosion” occurred in the 80s of the last Century when the conception and the first results on microwave 3-D integrated circuits were proposed and published [91].

The used today transmission lines are different according to their design, functionality, and provided EM characteristics. Here the attention is paid to the comparison of the Si-based integrated transmission lines which are the most prospective for ultra-wide band or increased frequency commercial applications. Only one parameter is compared, and it is the loss per unit length of these transmission lines (Table 6.1). As well, short information on used technologies and materials is available from this Table with the references to the papers from which the data has been obtained.

Comparing this data, it has been found that not all needed information on the geometry of lines and other their parameters is available from the published papers due to the use of commercial technologies or the difficulties to measure the substrates and dielectric layers. Very often, the analytical models are not available due to the complexity of the cross-sections of the analyzed lines, and only full-wave simulation results are published. In some cases, the engineering models are developed which are valid only for the used technology and the employed IC stack. Another problem met in this comparative analysis, is that the loss is estimated, mainly, only for the 50-Ω lines. For some transmission lines, there are several geometries for this characteristic impedance, and not all of them have the same loss. In some cases, the thin-film microstrip lines are better than the CPWs especially if the CPW’s dioxide isolation layer is thin and the substrate is very lossy. Besides, the CPW loss is the bias-voltage dependent, and, in many cases, this fact has not been messaged by the authors who studied, presumably, the zero-voltage-bias CPWs.

Anyway, the composed Table gives the figures which are typical for the different Si-technologies, and the data is useful for the initial estimation of loss in transmission lines and Si integrated circuits. Additionally to this Table and the comparative analysis of transmission lines for millimeter- and submillimeter-waves, some prospective interconnects for digital inter- and -intra-chip communication are considered in the Sections below.
### Table 6.1 Loss Data for some Transmission Lines

<table>
<thead>
<tr>
<th>Transmission Line</th>
<th>Technology and Materials</th>
<th>Reference</th>
<th>$Z_c$, Ω</th>
<th>Loss, dB/cm</th>
<th>F, GHz</th>
<th>Measurements (M) or Simulations (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Thin-film MS</td>
<td>SiGe BiCMOS</td>
<td>[105]</td>
<td>50</td>
<td>11.5</td>
<td>110</td>
<td>M</td>
</tr>
<tr>
<td>2 Thin film MS</td>
<td>tan δ = 0.015</td>
<td>[9]</td>
<td>50</td>
<td>25</td>
<td>100</td>
<td>S</td>
</tr>
<tr>
<td>3 Thin-film MS</td>
<td>Ti/Au, Cyclic-olefin[29]</td>
<td></td>
<td>50</td>
<td>&lt;17.5</td>
<td>220</td>
<td>M/S</td>
</tr>
<tr>
<td>4 Superstrated MS</td>
<td>GaAs/Au</td>
<td>[27], [28]</td>
<td>-</td>
<td>5-18</td>
<td>40</td>
<td>S/M</td>
</tr>
<tr>
<td>5 Stacked MS</td>
<td>32-nm STM CMOS, Cu/Al</td>
<td>[45]</td>
<td>70</td>
<td>16-17</td>
<td>110</td>
<td>S/M</td>
</tr>
<tr>
<td>6 Stacked MS</td>
<td>45-nm STM CMOS, Cu/Al</td>
<td>[45]</td>
<td>70</td>
<td>16-17</td>
<td>110</td>
<td>S/M</td>
</tr>
<tr>
<td>7 Stacked MS</td>
<td>65-nm STM CMOS, Cu/Al</td>
<td>[45]</td>
<td>70</td>
<td>&lt;14</td>
<td>110</td>
<td>S/M</td>
</tr>
<tr>
<td>8 Stacked MS</td>
<td>45-nm CMOS, Al/Cu</td>
<td>[44]</td>
<td>-</td>
<td>14</td>
<td>110</td>
<td>M</td>
</tr>
<tr>
<td>9 Air-filled Strip</td>
<td>Multilayer Process</td>
<td>[50]</td>
<td>50</td>
<td>&lt;3</td>
<td>40</td>
<td>M</td>
</tr>
<tr>
<td>10 Buried MS</td>
<td>Multilayer Process</td>
<td>[50]</td>
<td>50</td>
<td>&lt;1.2</td>
<td>40</td>
<td>M</td>
</tr>
<tr>
<td>11 MS</td>
<td>Si/Au/BCB/Au</td>
<td>[63], [64]</td>
<td>50</td>
<td>&lt;6</td>
<td>220</td>
<td>M</td>
</tr>
<tr>
<td>12 CPW</td>
<td>SiGe HBT BiCMOS</td>
<td>[105]</td>
<td>50</td>
<td>80</td>
<td>110</td>
<td>M</td>
</tr>
<tr>
<td>13 CPW</td>
<td>Ion-implanted</td>
<td>[38]</td>
<td>-</td>
<td>6</td>
<td>120</td>
<td>M</td>
</tr>
<tr>
<td>14 CPW</td>
<td>30-µm BCB/LRSi</td>
<td>[86]</td>
<td>50</td>
<td>3</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>15 Elevated Conductor-backed Air-filled CPW</td>
<td>Conductors are supported by pedestals</td>
<td>[50]</td>
<td>50</td>
<td>0.7</td>
<td>40</td>
<td>M</td>
</tr>
<tr>
<td>16 Conductor-backed COC filled CPW</td>
<td>Cyclic-olefin copolymer, Ti/Au</td>
<td>[29]</td>
<td>50</td>
<td>5-13.5</td>
<td>220</td>
<td>M</td>
</tr>
<tr>
<td>17 Elevated CPW</td>
<td>Si/Polyimide</td>
<td>[121]</td>
<td>65</td>
<td>3.5</td>
<td>40</td>
<td>M</td>
</tr>
<tr>
<td>18 CPS</td>
<td>SU-8/LRSi</td>
<td>[131]</td>
<td>100</td>
<td>8.9</td>
<td>40</td>
<td>M</td>
</tr>
<tr>
<td>19 Overlay CPW</td>
<td>Quartz 520-µm</td>
<td>[138]</td>
<td>36</td>
<td>2</td>
<td>110</td>
<td>M</td>
</tr>
<tr>
<td>20 3-D CPW</td>
<td>GaAs/Polyimide/Au</td>
<td>[142]</td>
<td>&lt;50</td>
<td>0.5-8</td>
<td>15</td>
<td>M</td>
</tr>
<tr>
<td>21 Membrane Supported CPW</td>
<td>Si Micromachining</td>
<td>[145]-[149]</td>
<td>100</td>
<td>≈1</td>
<td>130-170</td>
<td>M</td>
</tr>
<tr>
<td>22 Trenched CPW</td>
<td>HRSi (10 k -cm)</td>
<td>[153]</td>
<td>50</td>
<td>1.6</td>
<td>30</td>
<td>M</td>
</tr>
<tr>
<td>23 Trenched CPW</td>
<td>HRSi (1k -cm)</td>
<td>[154]</td>
<td>35</td>
<td>300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24 Trenched Si, BendedHRSi (15 k -cm) CPW</td>
<td></td>
<td>[156]</td>
<td>25-76</td>
<td>1.67</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>25 CPW over Trenched Filled with SiO$_2$ LRSi 0.02 -cm</td>
<td></td>
<td>[158]</td>
<td>85</td>
<td>3.2</td>
<td>40</td>
<td>M</td>
</tr>
<tr>
<td>26 Integrated Rectangular-Polystrata Techn., Cu</td>
<td></td>
<td>[164]</td>
<td>-</td>
<td>0.092</td>
<td>39.5</td>
<td>M</td>
</tr>
</tbody>
</table>
6.6  Interconnects for Optoelectronics

6.6.1  Optical Interconnects

Taking into account that the conductor interconnects and passives are a bottleneck for many applications and they are the major energy consumers, the optical interconnects and optoelectronics are considered for some microwave and high-speed integrations [214],[215]. A prospective silicon/optoelectronic IC consists of traditional chip structure with placed over this chip several bonded optical layers where the optical waveguides and the necessary optoelectronics are embedded. It is supposed that these waveguides of decreased loss can provide the frequency bandwidth of several hundred GHz. A careful comparative analysis of optical and conductor interconnects including the energy consumption of laser sources [215],[216] shows that the optoelectronics has its advantage for signaling for a large distance of around several tens or hundreds of microns ([215], pp. 1166-1185). Then the best area of the optoelectronics is the global on-chip and off-chip applications.

Unfortunately, due to poor optical parameters of silicon, the waveguides are made of organic materials or SiON with $n=1.46-2.0$. The best transmission window of this material is close to $\lambda=850 \text{ nm}$, and the outer laser sources are used to avoid the increased heating of chip ([215], pp. 1186-1198). According to this work, the inserted loss at this window of a 2-µm cross-section waveguide is 0.2-0.3 dB/cm. The increased optical density of this material allows for the 90°-bending without essential light radiation. To excite the conductor interconnects the plasmon nano-diodes are used. Although this one of the first optoelectronic silicon chip is working with the signal of the 5-GHz frequency, it is supposed that further progress might allow for the developments of new ultra-wide bandwidth chips. Some current problems on this way are analyzed in [215].
6.6.2 Plasmon-polariton Interconnects and Components

6.6.2.1 Plasmon-polariton Interconnects

As it was mentioned in the previous section, the co-integration of optical components and silicon electronics allows to overcome some limitations of electric interconnects regarding to the ultra-high-speed and multichannel signaling. Unfortunately, the large footprints of optical components, which are comparable with the several wavelengths, do not allow for reaching the ultimate advantage. In the ideal case, the optoelectronics parts should be comparable with the electronic ones, which size tends to several nanometers, and it is essentially smaller than the wavelength of the visible light.

The cross-section of optical waveguides can be decreased down to several tens of nanometers by the use of plasmons in conductors [214],[217]-[222]. The plasmons are the quantum pseudo particles of oscillating electronic plasma in metals. Close to a certain resonance frequency, the plasmons are coupled to the EM field, and these hybrids are called the plasmon-polaritons with their optical range propagating frequencies. Microwave plasmon-polaritons can be modeled by metamaterials [218]. In both cases, the conductors and metamaterials are described by the effective complex dielectric permittivity $\varepsilon_m = \varepsilon'_m + j\varepsilon''_m$:

$$\varepsilon_m = \left( \varepsilon_\infty - \frac{\omega_p}{\omega^2 + j\omega\omega_r} \right)$$  \hspace{1cm} (6.88)

where the parameters $\varepsilon_\infty$, $\omega_p$, and $\omega_r$ depend on the material. The EM waves in such media are described by Maxwell equations, and the well-known methods from optics and microwaves can be used to calculate the modal parameters.

The simplest guiding structure is just a boundary between a conductor and dielectric (Fig. 6.43). The wave propagates along the axis $0x$, which is normal to the picture plane. The field concentrates close to the surface $z = 0$, and it does not need additional reflection walls to guide the energy along this surface (Fig. 6.43).

The propagation constant $k_{sp}$ of this wave is found analytically matching the fields of both domains at the boundary $z = 0$ [217]:

$$k_{sp} = k_0 \left( \frac{\varepsilon_r\varepsilon_m}{\varepsilon_r + \varepsilon_m} \right)^{1/2}. \hspace{1cm} (6.89)$$

Unfortunately, there are many problems with the plasmonic waveguides. The increased loss of them is associated with the conductor, and it is caused by relaxation of plasmons in it. Due to the loss, the wave magnitude decreases exponentially while propagating along the $x$-axis. For instance, it decreases $e$-times on the distance $\delta_{sp}$, which for the considered waveguide is [217]
Fig. 6.43 Electric field distribution along the axis $\theta z$ which is normal to the boundary dielectric-conductor

\[
\frac{\delta_p}{2k_{sp}} = \left[ k_0 \frac{\varepsilon_{m}^{1.5} \varepsilon_{m}^{\prime \prime}}{\sqrt{\varepsilon_{m}^{\prime} \left( |\varepsilon_{m}^{\prime}| - \varepsilon_{r} \right)^{1.5}}} \right]^{-1}
\]

(6.90)

where $\varepsilon_{m}^{\prime} = \text{Re}(\varepsilon_{m})$, $\varepsilon_{m}^{\prime \prime} = \text{Im}(\varepsilon_{m})$, and $k_{sp} = \text{Im}(k_{sp})$. For different plasmonic waveguides, this parameter $\delta_p$ is about of several tens or even hundreds of microns.

Another important parameter is the signals’ cross-sections. Only ones, which field concentrates close to the nanoconductors, can be considered as the subwavelength signals. Unfortunately, the decreased cross-sections of plasmonic wires are with the essential loss.

Some studied guiding structures are shown in Fig. 6.44. The first three of them are the parallel-plate waveguides of different designs, and they are calculated analytically or semi-analytically in [214],[217]-[222], for instance. The modal field of plasmon-polariton waves concentrates close to the conductors and/or between them. The loss and phase constants are derived from the transcendental eigenvalue equations or using simplified analytical formulas. Additionally, some numerical computations are known, as well. The plasmon-polariton waveguides can support several propagating modes in a chosen frequency band. Besides, the modal spectrum has leaky modes, or the ones, which are leaky under certain conditions [220]. The considered lines are of the infinite cross-sections, and they are only theoretical abstractions.
To confine the field, an analog of rectangular waveguide with lossy walls is proposed and studied in [223] (Fig. 6.44d). It allows for concentrating the field in its cross-section, which is only 10% of the wavelength. The surface mode field is “glued” to the inner walls, and such modes are interesting in subwavelength signaling. Numerical simulations allow for selecting the fundamental mode of the hybrid type and its unimodal frequency band. The used materials and geometry define the guiding parameters.

Some experimental results for coaxial nanowaveguides and resonators are given in [224]. The Ag-waveguides of 100-175-nm wide dielectric channel and length 265-485 nm were manufactured and measured for the light of the wavelength from the 450-nm range. A theory of plasmonic coaxial waveguides with complex shapes of cross-sections is given in [225],[226].

The integrated strip waveguides are shown in Fig. 6.45. They consist of a strip or coupled strips embedded into dielectric layers made of Si, SiO₂, or/and BCB. Both, numerical and experimental results are available given for micron-size conductors of the nanometric height (10-60 nm) [214],[227]-[231]. These studies show that the propagation loss decreases with the width (6-60 µm, 1-2 dB/cm), but these narrowed strips may have increased loss. Formally, they allow for the centimeter-long on-chip communication. Unfortunately, the typical cross-sectional field extension of the studied long-range waveguides is within 10-40 µm, then the increased cross-talks are expected in such integrations. Some experimentations with the silicon-gold-polymer strip waveguides (Fig. 6.45d) show the error-free transmission of 10- and 40-Gbit signals over 4-cm distance without essential distortions of their eye-patterns [229],[230].
Another interesting type of waveguides is shown in Fig. 6.46a where a groove of a triangle shape guides the plasmon-polariton waves along the axis, which is normal to the figure plane [231]. The field of them is “glued” to the metallic surface, and these grooves provide increased concentration of the wave field in the channel.

The measurements and approximate calculations, being in agreement, show the propagating length $\delta_p \sim 100 \, \mu m$ for micrometric grooves guiding light of the 1425-1620 nm range.

The wedge waveguide, shown in Fig 6.46b, provides more compactly “packaged” field around the wedge [232]. The performed numerical simulations show increased confinement of the field and a longer propagation length regarding to the surface mode of a groove waveguide (Fig. 6.46a). Typical data for $\lambda = 1.5 \, \mu m$ is that $\delta_p = 37 \, \mu m$ if the gold wedge height is 0.2 $\mu m$ and the wedge angle 20º. Additionally, the circular bends of this waveguide show less radiation regarding to the groove ones.
Another design taken from microwaves is the plasmon-polariton slot waveguides shown in Fig. 6.47 [221],[233]-[235]. The first of them (Fig. 6.47a) consists of a slot cut in a conductor layer placed in a dielectric slab. Other slot waveguides (Fig. 6.47b,c), including the coupled ones (Fig. 6.47c), are placed over a dielectric substrate, i.e. they have asymmetry of their cross-sections. Additionally, the waveguides can be covered by a clad layer.

![Fig. 6.47 Integrated plasmonic slot waveguides](image)

It is found that the fundamental mode is of a hybrid type, and it is a bound mode if the slot is placed in a homogeneous dielectric. The field is close to the TEM type when the slot is narrow. Dielectric asymmetry leads to leakage at lower frequencies. The fundamental mode is highly concentrated around the slot, which can be of several tens of nanometers. The propagation length increases with the slot width, and it can be of several tens of micrometers. The modal area occupied by field decreases with the width. Additional loss increase is due to the field concentration near the conductor corners.

### 6.6.2.2 Components of Plasmon-polariton Integrations

Although the contemporary plasmonic guiding structures are rather far from to be perfect, some research concentrates on the discontinuities, components, and their theory. From general point of view, the modes of these waveguides diffracting at the discontinuities are transformed into an infinite set of modes of the connected waveguides, and they are radiated into the open space by the waves of the continuous frequency spectrum [236],[217]. This radiation, being parasitic, can be increased for antennas of visible light.
These discontinuities are studied by full-wave software tools and experimentally. For instance, a theoretical study of steps of metal-insulator-metal (MIM) waveguide (Fig. 6.44b) is given in [237]. The authors calculate the $S$-matrices of steps supposing the exponential decay of the high-order modes with the distance from a step. Taking into account the concentration of higher-order modal fields close to this junction, the equivalent circuits are obtained based on the known approach from the theory of perfect waveguides. Similarly to the microwave network theory, the $S$-matrices of several joints are calculated, and their accuracy is analyzed in [237]. This simplified model of MIM joints is in a good agreement with the full-wave simulations performed by the authors of that paper. A number of components on long-range strip waveguides have been proposed, simulated, and measured in other papers. They are the Y-joints, directional couplers, strip waveguides, and antennas [228],[238]-[240].

Some components on slot waveguides are described in [241]-[243]. Among them are the bends, 3-dB branchline coupler, Fabri-Perot resonator, 4-way joint, and a transition from an optical waveguide to a slot plasmonic one.

The components on V-shaped grooves and their measurements are published in [240]. The authors study the Y-joints, ring resonators, and interferometers. Measurements are in a good correspondence with the single mode theory. It is noticed that the designed optical circuitry has a decreased footprint, and the components are compatible with electronic integration.

A compact surface-plasmon-polariton microcavity with $Q = 1 - 2.4 \times 10^3$ is described in [244]. It consists of a silica disc covered by silver. It is shown that this increased quality factor is typical for whispering-gallery modes. It is stated on a possibility to create the surface-plasmon lasers based on this type of oscillations and cavities.

One of the smallest lasers has been developed recently, and it generates the plasmons in a gold spherical nano-core covered by silica and amplified by organic dye [245]. Although, it radiates coherent light isotropically, this development is a very important step towards practical nano-plasmonics. Another interesting work in this direction is a theoretical and experimental study of quantum dots coupled to nanowires [246]. It allows for exciting the quantized plasmon-polaritons for digital plasmonics.

### 6.6.3 On the EM Theory of Plasmon-polariton Interconnects and Components

The most theoretical research on plasmon-polariton integrations is based on the use of equivalent dielectric permittivity of real conductors or metamaterials at optical frequencies (6.88). The parameters in this formula depend on the conductor material or metamaterial, and they can be found in [247]. Considering these materials as the frequency-depending solids, the Maxwell or Helmholtz equations with the boundary conditions are solved to find the waveguiding parameters of plasmon-polariton transmission lines.

The simplest structures as the parallel-plate waveguides (Fig. 6.44b) are solved by matching the analytically found fields of partial domains at their boundaries.
Then the transcendental equations regarding to the complex longitudinal modal propagation constants are solved numerically. In some cases, the lossy conductor layers are substituted by equivalent impedance walls, and the Leontovitch boundary condition is used as the shortest way to obtain the eigenvalue equations [217].

Similarly to the parallel-plate waveguide analytical theory [22], the transcendental functions of small arguments in the eigenvalue equations can be substituted by the first-order approximations, and some analytical formulas for the modal propagation constants are derived [248]. In that work, the authors proofed the idea that the TEM-wave based plasmon-polariton waveguides could be calculated by perturbation method if the skin-depth is essentially smaller than the height of conductor in optical range. The criterion of TEM-like modes in multi-conductor plasmon-polariton waveguides is also given. Qualitatively, the TEM- and perturbation approaches are applicable if the conductors are close to each other, i.e. the field-decay distance in the substrate should be smaller than its height. The conductor slabs support practically independent surface modes outside of this region of frequencies and geometries.

For example, the complex propagation constant $\gamma_z$ of a parallel-plate waveguide (Fig. 6.44b) calculated in the quasi-TEM approximation is [248]

$$\gamma_z = \frac{\sqrt{\varepsilon_r}}{|\varepsilon_m^{\prime\prime}|} \frac{2d}{\sqrt{2d}} + j \left( k_0 \frac{\sqrt{\varepsilon_r}}{d \sqrt{|\varepsilon_m^{\prime\prime}|}} \right)$$

(6.91)

where $d$ is the dielectric height and the limited thickness of metallic slabs is not taken into account.

To understand the optic light phenomena in nanometric circuits the analogies with the equivalent electric network theory can be helpful [249]. Some practical applications of this and similar approaches have been already considered above for calculation of discontinuities and plasmonic components [237],[241].

The solutions, which are more accurate, are from the full-wave solvers based on different numerical methods like the FDTD or FEM. In these cases, the attention should be paid to the modeling of the field distribution inside the lossy thin conductors or tiny irregularities.

The high-memory cost is typical for solving the problems where the fields from small obstacles are calculated in a large surrounding space. In this case, the surface integral method is preferable [250]. The unknown currents are calculated only on the surface of lossy conductors; the fields inside and outside them are computed using analytical integral-based formulas. Some typical problems with this method as the singularities of the Green functions are solved analytically in [251].

### 6.7 Prospective Interconnects

As follows from the analysis of many authors on transmission lines and digital interconnects the main limitation of using the traditional transmission lines is their increasing loss and modal dispersion.
In digital electronics, a half of the loss is associated with the interconnects because the CMOS gates are consuming power only during their switching. Further improving of the transistors can lead to the extremely low power dissipation by these elements which is close to several $k_B T$ where $k_B$ is the Boltzmann's constant and $T$ is the absolute noise temperature. There are some ideas how to substitute the CMOS transistors by quantum-mechanical devices operating the signals of different types, and the loss and the time delay of traditional interconnects would seriously limit the performance of the future chips.

One of the alternatives has been already considered above in the Section 6.6. It is supposed to use the plasmon-polariton interconnects as the transmission lines for large bandwidth signals taking into account their optical frequencies. Unfortunately, these lines still have rather increased loss, and, additionally they need optical transistors or low-loss EM-optical transformers. Encouraging experimentations have been published recently on the developments of the plasmon-polariton lasers [245].

Besides the plasmon effects, several other ones can be used for transmission of signals in integrated chips of near of relative far future. Most of them are analyzed and compared in [252], for instance. They are:

- Diffusion effects
- Drift effects
- Ballistic effects
- Propagation of spin-waves
- Propagation of plasmonic waves
- Electric signal propagation along wire interconnects.

*Diffusion* is arisen in a system where a difference of concentration of carriers exists. Thus the motion of different carriers can be used for signaling, including the spins, phonons, and excitons. This signaling is described by corresponding diffusion equations written regarding to the concentration of carriers. *Drift* is with physical motion of a carrier from one point to another. For instance, spin can be transported together with electron. *Ballistic effects* are arisen in low-dimension conducturs, for instance, in graphene, and they are distinguished by the scattering-less motion. *Spin-wave interconnects* are based on the wave-like motion of atom spins from one point of space to another.

The above-considered effects were analyzed together in [252], and it is shown the fastest interconnects are of those which guiding plasmons, electric voltage waves (CMOS interconnects), and then spin waves. Other effects can be competitive with them regarding to the delay, only if the based on them interconnects are short. In [252], a conclusion is made that the future integration could be of the hybrid nature composed of elements and interconnects of different types. It will require the developments of new simulation and design tools which can seamlessly model these new integrations. One of the ideas of this sort is considered in the Chpt. 9.
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7 Inter-component Transitions for Ultra-bandwidth Integrations

Abstract. In this Chapter, the planar and multi-level transitions between different transmission lines are considered. Among them are the ones realized using the via-holes, the EM coupling or combinations of both means. The most attention is paid to the millimeter-wave or ultra-wide bandwidth solutions for silicon technology. An EM theory of grounding via-holes for millimeter-wave packages is considered. Contemporary state of modeling of multilayer motherboards shorted by multiple through-via-holes is reviewed as well. References -104. Figures -16. Pages -34.

Contemporary technology, which allows for the planar and 3-D components embedded into a multilayered environment, is friendly to realize the principle of optimality of electronic system components [1]-[6]. It means that the transmission lines, used in these circuits, are adapted to each component to achieve its best characteristics, and the reflection-less transitions from one circuit to another are required. Additionally, these transitions can filter the signals, connect different signal layers in a 3-D module, cancel or provide the DC coupling, etc. The transitions are used for narrow- and ultra-wide bandwidth intra- and inter-chip communications, and they are the ones of the most important components of contemporary micro-, millimeter-wave, and high-speed electronics [7]-[9].

A large amount of work on the design of transitions was performed during the developments of the microwave hybrid 3-D integrated circuits, and these transitions can be re-scaled for millimeter-wave monolithic applications.

As an example, some of these transitions are shown in Fig. 7.1 [1],[4]-[6]. The elements of them are placed on different layers, and additionally to the matching the lines’ characteristic impedances and fields, these transitions are for the EM connections of different layers and for the power distribution between the circuit’s branches. To match the transition’s lines, the open or short-end stubs are used. More information on the designs and their characteristics is from the above-cited publications.

The transitions are divided into two large classes. The first of them provide the DC and microwave connections, and they can be used in microwave and high-speed digital electronics. Others realize only the EM connections.
The mentioned components can be of the planar, quasi-planar, or 3-D design depending on the needs. The most developed theory is known for the transitions of transmission lines of the same geometry but of different characteristic impedances. Their design solutions are close to the filters, and many matching circuits are known with the formulas for their synthesis. The most increased bandwidth solutions are provided by continuous transitions and circuits based on resistive networks. Some examples of these transitions are shown in Fig. 7.2.
7.1 Planar Line Transitions

Consider, initially, the planar lines as microstrips, coplanar waveguides, and coplanar strips placed on the same level of integration and connected to each other without using via-holes or multilayered components. These transitions are rather simple, and they can be attractive due to their low-cost. Connections of the same lines of different characteristic impedances have been already mentioned, and they are easy to be calculated. The most difficult problem is to design the reflection-less transitions for different types of lines, and no any well-developed theory is known, according to the best knowledge of the Author. In these transitions, the matching of fields and impedances should be provided, and it is still a problem, which is difficult to be formalized analytically.

Some transitions between the CPW and microstrip line having planar design are shown in Fig. 7.3. The transitions between a conductor-backed CPW (GCPW) and a microstrip line are important for millimeter-wave monolithic integration because the probes used for the feed and measurements of monolithic circuits. The simplest design consists of CPW-like pads and a CPW-microstrip step-wise transition (Fig. 7.3a). Taking into account the common ground for CPW and microstrip, the design can work starting at zero frequency, but the spatial orthogonality of the modal
fields of the connected lines limits the bandwidth of this transition, and careful optimization is needed. For instance, an ultra-wide band transition of this type is described in [10] where it is realized on a grounded BCB substrate placed over silicon. By simulations, it was found possibility to extend the bandwidth of this GCPW-MS transition up to several tens of GHz, and the measurements verified a component for 200 MHz-40 GHz bandwidth were published. According to the authors of the cited paper, it is reached using a thin (10 µm) BCB layer, wide GCPW grounded strips, etc. Additionally, theory shows on possible increase of the upper frequency of these monolithically manufactured transitions up to 84 GHz.

The frequency band can be extended using the open-end stubs (Fig. 7.2b,c) [11],[12], and the bandwidth about 90% is found in [11] at the 20-GHz center frequency. A tapered GCPW-microstrip transition (Fig. 7.3d) realized over a high-resistivity (\( \rho > 5000 \ \Omega\cdot\text{cm} \)) silicon substrate is simulated and optimized by a full-wave software tool in [13] for 2-110 GHz. The transition loss, which is less than 0.4 dB, is registered for 40-100 GHz, and it was the widest via-less transition at the moment of the paper [13] publication according to authors’ opinion. It was found a good correspondence between the Method-of-Moments’ results and measurements in the considered frequency band. A theory of CPW-microstrip transitions based on the equivalent circuits and validated for frequencies up to 30 GHz is published in [14].

![Fig. 7.3 Planar GCPW-microstrip transitions. Adapted from [9]-[14]](image-url)
7.2 Quasi-planar Transitions

The quasi-planar transitions are the ones which connect the signal traces placed on one level of integration but employing the matching elements placed on both sides of a substrate [6],[4]. They use the via-holes, bridges, etched ground planes, and the EM couplings to provide the needed characteristics, and, as a rule, they have better parameters towards the completely planar analogs. Some examples of these transitions are studied in [15], for instance, where several CPW-slot line transitions are introduced in 1-40-GHz frequency band. Mostly, they use the air-bridges to equalize the potentials of conductors. Authors show that the quasi-planar transitions can provide more degree of freedom, less radiation loss, wide-band performance (up to 160%), compactness, etc. compared to the planar analogs.

7.2.1 CPW-microstrip Transitions

Several of these circuits are shown in Fig. 7.4 [16]-[23]. The first of them (Fig. 7.4a,b) are realized on a 100-μm thick high-resistive silicon substrate, and they connect a 50-Ω CPW and a microstrip line. In spite the equalizing of their characteristic impedances, the lines need additional circuit components, which are the quarter wavelength transformers, to eliminate the reflection due to difference of the modal fields of these two lines. The central frequency is chosen 94 GHz, and the bandwidth is close to 20% for 0.3-dB insertion loss.

Additionally to these CPW-MS transitions, several GCPW-MS ones are studied, and it is found that the etching of the silicon below GCPW conductors allows improving characteristics of these components. The measurements results are available in frequencies from 75 to 110 GHz. For instance, the CPW-microstrip transition from Fig. 7.4c uses a section of GCPW to transform the fundamental CPW mode into the microstrip one. In this length, in fact, two propagating GCPW modes are excited, and one of them has similar field structure with the quasi-TEM mode of the microstrip. Additionally, a step-wise tapering is used to provide the matching in wide frequency band. The transitions of this type are simulated and measured for Alumina and InP substrates in frequencies up to 25 GHz [17], and they show good performance with the bandwidth up to 9-15 GHz. An equivalent circuit model of this transition is published in [18].

Several designs are known which use the via-holes connecting ground layers of CPW and microstrips (Fig. 7.4d-f) [19]-[21]. The first figure of this set is for adaptation of coplanar probes, and two pads there are grounded to the common ground layer by via-holes. A semi-empirical equivalent circuit model of it is published in [19], and its accuracy is good enough at frequencies up to 30 GHz.
Fig. 7.4 Quasi-planar CPW-microstrip transitions. Back-side ground layer is shown by dashed lines. Adapted from [16]-[23]

Fig 7.4e shows another design where the via-holes connect the ground CPW strips to the microstrip ground layer [20]. The central conductor and the grounded CPW strips are slightly tapered for better matching of the transition. The transition is realized on several Duroid substrates and measured in frequencies up to 24 GHz. They show the insertion loss around 1.5 dB for a back-to-back transition.

More aggressive tapering and via-hole grounding are used in [21] (Fig. 7.4f). Here a microstrip is connected to GCPW, which ground layer is tapered, and the grounding strips of CPW are connected by multiple via-holes to the tapered
ground layer. This circuit allows for the wide-bandwidth gradual transforming of the main modes of the connected lines. The transitions are manufactured using the low- and high-permittivity Duroid substrates, and they show only 0.7 dB loss in frequencies from 9 GHz to 40 GHz ($\varepsilon_r = 2.2$) and from DC to 20 GHz ($\varepsilon_r = 10.2$).

An interesting design is published in [22] where a CPW is connected to a suspended ground microstrip. The CPW’s conductors are placed on a high-resistivity silicon covered by a layer of silicon dioxide. A gold tapered strip is connected to the central conductor of the CPW. Using photoresistor micromachining and electroplating, a suspended ground layer is placed over the strip with the spacing from 100 to 400 $\mu$m, depending on the sample. This suspended layer is connected to metallic strips, which are the continuations of grounded strips of the CPW. The spacing between them is large enough and does not influence the mode of the suspended microstrip. The transition shows a broad bandwidth up to 30 GHz and low insertion loss which is less than 0.36 dB in this frequency range. Additionally, different other Si-micromachined transitions studied in frequencies up to 40 GHz can be found in [23].

A novel wide-band transition between a finite-ground CPW and balanced strip-line is proposed, simulated, and measured in [24]. The conductors of balanced strip line are placed on different sides of a dielectric substrate. The CPW signal conductor is tapered and prolonged behind the ends of the ground CPW strip conductors, and it is a strip of the balanced strip line. These ends are shorted by via holes to another tapered metallization of balanced strip line placed on other side of dielectric substrate. The overall length of this tapered transition is 3000 $\mu$m, and three layers of a Duroid dielectric are used in the transition design. Simulations and measurements show the insertion loss about 2.1 dB in frequencies up to 65 GHz. This transition can be used as a component of millimeter-wave packages.

### 7.2.2 Microstrip-CPS Transitions

As it was mentioned in the Section 6.2, the CPS transmission line is a popular solution for balanced low-loss applications at micro- and millimeter-waves. Taking into account the combined nature of contemporary integrations, the transitions between the microstrips and CPS need to be developed. Today many transitions are known for microwave frequencies including those assigned for the antenna applications [25]-[28]. They are designed using the tapering of the line geometry, the ground layer etching, and the via-hole connecting of conductors placed on different layers. Most results are obtained by full-wave simulations, optimization, and measurements. In Fig. 7.5, a transition is shown measured in frequencies from 4 GHz to 40 GHz [29]. It is seen that the field of microstrip mode is transformed gradually to the main CPS mode using smooth etching of the ground layer shown by dashed line. It is used the RT/Duroid 5880 material as the substrate. Transition
exhibits the insertion loss about 1 dB from 6 GHz to 40 GHz. The EM simulations performed using the CST Microwave Studio and the Ansoft HFSS show the workability of this design in frequencies up to 100 GHz with the maximum insertion loss of 3 dB. Some circuits using this type of transition in millimeter-wave frequencies are published in [30]-[32].

Fig. 7.5 Quasi-planar microstrip-coplanar strip line transition. Adapted from [29]

### 7.2.3 CPW-CPS Transitions

The CPW and CPS transmission lines are of the planar design, and they can have decreased dispersion and loss. At the difference to CPW, coplanar strips line can be used for balanced applications. Several designs have been known for frequencies up to 110 GHz, including the circuits on silicon substrates [33]-[36].

Fig. 7.6 shows a CPW-CPS transition designed for 0-55-GHz frequency band [37]. It is manufactured on a 400-µm silicon substrate covered by 1-µm silicon dioxide and 0.3-µm silicon nitride. Conductors are made of 2-µm gold. The total length of the transition is 8600 µm. Taking into account the wire-bonds used for equalization of the potentials and for preventing higher-order mode excitation, this transition relates to the quasi-planar ones.

The design uses the wire bonds to equal the potentials of the connected lines and tapering of conductor strips for smooth matching of the transition in a wide frequency band. The back-to-back configuration with two transitions and a small length of a CPS line gives the insertion loss less than 1.9 dB in 2-55 GHz, according to the measurements from the above-cited paper.
7.3 Interlayer Transitions for 3-D Integrations

Many contemporary monolithic and LTCC integrations are of the 3-D design, and the interlayer transitions between different transmission lines are needed. Some transitions were intensively studied during the research and developments of the first 3-D hybrid microwave integrations. The 3-D transitions are divided into three large classes: via-hole based, EM transitions, and of the hybrid design based on combinations of via-holes and EM circuit elements to match the characteristic impedances and fields to minimize the reflection coefficient of the transitions.

7.3.1 Silicon Via-holes and Transitions

Contemporary silicon integrations are of the three-dimensional design, and the circuit components, placed at different IC levels, need shorted vertical connections to each other and to the ground. The wide-frequency band connections are realized by via-holes, which are the vertical wires placed inside the holes etched in the silicon by dry or wet etching [38]. Some holes of the increased diameters are made mechanically or by laser light [39].

A via-hole consists of a vertical conductor made of a solid metal cylinder or a hollow microtube which inner wall is made of a well-conducting metal (Fig. 7.7). In the case of lossy silicon, the via-hole’s wall is covered by silicon dioxide to isolate this conductor from the substrate. Then a seed-metal layer, distinguished by its increased adhesion towards the silicon or silicon dioxide, covers the inner surface of the hole. A metal to form the vertical well-conducting connection to the pads of a square or circular shape covers afterwards this surface.
Fig. 7.7 Silicon via-hole

Due to the anisotropy of some etching processes, the via-holes are of the conical design that, practically, does not influence the via-hole performance even at millimeter-wave frequencies.

Via-hole has the parasitic dynamic capacitance of the pads and the inductance $L_v$ of its rod. Additionally, the central conductor penetrating the ground layer has capacitance $C_g$ to it. At low frequencies, the pads and rod’s capacitances are negligible, and the inductance $L_v$ of the central rod is dominant. It can be estimated as the inductance of a cylindrical or rectangular wire of the length $h$. The inductivity $L_v$ of this inductor is calculated with a formula for cylindrical rod of the radius $a$ [40]:

$$L_v = \frac{\mu_0}{2\pi} \left[ h \ln \left( \frac{h + \sqrt{a^2 + h^2}}{a} \right) + \frac{3}{2} \left( a - \sqrt{a^2 + h^2} \right) \right].$$  \hspace{1cm} (7.1)

In [40], the calculated inductance $L_v$ of a grounding via-hole was compared with the measurements and numerical simulations for a wide ratio $a/h$. Typically, the inductance of micron-sized via-holes is in the order of tens or hundreds of picohenry. At increased frequencies, the via-holes of large parasitic inductivity and capacitance are able to be resonating and radiating. Some of these frequency limitations can be overcome by the EM interlayer transitions.

In Fig. 7.8, the via-holes filled by copper and manufactured by the Allvia Inc. are shown. A typical size of these via-holes of the used technology is 30-500 $\mu$m. Due to the complete copper filling, these via-holes have reduced resistivity.
Some results on the study of via-holes for silicon integrations are published in [23],[41]. In the last paper, several through-silicon-substrate via-holes are studied. The thickness of the high-resistivity (4 kΩ-cm) silicon substrate is circa 400 µm, and the diameters of holes vary within 130-200 µm. The conical-shape holes are filled by gold in full, and the gold pads of circular, square, and octagonal shapes surround them. The measured via-hole DC resistance is less than 0.5 Ω for all studied items. Simulations and measurements show the via-hole inductance is about 54-384 pH, depending on the geometry. In addition, the dynamical inductance is influenced by the frequency due to the pads capacitances and the skin effect.

In the 0-40 GHz frequency range, the via-hole microstrip-to-microstrip transitions are studied in [23]. These transitions are designed to connect the 50-Ω microstrips with minimum reflection. They are fabricated on a high-resistivity substrate of the thickness 100 µm, and the conductors are made of gold. The design is optimized using an EM software tool, and the measured items show the de-embedded loss per via transition around 0.08-0.17 dB in frequencies 20-40 GHz. Some applications of via-holes for shielding of integrated inductors of increased quality-factor are described in [42].

Coupling of silicon via-holes is studied in [43] using the Foldy-Lax method, which allows for representation of the diffraction problem by a system of linear equations regarding to the amplitudes of cylindrical waves. The system can be reduced taking into account the strength of the via-hole interactions, and thousands of via-holes can be modeled by this approach. The published results are in a good accordance to the HFSS simulations up to 40 GHz.

Silicon multiwafer vertical interconnects are described in [44]. Two 100-µm-thick wavers of silicon (ρ > 2 kΩ-cm) are stacked to each other to avoid the increased loss of long microstrips in the case of planar design. The via-holes connect both signal microstrips and both ground layers of the two stacked wafers. The transition is simulated and measured in frequencies up to 20 GHz, and it shows the insertion loss better than 0.5 dB.

One limitation of via-hole transitions is that a via-hole is, in fact, a radiating wire, and intensive use of these transitions causes parasitic EM coupling of chip components. There are many works on EM simulations of via-holes and their
radiation. One of them is on the via-hole microstrip-strip line transitions where, on
the base of numerical simulations and measurements, the leakage phenomenon is
studied [45]. It is shown that the support of equal characteristic impedance of all
transition components is an effective way to decrease the reflection, but radiation
dumping should be provided by additional design optimization. For instance, if a
via-hole penetrating the ground plane, the smaller gaps between this plane and
central conductor decrease the radiation. Asymmetry of strip line regarding its
ground planes can decrease the leakage, too. Although these results are obtained
for hybrid integrations, they can be useful in millimeter-wave monolithic circuits.

An interesting design is published in [46] where a CPW is connected to a verti-
cally oriented parallel-plate transmission line which field is confined between the
plates, and the reduced radiation and better matching of characteristic impedances
can be achieved. Although this transition is studied in the 1-14-GHz frequency
range, the similarly designed devices can be used in monolithic integrations of in-
creased frequencies.

A vertical transition between two CPWs isolated by a ground is modeled in
[47]. In fact, all conductors of these two CPWs are connected by vertical via-holes
forming a CPW normally oriented to the connected lines. Due to that, reduced rad-
iation is expected, and the transition can be of more improved characteristics. It is
simulated by an FDTD method, and the parameters of simple equivalent circuit
are extracted from full-wave simulation data.

A tapered wide-band transition between a microstrip line and CPW is consi-
dered in [48], for instance, where it allows for matching different characteristic
impedances and for transferring the signals from one side of a dielectric substrate
to another. Several designs are studied by simulations and measurements, includ-
ing the 50-Ω-to-50-Ω and 50-Ω-to-16-Ω CPW- microstrip transitions, which show
the 1.1-dB insertion loss in frequencies 40 MHz-60 GHz.

The use of via-holes is not limited by only transitions. As it has been mentioned
above, the via-hole fences can shield the components and improve cross-talk is-
issues [41],[49].

7.3.2 EM Interlayer Transitions

Typically, the EM transitions use the coupling elements and matching stubs of the
size which is close to a quarter of the wavelength. They allow for avoiding some
of the via-hole severe problems appearing in micro- and millimeter-wave hybrid
integrations. As it was mentioned, a strong attention had been paid to these transi-
tions during the developments of hybrid 3-D integrations [6],[50]-[53].

Being scaled, the size of EM transitions is close to several hundreds of microns
even at 80 GHz, and it is comparable with the overall chip real-estate. Some of
these transitions can be modified by tapering of their elements and the overall
space can be decreased several times. Another area of applications of these large
components is the communications between the chips and millimeter-wave mo-
therboards. The EM components can avoid some typical problems of via-holes,
wire-bonds, and flip-chip interconnects. Several microwave transitions, which are
prospective for increased frequency integrations, are shown in Fig. 7.1 [6],[50]
and Fig. 7.9 [54]-[56].
7.3 Interlayer Transitions for 3-D Integrations

Fig. 7.9 EM vertical transitions. (a)- Microstrip-microstrip transition (ground plane shown by dashed line); (b)- Transversal crossing of two microstrips; (c)- CPW-microstrip transitions; (d)- CPW-tapered microstrip transition; (e)- CPW-CPW transition; (f)- Tapered CPW-CPW transition. Adapted from [54]-[56]

The transition shown in Fig. 7.9a is for two microstrip lines placed on different layers and having their common ground [56]. The strips and the ground are divided by the layers of dielectrics. The strips are overlapped, and they are electromagnetically coupled to each other. The coupling level depends on the
overlapping area length. This transition is studied by the integral equation method. The S-matrix elements are calculated regarding to the geometry and frequency variation, and a wide-bandwidth geometry is found by simulations.

In the same work, a transversal transition of two microstrips in a multi-layered medium is studied (Fig. 7.9b). It is shown that the coupling is strong when the length of the open-end stubs is close to a half of the modal wavelength. A transition geometry is simulated and measured which provides the VSWR less than 1.8 in the 7-11-GHz frequency band. Some theory on skewed transmission lines for monolithic integrated circuits can be found in [57],[58]. Engineering formulas for broadside-coupled strip lines and directional couplers are published in [59]. Filters composed of stacked coupled microstrip and strip resonators are considered in [60], for instance.

Interesting transitions for the inter-chip digital and microwave communications are described in [61] where two plates provide capacitive coupling of signal traces placed on different levels of a 3-D chip. Specially designed receivers recover the shape of digital signals passing this transition. It is shown that this geometry is not critical towards geometrical inaccuracies and shifting of layers.

An EM microwave microstrip-to-microstrip transition of this kind is studied in [62] where two elliptical patches are coupled through an elliptical hole in common ground plate. The geometry and coupling of patches are modified using the Ansoft software tool to reach the minimum of the insertion loss, which is less than 0.6 dB in (3.1-10.6)-GHz frequency band.

Fig. 7.9c shows a microstrip-CPW transition [63]. The lines placed on different sides of a substrate, and they are coupled to each other in a small area which length and shape can be regulated to control the coupling and the transition bandwidth. A full-wave software tool simulates this component, and its geometry is optimized to reach proper characteristics. For instance, a transition designed for the 4-GHz central frequency shows 35% bandwidth with the return and insertion loss coefficients 20 dB and 0.7 dB, correspondingly. A millimeter-wave chip-to-motherboard transition with the center frequency 35 GHz is simulated, and it shows better performance regarding to the wire bonds, according to the authors’ opinion. This component is modified in [64] where the geometry optimization of the coupling area allows for achieving the bandwidth 111% at frequencies of 7.2-8 GHz with the return loss better than 10 dB.

Other results on simulation of microstrip-CPW transitions are considered in [65]. It is shown that, in a high-frequency MMIC, the interlayer or inter-chip connecting by wire bonds can degrade the circuit performance. At the same time, the EM coupling can be realized because the length of a typical structure for EM coupling is about several hundreds of microns at high frequencies. Such a transition can be used for connection of a chip to motherboard. The authors analyzed several these transitions. It is found that they are not sensitive towards technologically caused displacements of the overlapped transmission lines. At high frequencies, these studied circuits have a wide bandwidth from 75 to 95 GHz realized by a coupling area about 160 μm.
A modified type of the microstrip-CPW transition is considered in [66] where the coupling area is tapered (Fig. 7.9d). The shape of the overlapped conductors is optimized numerically to reach the minimum of the reflection coefficient. The simulated transition has a bandwidth from 6.9 to 12.4 GHz at the level of 20-dB return loss.

An interesting transition is described in [67] where the CPW and microstrip are placed on different sides of a substrate to provide vertical connection. These lines are matched by circular shape stubs of the splitted input microstrip and of the slot lines formed in the ground sheets of CPW. It allows to match the transition in a multioctave frequency band. An 1.5-15-GHz transition was simulated and measured by the author of [67].

In some applications, it is preferable to use the transitions matched by transversal stubs. An example of these planar transitions is studied in [68] where its frequency band is about 8 GHz for the 20-GHz center frequency and the return loss is 10 dB.

Another design of this transition contains a non-uniform microstrip and the CPW stubs [54]. These lines are placed on different sides of a substrate, and they have no any galvanic contacts. In spite using the resonant stubs, the frequency band is rather wide, and the developed transition shows good performance in frequencies 2.8-7.5 GHz with the return loss better than 15 dB. These experimentally tested solutions, although being designed for low microwave frequencies, can be scaled up to millimeter-waves if a careful study would be performed.

A CPW-to-CPW vertical transition is shown in Fig. 7.9e. It is developed for those applications at millimeter-wave frequencies where the via-holes and the wire bonds distort severely the frequency performance of components. Especially, such effects are dangerous in phase array antennas containing multiple transitions of different types. In [55], a vertical EM transition between two CPWs placed on different levels of a module is studied. These open-end CPWs have an overlapping area of the length $l_c$ where they are coupled to each other electromagnetically.

The coupling length is described by the even $Z_c^{(e)}$ and the odd $Z_c^{(o)}$ characteristic impedances. The average phase constant of this length is

$$\beta^2 = \left( \frac{\omega}{c} \right)^2 \left( \varepsilon_{\text{eff}}^{(e)} + \varepsilon_{\text{eff}}^{(o)} \right)$$

(7.2)

where $\varepsilon_{\text{eff}}^{(e)}$ and $\varepsilon_{\text{eff}}^{(o)}$ are the effective dielectric constants of the even and odd modes of the coupled CPWs, correspondingly. The impedance parameters of the transition are

$$Z_{11} = -j \frac{Z_c^{(o)} + Z_c^{(o)}}{2} \cot (\beta l_c),$$

$$Z_{12} = -j \frac{Z_c^{(o)} - Z_c^{(o)}}{2} \csc (\beta l_c).$$

(7.3)
To adjust this transition, the modal characteristic impedances should be equalized to each other at the central frequency, first. In [55], the derivation of these characteristic impedances is realized electromagnetically by solving an integral equation regarding to the currents on conductors. This transition is analyzed and measured at 5 GHz and 10 GHz. A 10-GHz single transition shows 15-dB return loss over 10% bandwidth. The maximum bandwidth of the simulated and measured transitions does not exceed 25%. Similar components are studied in 75-110-GHz frequency band, and the length of a transition is 210-350 μm. To match, each CPW is connected to the transition through a short length of a taper (Fig. 7.9f). The center of the bandwidth is placed in 96-100-GHz band. In frequencies from 85 to 110 GHz, the insertion loss is within 0.35-0.6 dB, and the return loss is about 20 dB.

7.4 Via-holes of Micro- and Millimeter-wave Motherboards

The millimeter-wave chips packaged to a motherboard need reliable grounding. Very frequently, it is achieved by the via-holes which connect the traces to the ground. If a motherboard consists of several layers of traces, the via-holes are to connect the chip or the traces in the vertical direction. The typical size of via-holes used in motherboards of the MCM type allows for a number of high-frequency effects. Among them are the resonances, radiation, and parasitic coupling of via-holes. To design the millimeter-wave motherboards, these effects should be calculated to avoid strong distortions of signals.

Below, the electromagnetics of grounding via-holes is considered in the details, and the developed theory allows for calculating the resonant frequencies and scattering parameters of grounding via-holes. This approach can be applied for the analysis of through via-holes connecting the traces placed on different conductor layers of the millimeter-wave motherboards.

7.4.1 Grounding Via-holes

A grounding via-hole connects a signal trace to the ground. It consists of a pad and a shorting cylindrical rod. A circular grounding via-hole has a circular pad (Fig. 7.10).

Square-pad via-holes are of particular importance in the microwave hybrid planar and 3-D integrated circuits and packages, where lumped elements such as capacitors, inductors and monolithic microwave integrated circuits require square pads for attachment [6],[38],[40]. In addition, the rectangular and square shorted patches are used as printed antennas, resonators and filters, periodic high-impedance surfaces and fenced waveguides [69]-[81].

---

1 Sections 7.4.1-7.4.4 are written together with M.J. Deen, N.K. Nikolova, and A. Rahal.
The via-hole performance is excellent up to a certain frequency where parasitic resonances and radiation occur. For high-speed and microwave applications, this frequency must be calculated to define the maximum frequency band of operation [74]-[78]. The resonances and radiation are parasitic effects in via-holes; however, they are useful in antennas. In all these cases, rigorous EM analysis is required. Some of the general-purpose 3-D EM solvers can offer adequate modeling of the performance characteristics of the via-holes. However, they require long computation times, and the results are valid only for the specific substrate and dimensions.

In [82], a new and fast analytical model of a grounding circular-pad via-hole based on the cavity representation was developed. In [83], the eccentric distortions of circular-pad via-holes were considered semi-analytically. Square- and rectangular-pad via-holes are considered in [84]. All models are based on the cavity representation and on the assumption that the electric field is constant along the substrate height. Hence, the pad size \( b \) is greater than the substrate height \( h \), and the substrate is electrically thin at the considered frequencies. The studied via-holes and antenna patches are verified by our own measurements as well as by other published experimental results. Additional confirmation is obtained from simulations with EM full-wave software tools. Overall, the errors of our models vary from sample to sample, and they are within 0.4-6.4% for the substrates whose relative permittivity fulfills \( 2.2 < \varepsilon_r < 10 \), and whose relative pad radius \( b/h \) is within \( 1.3 < b/h < 32 \).

The normalized rod radius \( a/b \) must vary according to \( 0.018 < a/b < 0.46 \).
7.4.2 Cavity Model of Circular-pad Grounding Via-hole

The cavity theory of circular-pad via-holes was developed in [82]. A grounding circular-pad via-hole consists of a circular pad and a cylindrical shorting pin connected to the ground (Fig. 7.10). Due to the fringing effect, the radius of the pad $b$ is extended to $b_e$, where the via-hole is surrounded with an effective cylindrical magnetic wall. The via-hole cavity confines the EM energy and defines its resonant frequencies. The input microstrip line excites, in general, an infinite series of resonant modes [85],[86]:

\[
E = \sum_{n,m,k} c_{nmk} E_{nmk},
\]

\[
H = \sum_{n,m,k} d_{nmk} H_{nmk},
\]

where $c_{nmk}$ and $d_{nmk}$ are the modal amplitudes, and the indices $n = 0,1,...$, $m = 1,2,...$, and $k = 0,1,...$, correspond to the modal field variations along the angular, radial and normal-to-the-substrate axes, respectively. In addition to the resonant modes, the series (7.4) and (7.5) includes the magnetic zero-frequency mode. For thin substrates, the resonant modes are of the TM$_z$ type: the normal-to-the-substrate magnetic field is zero, $H_{z\text{\_}} = 0$, and the $E_{z\text{\_}}$ field component does not vary with $z$ ($k = 0$).

For practical applications, the series (7.4) and (7.5) is modeled with an equivalent circuit consisting of a finite number ($n = 1,..,N$ ; $m = 1,..,M$ ; $k = 0$) of resonant tanks serially connected to each other (Fig. 7.11). Each modal equivalent circuit or a tank consists of a capacitor $C_{\text{cir}}^{(nm0)}$, an inductor $L_{\text{cir}}^{(nm0)}$, and a number of equivalent resistors representing the losses in the via-hole.

In Fig. 7.11b, the resistance $R_{r}^{(nm0)}$ represents radiation loss [85], $R_{d}^{(nm0)}$ is the equivalent dielectric loss resistance [86], $R_{c}^{(nm0)}$ is the equivalent conduction resistance [87], and $R_{sw}^{(nm0)}$ is the equivalent surface-wave loss resistance [88]. The zero-frequency mode is described with the inductor $L^{(0)}$ [40],[82].
To calculate the tank parameters, the modal resonant frequencies $\Omega_{nm0}$ are computed from an eigenvalue equation, which is derived by matching the modal fields on the rod’s surface ($r = a$) and on the outer magnetic wall ($r = b_e$):

$$
J_n(k_{nm0}a)Y'_n(k_{nm0}b_e) - J'_n(k_{nm0}b_e)Y_n(k_{nm0}a) = 0, \quad n = 0, 1, \ldots
$$

(7.6)

Here, $J_n$ and $Y_n$ are the Bessel and Neumann functions of order $n$ ($n = 0, 1, \ldots$), $J'_n$ and $Y'_n$ are their derivatives with respect to the argument $(k_{nm0}r)$, $n$ is the number of field variations in the $\phi$-direction, $k_{nm0} = (\Omega_{nm0}/c)\sqrt{\epsilon_r}$, and $\epsilon_r$ is the substrate relative permittivity. The effective radius $b_e$ is different for the dominant and for the higher-order modes and is given by [82]:

$$
b_e^{(010)} = b + 0.553h, \quad n = 0, \quad m = 1,
$$

(7.7)

$$
b_e^{(nm0)} = b + 0.450h, \quad n \geq 1, \quad m \geq 1.
$$

(7.8)
Then the modal equivalent capacitances and inductances are computed as

\[
C_{\text{cir}}^{(nm0)} = \frac{2W_{\text{cir}}^{(nm0)}}{U_{\text{edge}}^2}, \quad L_{\text{cir}}^{(nm0)} = \frac{1}{C_{\text{cir}}^{(nm0)} \omega^2}.
\]  

(7.9)

Here, \( U_{\text{edge}} \) is the edge voltage defined at any point \( P_j \) where the mode magnitude is maximal. The energy of the modal electric field \( W_{\text{cir}}^{(nm0)} \) stored in the equivalent volume \( V_e = \pi h(b_e^2 - a_e^2) \) is computed as

\[
W_{\text{cir}}^{(nm0)} = \frac{1}{4} \varepsilon_r \varepsilon_0 \int_{V_e} (E_{\text{amo0}}^{(f)})^2 dV_e
\]  

(7.10)

where

\[
E_{\text{amo0}}^{(f)} = A_{mn0} \left[ J_n(k_{mn0}a) - \frac{J_n(k_{mn0}a)}{Y_n(k_{mn0}a)} Y_n(k_{mn0}r) \right] \cos n\phi.
\]  

(7.11)

Here, \( A_{mn0} \) is the modal amplitude proportional to the edge voltage \( U_{\text{edge}} \) at \( r = b_e \).

### 7.4.3 Eccentric Circular-pad Grounding Via-hole

The circular-pad via-holes can be distorted due to the technologically caused eccentricity (Figs 7.12 and 7.13). The eccentricity decreases the frequency band of the via-holes [83]. On the other hand, the eccentricity is exploited in large shorted patch resonators in order to shift the modal resonant frequency or to change the input impedance. This important geometry is analyzed with the cavity approach based on the theory of circular-pad via-holes and the method of transformation of coordinates [89],[90]. To compute the resonant frequencies of an eccentric via-hole, the distorted geometry is transformed into the concentric one, whose modes are calculated by the above theory. Then, the geometry is transformed back to the eccentric one, and the field of the modal series is matched at the outer effective magnetic wall. The derived infinite system of linear algebraic equations is reduced, and it is solved with a root-searching algorithm. The study shows that the small-pad via-holes are influenced significantly by the eccentricity: their frequency band decreases in the worst-case scenario by up to 20-30%. Such effects must be taken into account in manufacturing tolerances as well as when the via-hole models are verified by measurements.

The eccentric circular via-hole consists of a grounding rod and a circular pad (Fig. 7.12). The rod is misaligned with respect to the geometrical center of the circular-patch.
In antennas, this misalignment is used for transforming the input characteristic impedance and shifting resonant frequencies. In grounding via-holes whose pad-radii are small and comparable with the substrate height, the technologically caused eccentricity leads to the shift of the fundamental modal frequency and, in the worst-case scenario, additionally reduces the via-hole frequency band.

The excited field in the eccentrically shorted cavity is expanded in series of modes:

\[ E = \sum_{\nu} a_{\nu} E^{(\nu)}, \quad H = \sum_{\nu} b_{\nu} H^{(\nu)} \]  

(7.12)

where \( a_{\nu} \) and \( b_{\nu} \) are the modal amplitudes, and the index \( \nu \) corresponds to the respective eigenvalue in the solution of the Helmholtz equation. Because of the eccentricity of the cavity, the analytical method of eigenfunction derivation applied to the concentrically grounded circular-patch resonator is not valid. Here, we use a polar coordinate transformation method. The polar coordinate system of the eccentric structure (Fig. 7.13a) is transformed linearly into the coordinate system, where the studied cavity is centered at the origin (Fig. 7.13b). Any point of the eccentric structure described by a vector \( \rho \) with the origin at \( O_{\rho} \) is shifted to a point

Fig. 7.12 Eccentric via-hole cavity [83]. Reprinted with permission of the IEEE, license # 2873210115411
with the new coordinate $\mathbf{r} = \rho - \mathbf{s}$, where $\mathbf{s}$ is the shift-vector and $\mathbf{r}$ is the vector with the origin $O_r$ (Fig. 7.13). It allows the use of separation of variables method for the general solution of the centrically shorted cavity.

![Fig. 7.13 Linear transformation of the polar coordinate system associated with the via-hole structure [83]. Reprinted with permission of the IEEE, license # 2873210115411](image)

Consider only the TM$_z$-modes of the transformed concentric resonator (Fig. 7.13b). In this case, the normal-to-the-substrate magnetic field $H_z^{(\nu)}$ is zero, and $E_z^{(\nu)}$ does not vary with $z$. In general, the $E_z^{(\nu)}$ field component is expanded into a series of cylindrical functions in the concentric via cavity (Fig. 7.13b):

$$E_z^{(\nu)} = \sum_n E_z^{(\nu)\eta} = \sum_n \left[ A_n J_n(k_z r) + B_n Y_n(k_z r) \right] e^{jn\phi}$$

(7.13)

where $A_n$ and $B_n$ are unknown coefficients.

Each term of the series (7.13) is set to zero at the rod surface, $E_z^{(\nu)}(r = R_n) = 0$, which allows for the expression of the unknown coefficient $B_n$ in terms of $A_n$. After which, we derive the angular component of the magnetic field $H_{\phi}^{(\nu)}$ using Maxwell’s equations and (7.13)

$$H_{\phi}^{(\nu)} = -j\varepsilon_0 \sum_n A_n \left[ J'_n(k_z r) - \frac{J_n(k_z R_n)}{Y_n(k_z R_n)} Y'_n(k_z r) \right] e^{jn\phi}$$

(7.14)

where $J'_n$ and $Y'_n$ are the derivatives of Bessel and Neumann cylindrical functions, respectively, with respect to the argument $(k_z r)$. 
On the outer magnetic wall, the $H_\phi^{(v)}$ component is zero. This matching should be done in the original coordinates where the cavity is eccentric (Fig. 7.13a):

$$H_\phi^{(v)} (1s + p = b_\mathrm{c}) = 0. \quad (7.15)$$

We apply the inverse transformation of the coordinates to (7.14) and (7.15), and change the arguments of the Bessel and Neumann cylindrical functions. Then, we rewrite them according to Graf’s addition formulas (7.16) and (7.17):

$$Z_n(k_c r)e^{inp} = \sum_{p=\pm\infty} Z_p(k_c s)Z_{n+p}(k_c \rho)e^{i(n+p)\phi}, \quad (7.16)$$

$$Z'_n(k_c r)e^{inp} = \sum_{p=\pm\infty} Z_p(k_c s)Z'_{n+p}(k_c \rho)e^{i(n+p)\phi} \quad (7.17)$$

where $Z$ and $Z'$ are the cylindrical functions ($J$ or $Y$) and its derivative, respectively. Then, the boundary condition (7.15) at the outer magnetic wall becomes

$$\sum_n \sum_{p=\pm\infty} A_n J_p(k_c s)\left[ J'_{n+p}(k_c b_\mathrm{c}) - \frac{J_n(k_c R_\mathrm{a})}{Y_n(k_c R_\mathrm{a})} Y'_{n+p}(k_c b_\mathrm{c}) \right] e^{i(n+p)\phi} = 0. \quad (7.18)$$

Since (7.15) is valid for all values of the angular variable $\phi$, we rewrite this expression as a set of equations using $n + p = i$:

$$\sum_n A_n J_{n-i}(k_c s)\left[ J'_{i}(k_c b_\mathrm{c}) - \frac{J_n(k_c R_\mathrm{a})}{Y_n(k_c R_\mathrm{a})} Y'_{i}(k_c b_\mathrm{c}) \right] = 0, \quad i = 0, \pm 1, \pm 2, \ldots, \pm \infty. \quad (7.19)$$

The infinite system of linear equations (7.19), where $A_n$ are unknown coefficients, has a nontrivial solution if $D = 0$, where $D$ is its determinant. It produces the modal resonant frequencies $\omega_\nu$. Similar to the concentric cavity, the number of the modes $\nu$ is infinite and each mode $\text{TM}_{\varsigma \ell z}$ is classified according to the field variation described by the numbers: $k$ – along the normal-to-the-substrate axis $z$, $l$ – along the radial axis $\rho$, $\varsigma$ – along the azimuthal variable $\phi$.

### 7.4.4 Modeling and Measurement Results for Grounding Via-holes

The via-holes’ models were verified by the authors’ own experiments, published measurements, and simulations by several full-wave software tools at frequencies up to 26 GHz [82]-[84]. The overall inaccuracy in the calculation of modal resonant frequencies of circular- and square-pad via-holes does not exceed 5.4%. Additionally, the reflection coefficient from the ground via-hole was calculated according to the equivalent network model (Fig. 7.11) and compared with the
measurements. The overall error of our via-hole model is found to be no greater than 5.5% when $2.2 < \varepsilon_r < 9.9$, $k_0 h \ll 1$, and $b/h \geq 1.3$.

The circular-pad via-hole computation results, which relate to the millimeter-wave range are shown in Fig. 7.14, where the modal resonant frequencies $\omega_{mn0}$ of the first three modes are plotted versus the pad radius $b$ (solid lines). Additionally, the results are verified by Agilent Momentum simulations (circles). The first mode $TM_{010}$ resonance can seriously distort the via-hole performance, and the via-hole geometry should be designed to avoid this resonance from the frequency band of millimeter-wave signals. It is reached by the use of low-permittivity materials and small-radius via-hole pads.

Fig. 7.14 Modal resonant frequencies of a circular-pad via-hole versus the pad radius: solid lines – our results, circles – Agilent Momentum simulations [84]. Via-hole parameters: $a = 0.152$ mm, $h = 0.254$ mm, $\varepsilon_r = 9.9$. Reprinted with permission of the IEEE, license # 2873191334118

A full-wave study of the eccentric via-hole is published in [83]. It was found that the eccentricity influence is especially strong for small via-hole pads, and where the technology inaccuracy is comparable with the pad diameters. In the worst case, their frequency band calculated from the zero frequency to the first resonant frequency can decrease by 20% if the eccentricity is comparable to the via-pad radius.
The validation of the eccentric grounding via-hole theory is performed by comparisons with the authors’ own experiments, published measurements, and simulations by the Agilent Momentum and IE3D [83],[84]. Additionally, the convergence of the used numerical algorithm is tested. It is found that the error does not exceed several percent in the computations of the resonant frequencies.

Two modal resonant frequencies versus the eccentricity parameter $s$ are shown for two via-holes (Fig. 7.15). The via-pad radius $b$ is the parameter. It is seen that the resonances are in the millimeter frequency band for the studied via-hole with the typical size for this technology and application.

![Graph showing modal resonant frequencies of circular-pad via-holes versus the normalized eccentricity parameter $s/b$.](image)

**Fig. 7.15** Modal resonant frequencies of circular-pad via-holes versus the normalized eccentricity parameter $s/b$: solid and dashed lines – current approach, circles – Momentum [83]. Via-hole parameters: $a = 0.152$ mm, $h = 0.254$ mm, $\varepsilon_r = 9.9$, $b = 0.46$ mm (dashed lines), $b = 0.558$ mm (solid lines). Reprinted with permission of the IEEE, license # 2873210115411

The TM$^{(010)}$ resonant frequencies of both via-holes decrease as the eccentricity parameter $s$ increases, while the second modal frequencies increase (Fig. 7.15). The maximum shift of the modal resonant frequencies is within 22-30% with respect to the corresponding resonant frequency of the concentric grounding via. This occurs for large misalignments when $s$ is close to (but smaller than) the via-pad radius.
The modes define the resonant region and the high-frequency limit of the via frequency band. In the worst-case scenario, the lowest modal TM\(^{(010)}\) resonant frequency is the high frequency limit of the via-hole. Thus, the eccentricity may change the via frequency limit with about 22-30\% in comparison with the frequency limit of the concentric via. The manufacturing misalignment of the via-hole pad – estimated at 50-100 \(\mu m\) – has strong influence on small pad via-holes used for ultra-wide-band applications. For the studied cases (see Fig. 7.15), the 100-\(\mu m\) misalignment decreases the first modal frequency with up to 8\%. This influence increases to 20\% for via-holes having a pad radius of about of 300\(\mu m\).

The nature of this technologically caused eccentricity is random and thus the high-frequency limit may vary between the two resonant frequencies of the modes TM\(^{(010)}\) and TM\(^{(110)}\). Besides, the degree of the via-hole performance degradation depends on the position of the exciting port at the via pad edge with respect to the eccentricity. In summary, the worst-case frequency limit of a via can be estimated as the resonant frequency of the TM\(^{(010)}\) mode corresponding to the largest manufacturing eccentricity.

### 7.5 Through-substrate Via-holes and Their Modeling

More complicated high-frequency effects are typical for via-holes connecting microstrip traces placed on different layers separated from each other by one or several ground and power planes. Although the numerical tools are rather fast today, the EM simulation of multiple via-holes is still very time-consuming, and the interest in analytical or semi-analytical modeling and enhancing the element library of circuit-based simulators is strong up to now.

Fig. 7.16 shows a couple of basic via-holes geometries for which approximate analytical models are available. They consist of a metallic cylindrical post and two pads to which microstrip lines are connected. The post intersects one (Fig. 7.16a) or several ground and power planes (Fig. 7.16b). In the first case, a via-hole, being resonating, excites the grounded-substrate modes and spatial waves from its pad.

In the second case, additionally to the mentioned waves, the parallel-plate modes are propagating away from a via-hole, and they are a source of severe cross-talks between the via-holes and/or other components of motherboard. Then the via-holes should be designed with the respect of minimization of the EM radiation.
A full-wave study of the via-hole shown in Fig. 7.16a is published, for instance, in [91] where the resonances are modeled, and it is shown that the frequency response depends on the angular orientation of the microstrips joined to the via-hole pads. One of the reasons is that the cylindrical via-holes support the degenerated angular modes, and violation of the symmetry leads to formation of a two-mode cavity with different resonance frequencies, and this difference is defined by coupling of modes and the asymmetry of the geometry. The full-wave results are confirmed by measurements, and a good correspondence is found in the mentioned paper in frequencies up to 24 GHz.

An interesting solution to improve the characteristics of a microstrip-microstrip transition is proposed in [92] where a multiple of via-holes, instead of a single one, connect two microstrips through a thick ground layer. It improves the transition performance and shields partly the radiation of via-holes. The measurements and full-wave simulations are compared in 1-10 GHz band.

As it has been already mentioned above, simulation of via-holes penetrating several ground and power planes (Fig. 7.16b) is a complicated task due to the needs to take into account the parallel-plate modes spreading from via-holes. One the first analytical models of these via-holes is available from [93],[94] where a decomposition approach is used.

A via-hole of this type shown in Fig. 7.16b is separated into several elements. For instance, it is modeled by a coaxial line if the central rod passing a metallic plate. Out of these plates, a via-hole is represented as a radial wave antenna or
waveguide, which parameters are found analytically [93],[95]. For each such of a length, an equivalent circuit is composed, and the via-hole is calculated as a cascaded network. Using this approach, several pad-less via-holes connected directly to the input/output coaxials are simulated in the frequency and time domains, and a good correspondence is found in frequencies up to 18 GHz.

The via-holes can be placed close to each other, and they are coupled having mutual inductance and capacitance. Via-holes excite the traveling parallel-plate modes and waves of microstrip substrates, and this is another reason for cross-talk. The effect must be simulated, taken into account, and a microwave board should be optimized to decrease this EM cross-talk. Besides, this radiation can interact with the interconnects, and simulation of such boards with the EM full-wave tools is a very consuming task using even powerful personal computers or designer workstations.

In [96], the coupling between two via-holes penetrating several grounded plates is modeled. These via-holes excite the propagating TEM modes of the radial type in parallel-plate waveguides, and the components of the S-matrix are derived using the ideas from [93]. The model is validated by measurements in frequencies up to 18 GHz.

Analytical models of via-holes can be combined with the numerical ones, and this approach is effective in many cases. For example, via-holes can be modeled analytically using different methods, including the quasistatic ones [97], but interactions of via-holes and excitation of them by microstrips can be described electromagnetically using, for instance, the method of moments. This combination of methods and models allows for increasing the effectiveness of algorithms and decreasing the required computer resources and simulation time [94]-[100].

Interesting results are derived in [101]-[103] where an effective algorithm is described. Being applied to the motherboards with thousands of via-holes, it gives accurate results in short time. The idea of this method consists of the known fact that the problem of diffraction of a plane TEM wave on a perfectly conducting cylinder is solved analytically, and the field is expressed by an infinite series. The convergence of the series depends on the cylinder wave radius, and it is fast for electrically thin cylinders. In many cases, only a few series members can represent the main part of the field. In the above-cited papers, the field, excited and scattered by multiple via-holes, is represented by summation of such a reduced series, and a system of linear algebraic equations regarding to the scattering coefficients is derived. This matrix, named after Foldy and Lax, can be sparse due to decreasing of interactions of via-holes with the distance between them. The coupling of via-holes to outer layers is modeled by a moment method. The method is validated by comparison with the results obtained using known commercial full-wave software tools and with the measurements.

Besides the computational aspects, the via-hole implementation issues are very important. For instance, the ground via-holes or even via-hole fences are widely used to prevent the cross-talks between the integrated components of microwave and high-speed boards [104]. Meanwhile, these effects highly depend on the location of ground via-holes assigned for suppressing of propagating parallel-plate modes. Close distance of the ground via-holes to the signal ones leads to the
strong magnetic coupling and distortions. Large distance between the ground suppressing via-holes is the cause of low-frequency resonances of parallel-plate modes excited by signals of these via-holes. The EM consideration of these problems and proper design of circuit boards can improve their parameters.

Although the performed here review touches only several typical ideas on the via-hole transition simulations, it shows that further attention should be paid on this 3-D problem of practical electromagnetics for effective modeling of micro- and millimeter-wave boards.
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8 Integrated Filters and Power Distribution Circuits

Abstract. In this Chapter, the monolithic integrated filters, power dividers, directional couplers and baluns for millimeter-wave frequencies are reviewed. It is shown that the increased real-estate of them can be partly resolved by the 3-D integration, meandering of conductors, and using periodically patterned ground planes as the photonic band gap structures for reducing the effective wavelength. The increased loss and poor selectivity of the monolithic distributed filters can be improved by using better dielectrics, copper conductors of increased thickness, multilayered ground planes, etc. References -82. Figures -3. Pages -17.

8.1 Monolithic Integrated Filters

One of the important problems in millimeter-wave silicon integration is the development of miniature frequency selective circuits [1]-[5]. Filters reject or absorb signals of certain frequencies; while others are passing them with minimal loss. Most of them consist of resonant sections, and the low-frequency analogs of them are the resonant loops. In microwave electronics, filters are for the frequency band selection, channel separation, and selective matching of devices or sub-circuits. There are several types of filters, and they are the band-pass, stop-band, low- and high-frequency ones. Many of them are the two-port devices, but circuits arranging signals into several outputs according their frequencies are in use, and they are called the multiplexors. For characterization of the filters, the S-matrix formalism is used and the additional engineering parameters:

- Specific frequencies for each type of filters (center frequency for pass-band and stop-band filters, relative frequency band, and cut-off frequencies)
- VSWR estimated at the each port
- Insertion loss $A = 20 \log \left( \frac{1}{|S_{21}|} \right)$, dB
- Maximal loss in the pass-band
- Minimal loss in the stop band
- Loss pulsation in the pass-band.

Design of microwave filters is calculation of geometry of the filter elements and their connections and couplings providing the characteristics which are close to
those given by a customer. Unfortunately, any well-developed EM theory of the filter design is not known, and the similarity with the low-frequency resonant loop filters is used. The idea is to find a prototype filter composed of capacitors and inductors which provide the frequency response close to the wanted. Then the geometries of distributed components are found which provide the same response at a narrow frequency band near the filter’s center frequency. As a rule, such technique needs following EM optimization or tuning of the designed filters. More detailed information on the design of distributed microwave filters is from [1]-[5], for instance.

There are many obstacles to reach the needed frequency characteristics in monolithically integrated filters. Among them are the increased loss of silicon substrates and thin-film conductors, insufficient accuracy of technology, and parasitic coupling of high-dense integration elements. Today the activity of researchers and engineers is concentrated on several ways of solving the above-mentioned problems. One study is on the design of resonators and filters of increased frequencies using integrated capacitors and inductors, and the main problem here is the low parasitic resonant frequencies of inductors and their low $Q$-factors [6]. Many techniques have been developed, including the 3-D shaping of inductors, the isolating components from the lossy substrate by the solid and patterned grounding planes, applications of ferrite layers to increase the inductivity, etc. The design of these filters can be performed by techniques known for decades [1]-[3], and many commercial circuit simulators have the packages or detailed instructions on the calculation of filters of this type. Unfortunately, the parasitics of capacitors, inductors, and interconnects can seriously distort the filter characteristics, and optimization of their layout is required using realistic models of these integrated components. In some cases, the EM optimization can be performed which allows to calculate the filters with improved accuracy.

At increased frequencies, the length of distributed resonators starts to be comparable with the one of the millimeter-wave chips and the developments of resonators and distributed filters of increased selectivity are the main direction of the research in this field. Here the known topologies of the distributed printed filters can be used [1],[4]-[5]. Their design consists in the calculation of idealized lumped component prototype filters providing the needed frequency response, and finding the filter distributed topology which have similar characteristics with the earlier calculated prototype.

Many papers are for the design of distributed filters using standard CMOS technologies dealing with the low-resistivity silicon substrates ($\rho = 5-15 \ \Omega\text{-cm}$). In this case, the lossy substrate is shielded by a solid or patterned conducting layer serving as the ground layer for thin-film microstrips. Very often, the thin layer M1 is used which height is 0.5 $\mu$m only, and it causes increased resistivity and some effects associated with this non-ideal grounding.

For instance, a meander line pass-band filter is realized in [7] using standard 180-nm CMOS technology. A meandered strip (M6 level, thickness 2 $\mu$m) is coupled to another meandered resonator (M5 level) through a silicon dioxide layer of the thickness 6.7 $\mu$m, and the structure is shielded from the lossy silicon by a ground layer (M1, thickness 0.5 $\mu$m). The designed circuit shows filtering
properties at 41.5 GHz with the insertion loss 2.5 dB. Suppression loss reaches 36 dB at 100 GHz. The estimated quality factor of this resonator is about $Q=19.5$, and it depends highly which metallization layer is used for the resonator conductors.

In [8], the same technology is used to manufacture the 60- and 65-GHz 2-resonator filters. Each resonator has a shape of a rectangular sine function. They are coupled to each other being placed close in the area of their $\frac{1}{4}$ length arms. The input/output arms are on the M5 level, and they are tightly coupled to the resonators which are exactly below their arms. Additionally to meandering of resonators, the stacking allows for decreasing the overall length of these two-resonator filters, which is only 790 $\mu$m. The designed filters show 51.8% and 51.3% bandwidth, correspondingly, with the minimum insertion loss 3.9 and 2.7 dB at the center frequencies.

Further improvements of selectivity of filters manufactured by standard CMOS technology are available, using, for instance, the dual-mode resonators known from the waveguide and printed strip technologies. Some circuits are designed and studied in [9],[10] where a dual-mode square-shape microstrip resonator is folded further into a $\Pi$-like shape to decrease its space. These resonators are analyzed using the equivalent circuit theory and a full-wave software tool, and the results of simulations are compared to the measurement data. The 3-dB bandwidth of one of them is of 18 GHz at 70 GHz [10]. The insertion loss is 3.6 dB. The rejection level is greater than 35 dB within 2-53 GHz and 95-110 GHz. The proposed filter can be used in the 70-GHz RF transceivers.

Several other dual-mode bandpass filters are considered in [11]. They are realized using a low-loss $\left(\tan \delta = 2 \cdot 10^{-3}\right)$ 25-$\mu$m BCB substrate placed on a thick gold layer for shielding the filters from the lossy silicon. Depending on the geometry of microstrip line, the filters show the bandwidth of 2.4-11.27% at the center frequency 60 GHz. The maximum size of the filters is circa 1494×1280 $\mu$m$^2$, and it is reduced due to the dual mode filtering. In [11] a CPW filter for the same frequency is designed, studied, and compared as well.

The selectivity of bandpass filters can be improved further staying with the standard 180-nm CMOS technology. For instance, some filters on coupled parallel microstrip resonators are considered in [12] where again the signal conductors are placed on the M6 level. The lossy silicon is shielded by a grounding layer placed on the M1 level. The designed filters are modeled using the Agilent Momentum and Sonnet (Sonnet Software Inc.), which show similar results close to the measurements. The designed 60-GHz filter has insertion loss of 9.3 dB with a 3-dB bandwidth of 6.2 GHz. The designed 77-GHz filter has a 3-dB bandwidth of 7.7 GHz with the insertion loss of 9.3 dB. The thin conductors and thin ground layer according to the opinion of the authors of the cited paper cause this increased loss.

The loss can be reduced using copper as a conductor material. For instance, in [13], an interdigital 5-resonator filter is described where the ground layer is made of patterned copper. The strip conductors made of aluminum are placed on the highest metallization level and their length at 55 GHz is less than 600 $\mu$m. Unfortunately, the technology-caused patterned ground allows for penetration of the field into the lossy silicon substrate, and the resonator projection areas in silicon
are made of increased impedance, which prevents loss and parasitic coupling of resonators due to the eddy currents. A design methodology of these filters is considered, and the results of the full-wave simulations and measurements are given. A 5-order symmetric interdigital bandpass filter manufactured using the IBM 130-nm CMOS technology shows the mid-band frequency of 55.3 GHz with a fractional bandwidth of 3.25%. The insertion loss is close to 4.5 dB, while the return loss is 13 dB.

Several filters for 60-GHz applications are designed in [14] by the same authors where the 130-nm CMOS technology is used. Similarly to the above-cited paper, the ground layer is of copper, and the used standard technology does not allow for solid copper layer. Instead, these authors use a patterned one. The filters are designed as the coupled open-loop resonators, and these two-loop filters show an insertion loss 1 dB with the bandwidth 9 GHz. Good correspondence of simulation results is found with the measurements in 1-110-GHz band.

A 60-GHz filter manufactured using a 90-nm Al/Cu CMOS technology is considered in [15] where miniaturization of the filter is performed by meandering of a dual-mode rectangular ring microstrip resonator and using additional capacitors connected to the corners of this resonator. The loss decreasing is achieved by using the thickest M9 aluminum layer and patterned copper ground. The filter bandwidth on the level of 3 dB is close to 15 GHz at 60-GHz center frequency.

Additionally to the thin-film microstrips, the CPWs are used in millimeter-wave filters, and they require high-resistivity ($\rho > 1 \, \text{k}\Omega \text{-cm}$) or selectively ion-implanted substrates with $\rho \sim 10^6 \, \Omega \text{-cm}$. In this case, the results on dielectric-substrate or GaAs CPWs filters can be used taking into account the specifics of the CMOS technology [16]. For instance, the size of resonators can be decreased using the high-quality-factor inductors on elevated conductors showing the increased resonance frequencies and reduced loss [17].

For instance, some results on the CPW filter designs are given in [18] where a 130-nm SOI CMOS technology is used to manufacture the CPW filters. One of the filters consists of a CPW with the connected symmetrically shorted CPW stubs. It shows a band-pass response in 60-80 GHz with the transmission coefficient about -2.01 dB, which is close to the one (-1.8 dB) provided by the same-geometry GaAs filter. In this same work, a technique on the design of a narrow-band filter is considered, too. Two factors are important in this case, namely, the conductor loss and technology accuracy. It is proposed to stack all six layers of integration to form a multilayer CPW. One layer is assigned for the realization of bridges, which prevents the excitation of the unwanted higher-order quasi-TEM mode in CPW. The studied filter consists of three coupled CPW resonators. Two of them are connected at their centers to the input/output CPWs. The designed structure provides a 5% bandwidth at the frequency which is close to 60 GHz. Due to technology inaccuracy, the shift of the frequency band is close to 5% which leads to some return loss degradation. In spite of it, the insertion loss is about 6.6 dB, which is the encouraging result for further research and design of silicon-based narrow-bandwidth filters.
In 2001, a new technology was developed allowing selective increase of the silicon resistivity up to \( \rho \sim 10^6 \ \Omega\cdot\text{cm} \) by proton bombarding of a substrate through windows in a mask [19],[20]. It allows for the essential decrease of the loss of transmission lines and resonators. For instance, the 50-\( \Omega \)-CPW’s loss at 100 GHz is about 6 dB/cm, according to the performed measurements. The transmission line is realized using the 4-\( \mu \text{m} \) thick Al conductors placed over the 1.5-\( \mu \text{m} \) silicon dioxide layer covering the silicon substrate.

Several CPW bandpass and stop-band filters are manufactured, modeled, and measured using the mentioned technology. For example, a 40-GHz filter shows a 3.4 dB loss with the bandwidth of 9 GHz, and it is an essential improvement regarding to the filter on conventional Si/SiO\(_2\) substrate [19].

A bandpass filter for 91 GHz is designed and studied in [20] using the same technology and substrate as in [19]. The overall length of the CPW based filter is close to 420 \( \mu \text{m} \). It shows only 1.6 dB transmission loss at 91 GHz. In the same paper, a bandstop filter is studied, too. Additionally to the measurements, the IE3D (Mentor Graphics Corp.) simulations are performed, and the equivalent circuits for these filters are considered. The overall results show that the ion bombarding allows for improving of the filter parameters, as it was validated by measurements and simulations in frequencies of 22-91 GHz.

Many results are published on micromachined millimeter-wave filters. As was mentioned, the technology, born in 1991 [21], allows for the cavities in silicon covered by a conducting layer to shield the signal conductors from the lossy substrate. These cavities can be the air- or a low-loss dielectric filled, and the CPWs and microstrip lines are realized, including the dielectric thin-membrane supported ones.

One of the first filters on a membrane supported CPW are described in [22] where the CPW conductors are supported by a 1.5-\( \mu \text{m} \) thick dielectric layer. The used waveguide shows only 0.03-dB/cm loss at 35 GHz, and a designed bandpass filter consisting of three open-end series stubs demonstrates the insertion loss around 1 dB/cm in 22-32 GHz, which is comparable with the best waveguide bandpass filters on suspended striplines. Practically at the same time, this technology is used for the design of a 250-GHz bandpass filter consisting of four sections of the open-end series stubs [23]. These filters are simulated by a full-wave software tool, and they are measured in 130-360 GHz. The filter bandwidth is 58% with the insertion loss 1.5 dB. Up to now, many designs of filters based on the mentioned technology are known, and one of them, for instance, is a low-pass filter with the corner frequency 120 GHz published in [24]. A narrow-bandwidth 5.3% filter on low-loss membrane CPW (0.05-1 dB/cm) is described in [25], where several shunt-stubs filters are modeled and measured. The registered loss of a 94-GHz filter is about 6.46 dB with the return loss better than 20 dB. Further reading on these components based on different membranes and at frequencies 53, 95, and 150 GHz are from [26]-[27].

The ideas of bulk and surface micromachining are very fruitful in millimeter-wave technology, and many variants of micromachining technology have been proposed which provide low cost of components and their increased resistance
towards mechanical vibrations and shocks. One of them is the surface micromachining of BCB layers placed over a thick gold layer covering a lossy silicon substrate, [30]. The cross-sections of these lines are trapezoidal due to the used anisotropic etching. As was mentioned, the regular microstrip and CPW lines of this type demonstrate a reduced loss which is close to 3-6 dB/cm in 94-220 GHz. Some millimeter-wave filters on these lines are described in [28],[31] where it is demonstrated that the 5% 3-dB bandwidth filters show the loss 4.64 dB and 6.968 dB at 50 and 94 GHz, correspondingly. These filters consist of four symmetrical microstrip open stubs connected to each other by microstrip lines. The line geometry is found using the equivalent network theory and simulations performed using the Agilent ADS and its Momentum simulation package. For instance, the thickness of BCB layers 20 µm is defined to be optimal for the microstrips to decrease the insertion loss.

8.2 Power Dividers, Directional Couplers, and Baluns

As known, many components of waveguide devices and hybrid integrated circuits are based on the interference and diffraction effects, and they employ the elements which size is comparable with the wavelength [1],[4],[32]. At low microwave frequencies, the wavelength is in the centimeter or millimeter range, and the size of such microwave components is large. Practically, semiconductor active circuits can perform all functions of these distributed components, but they increase the noise and require additional power. The lumped equivalent circuits composed of integrated elements can substitute the distributed components. We review only some works on this design, touching only the low frequency components, and we suppose that this idea is still applicable at increased frequencies.

8.2.1 Power Dividers and Directional Couplers on Discrete Integrated Components

At low frequencies of the considered range 30-100 GHz, the distributed power dividers (Fig 8.1a), directional couplers (Fig. 8.2a), and hybrids can be realized using discrete integrated circuits [33],[34]. Each $\lambda/4$ -length of a transmission line is substituted by its equivalent $\pi$-circuit. Then a device equivalent circuit is modified to decrease the number of reactive components and its connections to the ground.

Fig. 8.1a shows an equivalent circuit of Wilkinson power divider. Here $C = 1/\sqrt{2} \omega b Z_c$, $L = \sqrt{2} Z_c/\omega b$, and $\omega b$ is the center cyclic frequency [33]. Its idealized S-matrix (8.1) defined at this center frequency shows that this 3-port circuit is matched, and the incoming power from the input 1 is divided between the ports 2 and 3 at an equal portion. The equal phase signals coming from these ports are summed at the output 1. The signals, which are out of phase, loose a part of their power in the balancing load $R$: 
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\[ S = \begin{pmatrix} 0 & -j/\sqrt{2} & -j/\sqrt{2} \\ -j/\sqrt{2} & 0 & 0 \\ -j/\sqrt{2} & 0 & 0 \end{pmatrix} \]  \hspace{1cm} (8.1)

Fig. 8.1 Wilkinson power divider (a) and its narrow-band equivalent circuit (b)

Directional couplers are the devices to route a microwave signal to the prescribed ports while others stay isolated. One of them, called the branch-line directional coupler, is composed of \( \lambda/4 \)-length lines, and it is shown in Fig. 8.2a with its equivalent circuit (Fig. 8.2b).

Fig. 8.2 Branch-line directional coupler (a) and its narrow-band equivalent circuit (b)
In this figure, \( C = 1/\omega_0 Z_c, \ L = Z_c/\omega_0 \) and \( C_c = (1/\omega_0 Z_c) \left[ 10^{-C_r/20} \right] \). Here \( C_r \) is the coupling factor of the coupler, expressed in dB. The equivalent circuit can be modified to decrease the number of space-consuming inductors, and a network consisting of two inductors and four capacitors is available. Its idealized S-matrix written at the center frequency is

\[
S = \frac{-1}{\sqrt{2}} \begin{pmatrix}
0 & j & 1 & 0 \\
j & 0 & 0 & 1 \\
0 & 1 & j & 0
\end{pmatrix}
\] (8.2)

It shows that the directional coupler is matched from all their four ports. The signals, coming from an input port to other two outputs, are divided in an equal portion, and they have a 90° phase difference.

Additionally to the S-matrix, the following engineering parameters are used for characterization of the directional couplers:

- Coupling loss \( A = 10 \log \left( P_1/P_r \right) \), dB
- Direct loss \( L = 10 \log \left( P_2/P_r \right) \), dB
- Directivity \( C = 10 \log \left( P_3/P_r \right) \), dB
- Isolation \( B = 10 \log \left( P_4/P_r \right) \), dB
- Each port’s VSWR
- Center frequency
- Relative frequency band.

The directional couplers are the analogue devices, and they can provide arbitrary parameters. For convenience, they are classed according to the coupling coefficient \( A \), and the following couplers can be designed with \( A = 3, 6, 10, 20, 30 \) dB. For instance, in the case of 3 dB, the input power is divided between the outputs 2 and 4 in the equal ratio. More knowledge on the directional coupler's design can be found from many books on microwave techniques [1],[4].

The considered-above equivalent circuits of the power divider and the branch-line directional coupler (Figs 8.1b and 8.2b) have decreased bandwidth regarding to known distributed prototypes due to rough approximation of transmission lines by their equivalent circuits. Besides, the integrated discrete components have their own parasitics limiting the bandwidth of the designed devices.

### 8.2.2 Distributed Power Dividers and Directional Couplers

The increased millimeter-wave frequencies allow for realizing the distributed power dividers and directional couplers, although their overall size might be comparable with one of the chip. The size reduction is available using the aggressive planar and 3-D meandering of their branches.
In [35],[36], a couple monolithic designs of Wilkinson power dividers are considered. They are using the coplanar waveguides placed on a surface of a polyimide layer covering a low-resistivity ($20 \ \Omega\text{-cm}$) silicon. The first of them [35] shows 6.8 dB insertion loss and 14 dB return loss at 20 GHz. The output isolation is about 16 dB at the same frequency. The measurement results are available up to 30 GHz. This design is modified in [36] using a finite ground CPW showing better isolation of the signal conductor from the lossy silicon. Due to that and optimization of the overall geometry, the insertion loss of the designed Wilkinson power divider is only 0.57 dB at the center frequency 12.5 GHz. The isolation of the outputs is better than 15 dB. This relatively low center frequencies cause the length of both dividers greater than 3 mm.

One of the examples of millimeter-wave distributed power dividers manufactured using a commercial SiGe BiCMOS process is considered in [37]. A 1:8 differential power divider is designed for the 45-GHz center frequency using the shielded broadside-coupled striplines.

A single-ended input signal is transformed into a differential one using a differential amplifier. Then it is divided using a passive 1:2 Wilkinson power divider. Each signal from its two outputs is divided again into four streams by a couple of 1:8 dividers equipped by differential amplifiers. It is shown by measurements that the circuits have a 3-dB bandwidth from 37 to 45 GHz. Due to the differential design, it allows for canceling the common mode noise, which is strong at increased frequencies. The considered power divider occupies the space circa $21.12 \times 1.5 \text{ mm}^2$, and it can be used in couplers, baluns, and matching networks of the millimeter-wave silicon integration.

Another monolithic realization of the integrated distributed Wilkinson power divider is published in [38] where the standard 180-nm SiGe technology is used to manufacture these circuits as parts of a four-element phased-array front-end receiver for the 30-50 GHz frequency band. The center frequency of the designed and tested divider for this $Q$-band phased array front-end is close to 45 GHz. The direct loss is 0.5-0.6 dB, and the isolation of the ports is about 15-20 dB in the frequency band 30-50 GHz. This power divider is manufactured using microstrips in their thin-film realizations, i.e. the signal conductor is placed on the highest and thickest (2.81 $\mu$m) metallization level, and it is isolated from the lossy silicon ($\rho = 8-10 \ \Omega\text{-cm}$) by a ground metal layer of the thickness 0.62 $\mu$m. The height of the silicon dioxide substrate for this microstrip is 5.59 $\mu$m.

An integrated power combiner is described in [39] where four CMOS amplifiers feed one load. This circuit consists of four quarter-wavelength coupled transmission lines, and they form the voltage on a common load. It is noticed that this power combiner is less lossy than the Wilkinson circuits which have matching resistors inside. The circuit is designed for 60 GHz frequency, and it has only 1.09-dB insertion loss in frequencies 55-65 dB with variation of this loss within 0.16 dB, only. These combining circuits allow for employing the low-power CMOS amplifiers for forming the signals with the needed increased energy parameters.

The increased size of integrated power dividers stimulates researchers to find some ways to reduce the real-estate of them. For instance, in [40], a power divider
is described where the meandering, patterning of ground layer, and periodical underneath conductor bridges reduce the overall size of a 20-GHz Wilkinson power divider. The signal conductor of this circuit manufactured by a standard 180-nm CMOS technology is placed on the thickest M6 layer. The ground M1 layer is patterned. The bridges are made using the M2-M5 layers providing periodical loads of strip line by capacitors. It improves the slow wave factor of 8.2% compared with the same power divider with the meandered line.

A microrectangular waveguide realization of a matched T-junction power divider is published in [41] for 75-110-GHz frequency band. To manufacture the microwaveguides, the cavities are dry-etched in two blocks of silicon. The surfaces of these two etched blocks are covered by a Ti/Cu/Au layer, and they are fixed to each other forming the waveguides and power dividers. Measurements and simulations show the reflection coefficient from the input -18… - 20 dB in 95-100-GHz frequency band.

Many non-silicon realizations of integrated power dividers are known. One of them is realized on a low-loss laminated liquid crystal polymer substrate of the thickness 50 μm [42]. The geometry of Wilkinson power divider is modified to avoid the sharp bends, and additional short lines are added to the thin-film resistors to compensate the parasitic reactivities of the components. Good correspondence was found between the HFSS simulations and measurements. The power divider occupies the space circa $556 \times 253 \, \mu m^2$. It shows the insertion loss between 3.5-4 dB in 85-95 GHz, and its isolation is about 20 dB in 85-95 GHz.

The micro-coaxial Gysel power dividers manufactured by the Polystrata technology are described in [43] for 30 GHz. In these micro-coaxials, the central conductors are supported by thin dielectric membranes, and the measured loss of this divider is close to 0.22 dB with the reflection coefficient and isolation better than 20 dB in the Ka-band. Thermal analysis performed by the authors of the cited paper shows that the Gysel dividers allow for handling more power than the Wilkinson one.

The directional couplers are very important components of contemporary millimeter-wave circuits. Unfortunately, being distributed, the elements occupy a large space, and the miniaturization of them is a very important problem. An example of a modified branch-line directional coupler shown in Fig. 8.2 is considered in [44] where the quarter-wavelength microstrip lines composing this directional coupler are meandered to decrease the overall length. The conductors of this circuit are placed on the top of a silicon dioxide layer, and ground conductor of the thickness 1 μm isolates the design from a low-resistivity silicon. Unfortunately, the non-zero surface resistance of the ground layer causes additional distortion, and the geometry of grounding layers was optimized to provide the potential which is close to the homogeneous one along the meandered lines. Several designs are simulated using the Ansoft HFSS and the Cadence, and these EM simulations give the best topology showing $|S_{21}|_{dB} = -4$ and -15-dB reflection coefficient at 30 GHz.

A broadband surface-micromachined 15-45-GHz microstrip coupler is designed and studied in [45]. The gold 1.5-μm conductors of coupled microstrips are supported in the air by the metal covered the SU-8 posts of the height 200 μm.
It allows for avoiding the substrate-caused loss and minimization of radiation. The coupler is simulated and optimized using the Ansoft HFSS. The circuit shows acceptable characteristics in the frequency range 15-45 GHz, and it demonstrates 10-dB return loss and 12.5-dB coupling. The transmission loss is within 0.015-1.85 dB in these frequencies. Although the design is built over a soda-lime glass, the used technology is completely compatible with the CMOS one, and the air-lifted directional couplers are promising for the silicon integrations.

Another broadside coupled directional coupler is described in [46]. The design is based on the vertically placed CPWs embedded into a silicon dioxide layer. The ground strips are shorted to each other; meanwhile the signal conductors are placed on different adjacent metal layers to realize the strong coupling in a wide frequency band. All design is over a 10-Ω-cm silicon covered by a layer of dioxide. The directional coupler was manufactured using the National Semiconductor’s 180-nm standard digital CMOS technology, measured, and simulated up to 40 GHz. Measurements show 7-10-dB coupling and greater than 10 dB directivity within 10-40 GHz.

A 3-D integration approach is used in [47] where the aggressive planar and 3-D meandering reduces the real-estate of the Lange couplers and rat-race hybrid rings down to acceptable space for the frequencies 20-40 GHz. The first of these studied components is a Lange coupler realized using the broadside coupled strips placed on two layers of metallization and meandered to reduce the required real-estate of the silicon substrate down to 217x185 μm². The strip conductors are shielded from the lossy silicon by a ground layer. The design is simulated and optimized using the IE3D EM software tool (Mentor Graphics Corp.). The circuit demonstrates coupling of 3.3-3.7 dB and 12-dB isolation of the ports in frequencies 25-35 GHz.

Another component, described in the same paper, is a multilayered ring hybrid rat-race coupler. Its conventional design is distinguished by its increased real-estate due to the overall length 3/2λ of its ring-like geometry. To decrease the size, its meandered conductors are placed on different layers. This hybrid shows the center frequency about 30 GHz and the isolation of the ports around 17 dB in frequencies 25-35 GHz. It has been shown that further space reducing is possible implementing the multilayered slow-wave substrates.

At the difference to the above-mentioned papers, the authors of [48] use a proposed by them Si-BCB microstrip line [29]. This line is realized on a thick 20-μm BCB \((\tan \delta = 1.2 \cdot 10^{-2})\) plate placed over a thick (10 μm) gold ground layer isolating the line from the lossy silicon. The designed branch-line couplers have the center frequency close to 180 GHz, and they show loss which is less than 4 dB, and isolation of the corresponding ports is greater than 45 dB at the center frequency.

Another design uses the broad-side coupled strips placed inside a thick BCB layer covering the etched silicon [49],[50]. The first of the coupled lines is a CPW, and the second one is a broadside coupled strip. This design allows for adjusting the modal phase velocities of the odd and even modes with the aim at increasing the isolation of the ports. A 20-GHz design is simulated and measured in frequencies 1-40 GHz, and it demonstrates the 28-dB isolation. The length of 470 μm is
reduced twice by the capacitive coupling at the ends of the directional coupler. Unfortunately, it leads to reducing of the isolation better than 14 dB at the center frequency.

Interesting results on miniaturization of hybrid couplers are published in [51] where the use of different transmission lines placed on different layers of integration reduces the size of 81%, as compared to a conventional design. The coupler is built using the meandered CPW and microstrips. The shortening of the branches is realized using capacitive stubs, which are the open-end rectangular coaxial lines. They are buried inside the silicon dioxide layers. The vertical walls of these waveguides are made of the via-hole fences. In the paper, the properties of all lines are analyzed, and their advantages are used properly in the circuit design for 60-GHz applications. This coupler is simulated using the Agilent Momentum, and the apparatus of the equivalent circuits is used for preliminary analysis. At 60 GHz, the return loss and isolation are better than 18 dB. The insertion loss is about of 5.1 dB. It is stated that combinations of different lines and 3-D integration allow for overcoming the most serious problems associated with the silicon technology.

8.3 Integrated Baluns

Baluns are the circuits for conversation of a single-end signal to a pair one of the same magnitude but opposite in sign. Baluns are used for bipolar antennas, differential amplifiers, mixers, filters, etc. There are several circuits performing this function, and some of them have been already considered in Sections 8.2.2 and 8.2.3, namely, the microstrip-CPS and CPW-CPS transitions [52]-[66]. They are realized using the tapered transformations of modes, or they cannot contain any resonant elements being the electrically small [67].

Many other designs are based on the quarter-wavelength ($\lambda/4$) Marchand balun [68] which is shown in Fig. 8.3.

![Fig. 8.3 Marchand balun](image)
It consists of two quarter-wavelength sections of coupled lines, and its work is based on the interference of modes excited in coupled transmission lines. In general, this balloon is matched only at the port 1, and, if the coupling coefficient of quarter-wavelength lines is -4.8 dB, its $S$-matrix [69] is

$$
S = \begin{pmatrix}
0 & \frac{j}{\sqrt{2}} & -\frac{j}{\sqrt{2}} \\
\frac{j}{\sqrt{2}} & 1 & 1 \\
-\frac{j}{\sqrt{2}} & 1 & 1
\end{pmatrix}.
$$

(8.3)

It is seen that $S_{22} = S_{33} \neq 0$, and this Marchand balun should be additionally matched to the outputs 2 and 3 [69],[70]. The main research directions are with the size reduction of baluns and their bandwidth increase. Essential concerns are with the accuracy of balancing in a wide frequency band.

Consider only the main techniques found to be used in monolithic millimeter-wave integrations. Taking into account the size of the Marchand balun, its distributed variant can be used only at increased millimeter-wave frequencies, and its size is comparable with the one of the integrated chip. Very often, the meandering and 3-D topology reduces the overall real-estate of baluns [69]-[74]. The bandwidth increase is achieved by broadside coupling of strips placed on different layers of 3-D integrations [69]-[75], or by using the planar multi-conductor coupled lines [76].

The baluns can be realized using lumped analogs of coupled lines [77], and the integrated transformers can substitute them. They can have their parasitic resonant frequencies shifted towards 100 GHz [78]-[81], and these transformers can be used in millimeter-wave circuits now. Some papers are on the combinations of distributed elements and lumped capacitors for miniaturization of the impedance transforming baluns [82], and this idea can be implemented in monolithic integrations of increased frequencies.
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9 Circuit Approach for Simulation of EM-quantum Components

Abstract. This Chapter is on the circuit approach to describe the quantum-mechanical phenomena. Being proposed by G. Kron many years ago, this technique is now a very powerful tool for modeling and design of hybrid electronics integrating the classical and quantum-mechanical components. The linear and non-linear Schrödinger equations are transformed into the first-order partial differential equations with respect to currents and voltages, and the obtained equivalent circuits are modeled using a commercially available simulator. The approach is pertinent for seamless simulation of the future-generation integration, although the main attention in this Chapter is paid to the modeling of trapped Bose-Einstein condensates. References -108. Figures -34. Pages -54.

Quantum-mechanical effects have been used for creation of many electronic components. The focus of today’s physics is the control of single atoms, molecules, and charge carriers or their clusters by the EM field [1],[2]. This individual control supposes the use of EM signals which level is comparable with the one induced or radiated by a single particle. The problem is described by the Maxwell and Schrödinger equations, which are solved jointly, and it is a complicated problem due to the nonlinearity of large systems of these partial differential equations [3]-[8].

The quantum effects relate to the wave phenomena, and the equivalent electric circuits [9]-[20] can model the governing EM/Schrödinger equations. Then these circuits can be the subject of modeling by the Electronic Design Automation (EDA) tools. Unfortunately, for a long period, the equivalent quantum circuits could not be simulated directly by known EDA systems operating the real time-dependent currents and voltages. The probability density wave function is a complex one, and only recently, some software packages have been modified to calculate the complex signals [21],[22]. Splitting the Schrödinger equation into the real and imaginary parts [23] leads to doubling the unknown variables, which causes an essential increase of simulation time and required computational resources, especially, in the case of multi-dimensional and nonlinear equations.
The goal of this Chapter is to develop such a technique for computations of EM/quantum equations by EDA tools operating complex signals and imaginary circuit components, which are typical for modeling of quantum-mechanical phenomena by the circuit approach. An additional goal of this contribution is to estimate creation of an approach for joint co-design of electronic and quantum devices and circuits by commercially available circuit simulators.

### 9.1 Circuit Models of Linear Schrödinger Equation

Starting with the works of G. Kron, there are many papers on quantum equations in their circuit form. Consider how to obtain them in the case of commonly known linear Schrödinger equation describing the motion of a particle of the mass $m$ in the external time-independent potential $V(r)$:

$$
-\left(\frac{\hbar^2}{2m}\right) \nabla^2 \Psi(r,t) + V(r)\Psi(r,t) = j\frac{\hbar}{m} \frac{\partial \Psi(r,t)}{\partial t}
$$

(9.1)

where $\Psi(r,t)$ is the probability density wave function. Supposing that the quantum voltage $u(r,t)$ and current $i(r,t)$ are connected with the wave function $\Psi(r,t)$ and with each other as

$$
u(r,t) = \Psi(r,t),
$$

$$i(r,t) = j\frac{\hbar}{m} \nabla \cdot u(r,t).
$$

(9.2)

The circuit equations written regarding to the introduced voltage and current (9.2) are obtained substituting the above expressions into (9.1):

$$
\nabla \cdot u(r,t) = -j\frac{m}{\hbar} i(r,t),
$$

$$
\nabla \cdot i(r,t) = 2 \frac{\partial u(r,t)}{\partial t} + \frac{2j}{\hbar} V(r)u(r,t).
$$

(9.3)

The attractiveness of this form of Schrödinger equation is that an equivalent circuit can be introduced describing an infinitesimal volume of space, and the whole spatial domain is described by connections of these infinitesimal circuits. Calculations of this network can be performed using some circuit simulators, and these simulations are distinguished by their increased stability in contrast to the conventional FDTD methods [10]. Besides, the known techniques of circuit analysis can be used which is more convenient for electronic engineers, and it is important for creation of future CAD tools for simulation and design of hybrid quantum/electronic integrations.
9.2 Circuit Models of Nonlinear Schrödinger Equations

Nonlinear Schrödinger equations are very important to describe many micro- and macro-phenomena, and they are used as a theoretical tool for physics of condensed matter. An example is the Gross-Pitaevskii equation obtained using an averaging method applied to many-body interactions of ultra-cold bosonic atoms:

$$ j \hbar \frac{\partial \Phi(r,t)}{\partial t} = \left\{ -\frac{\hbar^2}{2m} \nabla^2 + V(r) + g |\Phi(r,t)|^2 \right\} \Phi(r,t) $$

(9.4)

where $\Phi(r,t)$ is the unknown function describing the condensate density, $m$ is the effective mass of boson, $V(r)$ is the trapping potential, and $g$ is a constant.

To obtain the circuit equation for Gross-Pitaevskii one, the equivalent voltage $u(r,t)$ and current $i(r,t)$ are introduced similarly to (9.2):

$$ u(r,t) = \Phi(r,t), $$

$$ i(r,t) = j \frac{\hbar}{m} \nabla \cdot u(r,t). $$

(9.5)

Then the circuit equations regarding to the equivalent voltage and current are

$$ \nabla \cdot u(r,t) = -j \frac{m}{\hbar} i(r,t), $$

$$ \nabla \cdot i(r,t) = 2 \frac{\partial u(r,t)}{\partial t} + \frac{2j}{\hbar} \left( V(r) + g |u(r,t)|^2 \right) u(r,t). $$

(9.6)

Similarly to the linear cases, these equations can be solved using equivalent circuits and some circuit simulators.

Another interesting nonlinear equation is employed in statistical mechanics. Some effects are described by generalized Fokker-Plank equation [24],[25]:

$$ j \hbar \frac{\partial \Psi}{\partial t} = -\frac{1}{2-q} \frac{\hbar^2}{2m} \nabla^2 \left[ \Psi^{2-q} \right] $$

(9.7)

where $\Psi$ is the normalized unknown function, and $q$ is the nonlinearity order. It can be transformed into the circuit equations although they are supposed to be more complicated.

Thus the circuit approach proposed by G. Kron can describe many physical effects from the classical EM ones to the complicated nonlinear phenomena arisen in many branches of physics.

9.3 Circuit Models of EM-quantum Equations

Interaction of particles with the EM field is described by the Maxwell and corresponding quantum equations. In Section 1.6 the compact Hertz-quantum equations are obtained, and they can be represented by equivalent circuit equations and models. A couple of them are considered below.
9.3.1 Circuit Model for Schrödinger-Hertz Equation

Following to known procedure, let us to introduce the quantum voltage $u_{\psi} = \Psi$ and current $j_{m\psi} = \frac{j \hbar}{m} \nabla \cdot u_{\psi}$, Then the Schrödinger-Hertz equation (1.65) is transformed into a system of partial differential equations of the first order:

$$
\nabla \cdot j_{m\psi} + \frac{2 j q \partial Z}{\partial t} j_{m\psi} = 2 \left[ \frac{\partial}{\partial t} + j \frac{q}{2mc^2} \left( q \frac{\partial Z}{\partial t} - jh \left( \nabla \cdot \frac{\partial Z}{\partial t} \right) - q \left( \nabla \cdot Z \right) \right) \right] u_{\psi},
$$

$$
\nabla \cdot u_{\psi} = -j \frac{m}{\hbar} j_{m\psi}.
$$

These equations allow to put into correspondence an equivalent circuit for an infinitesimally small domain $\Delta x \Delta y \Delta z$ at $r = r_k$ (Fig. 9.1) where

$$
X^{(k)} = \frac{m}{2\hbar} \Delta x_k, X^{(k)} = \frac{m}{2\hbar} \Delta y_k, X^{(k)} = \frac{m}{2\hbar} \Delta z_k, C^{(k)} = 2(\Delta x_k + \Delta y_k + \Delta z_k),
$$

$$
Y^{(k)} = 2 \frac{q}{2mc^2} \left( q \frac{\partial Z}{\partial t} - jh \left( \nabla \cdot \frac{\partial Z}{\partial t} \right) - q \left( \nabla \cdot Z \right) \right)(\Delta x + \Delta y + \Delta z).
$$

Fig. 9.1 Infinitesimal equivalent circuit for the Schrödinger-Hertz equation. Reprinted from [14] with permission of the World Scientific Publ. Co.
A particular case of this equation is the Schrödinger one, and its circuit equation system is

\[ \nabla \cdot j_\psi = 2 \left( \frac{\partial}{\partial t} + \frac{j q}{\hbar} \Phi_0 \right) u_\psi, \]

\[ \nabla \cdot u_\psi = -j \frac{m}{\hbar} j_\psi. \]

Taking into account that \( n = 0, \) \( \chi^{(k)} = \frac{m}{2\hbar} \Delta x_k, \chi^{(k)} = \frac{m}{2\hbar} \Delta y_k, \chi^{(k)} = \frac{m}{2\hbar} \Delta z_k, \)

\( C^{(k)} = 2 \left( \Delta x_k + \Delta y_k + \Delta z_k \right), \) and \( \Phi^{(k)} = \frac{2q\Phi_0}{\hbar} \left( \Delta x + \Delta y + \Delta z \right) \) with \( \Phi_0 \) as the external potential. The equivalent electric circuit of a larger domain consists of a number of the infinitesimal ones, which is enough to provide the necessary convergence of results. Numerical simulations of some of these circuits and quantum phenomena, including the nonlinear ones, are considered and verified in [14],[15], for instance. Similarly, the equations and infinitesimal equivalent circuits can be derived for the Pauli-Hertz (1.72), Dirac-Hertz (1.75) and Klein-Gordon-Hertz (1.77) equations.

The above-considered approach dealing with the equivalent circuits defined for the EM field and the wave functions opens a way for co-joint simulation or even co-design of the EM-quantum components.

### 9.4 Verification of Circuit Model of Tunneling Problem

As was stated above, some contemporary simulators allow calculating the complex currents and voltages in the linear and nonlinear circuits composed of conventional and imaginary components.

Our simulations of the linear and nonlinear quantum-mechanical equations are performed using the Agilent Advanced Design System (ADS) [21],[22], and the results are verified by comparison with the analytical data derived for some geometries and potentials [14],[15]. For the first case, the quantum tunneling of an electron through a rectangular barrier of the limited height \( U_0 = \text{const} \) and the width \( d_z \) (Fig. 9.2) is modeled by the above-mentioned simulator and analytically.
The governing Schrödinger equation for electron is

\[-j\hbar \frac{\partial}{\partial t} \Psi(z,t) = -\frac{\hbar^2}{2} \frac{1}{m_{\text{eff}}(z)} \frac{\partial}{\partial z} \Psi(z,t) + U_0(z)\Psi(z,t)\]  

(9.10)

where $m_{\text{eff}}$ is the effective mass of electron and $U_0$ is the potential, as usually.

The derived transmission line equation is

\[-\frac{\partial u_\psi}{\partial z} = \frac{j}{\hbar} \frac{m_{\text{eff}}(z)}{j} j_\psi, \]

\[-\frac{\partial j_\psi}{\partial z} = -\frac{2j}{\hbar} U_0(z)u_\psi + 2\frac{\partial u_\psi}{\partial t}\]  

(9.11)

where $u_\psi = \Psi$ is the equivalent voltage, and $j_\psi = j \frac{\hbar \partial u_\psi}{\partial z}$ is the equivalent current.

The problem shown in Fig. 9.2 and described by the equations (9.11) can be modeled by two different equivalent networks. Supposing that the effective mass of electron $m_{\text{eff}}(z) = \text{const}$ and the potential $U_0(z) = \text{const}$, then the first of the circuits is just a length of a transmission line (Fig. 9.3) with the propagation constant $\gamma^{(2)} = \sqrt{-2m_{\text{eff}}(\hbar \omega - U_0)}/\hbar$ and loaded by the characteristic impedances

$Z_c^{(1,3)} = j m_{\text{eff}} \gamma^{(1,3)}$ where $\omega = E_0/\hbar$, $E_0$ is the initial kinetic energy of electron,
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and \( \gamma^{(k,3)} = \sqrt{-2m_{\text{eff}} \hbar \omega} \). All parameters of this circuit are the frequency-dependent ones, and special means should be applied in the ADS environment to calculate its \( S \)-matrix or transients.


In general, the effective electron mass \( m_{\text{eff}} \) can depend on the coordinate \( z \), and the potential \( U_0(z,t) \) is a function of time and space. Usually, the circuit simulators have no any embedded models for such equivalent lines, and the equivalent infinitesimal T-networks should be used to simulate the quantum phenomena. From the equations (9.11) it follows an equivalent infinitesimal T-network given for the \( k \)-th length \( \Delta z_k \) (Fig. 9.4).

In this figure, \( C_k = 2\Delta z_k \), \( X_z^{(k)} = \frac{m_{\text{eff}}(z_k)}{2e} \Delta z_k \), and \( Y_k = -\frac{2U_0(z_k)}{e} \Delta z_k \). Now, the transmission line from Fig. 9.3 is modeled by a ladder circuit (Fig. 9.5) composed of \( N \) circuits from Fig. 9.4.

Here, only the impedances \( Z_c^{(1,3)} \) are frequency dependent. The circuit is composed of imaginary resistors shown by circles in Fig. 9.5. Additionally, the source or launching signal \( e_s(t, \omega) \) can be a complex frequency-time dependent function. Such circuits and problems are common in the signal processing area, and they are simulated by circuit envelope tools [21],[22]. They allow modeling not only conventional circuits, but also those composed of the imaginary, nonlinear, frequency- and time-dependent components. The results are on the signal envelopes and their spectral content. Anyway, taking into account the numerical nature of the calculations, they should be carefully tested, especially, in such unusual for the circuit simulators area as the calculations of quantum phenomena. For this purpose, the above-considered circuits (Figs 9.3 and 9.5) are assembled in the ADS Schematic Window, and the envelope simulations are performed to calculate the output voltage \( u_s(t, \omega) \) at the frequency corresponding to the energy \( E_0 \). The \( S \)-matrices of these linear circuits are calculated according to a formula from [26]:

\[
S_{kl} = \frac{2u_s\sqrt{Z_c^{(k)}}}{e_s\sqrt{Z_c^{(l)}}, k, l = 1,3. \quad (9.12)}
\]

For the problem shown in Fig. 9.2, the analytical formulas of the transmission \( T \) and reflection \( R \) coefficients are given in [27], and they are used for verification of our numerical simulations:

\[
T = \frac{2j\kappa}{\left(k^2 + \kappa^2\right)\sin(\kappa d_c) + 2j\kappa k \cos(\kappa d_c)}, \quad (9.13)
\]
where \( k = \sqrt{2m_{\text{eff}} E_0 / \hbar} \), \( \kappa = \sqrt{2m_{\text{eff}} (E - U) / \hbar} \), and \( m_{\text{eff}} = 0.067m_e \).

In the case of \( E_0 > U_0 \), the comparison of analytical results and numerical ones obtained according to the network models (Figs 9.3 and 9.5) are shown in Table 9.1.

<table>
<thead>
<tr>
<th>( d_z, \text{Å} )</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>P</td>
<td>^2 ), (9.13)</td>
<td>0.7490</td>
<td>0.4928</td>
<td>0.4104</td>
</tr>
<tr>
<td>(</td>
<td>S_{\text{si}}</td>
<td>^2 ), Fig. 9.3</td>
<td>0.7482</td>
<td>0.4928</td>
<td>0.4109</td>
</tr>
<tr>
<td>(</td>
<td>S_{\text{si}}</td>
<td>^2 ), Fig. 9.5</td>
<td>0.7586 (N=5)</td>
<td>0.4970 (N=10)</td>
<td>0.4104 (N=15)</td>
</tr>
</tbody>
</table>

Table 9.1 Comparison of analytical and numerical calculations of the transmission probability for the tunneling problem shown in Fig. 9.2 (\( E_0 = 1.1 \text{ eV} \) and \( U_0 = 0.956 \text{ eV} \)).

Here, the number of the elementary T-networks \( N \) is chosen according to the criterion of the results stabilization. It shows the satisfactory accuracy of the envelope calculations of tunneling problem in this case.

The real tunneling takes its place when \( E_0 < U_0 \), i.e. the electron energy is not high enough to overcome the barrier. In this case, the equivalent transmission line corresponding to the barrier’s region has the imaginary frequency-dependent propagation constant \( j^{(2)} \) and characteristic impedance \( Z_{c}^{(2)} \). Unfortunately, the standard ADS library has no such a component, and only the ladder circuit from Fig. 9.5 is able to provide the results shown in Table 9.2 together with the ones calculated analytically. Again, the numerical simulations are of good accuracy.

<table>
<thead>
<tr>
<th>( d_z, \text{Å} )</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>P</td>
<td>^2 ), (9.13)</td>
<td>0.6455</td>
<td>0.2593</td>
<td>0.0936</td>
</tr>
<tr>
<td>(</td>
<td>S_{\text{si}}</td>
<td>^2 ), Fig. 9.5</td>
<td>0.6448 (N=5)</td>
<td>0.2591 (N=10)</td>
<td>0.0936 (N=15)</td>
</tr>
</tbody>
</table>

Table 9.2 Comparison of analytical and numerical calculations of the transmission probability for the tunneling problem shown in Fig. 9.2 (\( E_0 = 0.8 \text{ eV} \) and \( U_0 = 0.956 \text{ eV} \)).

Additionally to the linear Schrödinger equation, a nonlinear one was simulated by this approach in [15], and good agreement of analytical and numerical data was found again.
The performed here initial research on the applicability of an available EDA tool shows good accuracy. The derived new EM-quantum equations and their circuit models are convenient for joint EM and quantum-mechanical simulations by the same already available EDA tool. It opens a way towards direct simulation and design of components and circuits integrating the classical electronics parts and nano-based quantum mechanical components.

9.5 Solution of 2-D Nonlinear Schrödinger Equations by Circuit Simulators

The Bose-Einstein condensate is one of the interesting states of matter arising at temperature of several tens of nano-Kelvin. The thermal motion effects are negligible in this case, and the quantum interactions define the properties of ultra-cold gaseous matter. The condensate is confined in a trap, and it is described by the many-body quantum theory.

An averaged equation for this trapped matter is obtained by Gross [28] and Pitaevskii [29]. Today the condensates are interesting in the study of quantum effects [30],[31], for the developments of ultra-high-sensitivity interferometers and sensors [32],[33], cold-atom analogs of transistors [34],[35], superconductive atomic circuit [36],[37], prospective registers for quantum computers [38], etc.

The condensate can be described by the space- and time-dependent global wave function $\Psi(r, t)$. The time evolution of the condensate wave function in the presence of an external trapping potential $V_{\text{ext}}$ is described by the mentioned Gross-Pitaevskii nonlinear equation:

$$j\hbar \frac{\partial \Psi}{\partial t} = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}} + NU_0 |\Psi|^2 \right] \Psi$$

(9.15)

where $j$ is the imaginary unit, $\hbar$ is the normalized Planck constant, $m$ is the mass of atom, $\nabla^2$ is the Laplace operator, $N$ is the number of condensate atoms, $U_0 = 4\pi\hbar^2 a / m$ is the self-interacting coupling, and $a$ is the scattering length of bosons. The last term in the right side of (9.15) describes the averaged interactions of trapped atoms.

The analytical and numerical simulations of the time-dependent Gross-Pitaevskii equation are great challenges due to its nonlinearity, multi-dimension, and time-dependence. Various kinds of techniques have been developed, and most of them are the numerical methods [39]. Among them is the Visscher’s scheme [23], which is an explicit method for solving the time-dependent Schrödinger equations. Another explicit finite-difference scheme, which is an extension of the Visscher’s, is proposed in [40]. Furthermore, a numerical method, which directly minimizes the energy functional via the finite element approximation, is used in [41].

---

1 Written by G. Ying and G.A. Kouzaev.
In addition, the method of equivalent circuits [42] can be applied to solve the Gross-Pitaevskii equation. The initial idea of this method belongs to G. Kron, who built the circuit networks for EM problems [43] and linear Schrödinger equation [9]. Today, many software tools for the EM initial boundary value problems are available in the market.

The applications of this circuit technique to the quantum-mechanical problems are less known, and only the literature studies are available. For instance, the electron wave propagation in quantum-well devices is analyzed in [12], and the same method is applied to the resonant tunneling effect in multilayered structure [10].

A new interest in the equivalent circuit representation is within the hybrid integration [16],[44] of classical electronics and quantum-mechanical circuits, which is preferable to simulate and design using the same software tool and numerical methods.

This idea and technique are proofed in [14],[15],[45] for the solution of the linear and non-linear one-dimensional Schrödinger equations by means of the circuit simulator ADS [21]. It is shown that the adaptation of circuit simulators to the quantum-mechanical calculations is not a simple task, and much effort should be made to the techniques of such simulations.

The purpose of this Section is the development of the verified circuit-based simulation techniques for the 2-D trapped Bose-Einstein condensates, which can be used by engineers for simulation and design of traps and circuits of ultra-cold matter.

### 9.5.1 Equivalent Circuit Model for Gross-Pitaevskii Equation

#### 9.5.1.1 Telegraph Equation for Two-dimensional Condensates Trapped in a Cylindrical Domain

For verification of the circuit-based technique, the normalized Gross-Pitaevskii equation from [40] is used. It is supposed that cold atoms are trapped in a cylindrical angularly symmetrical trap, and the external potential is

\[
V_{\text{ext}} = \frac{1}{2} m \Omega^2 \left( r^2 + \varepsilon z^2 \right)
\]

where the angular dependence is omitted, \( r \) and \( z \) are the radial and axial axes, correspondingly, \( \Omega \) is the spatial frequency of the harmonic potential \( V_{\text{ext}} \), and \( \varepsilon \) is the aspect ratio of this cylindrical trap. In this case, the Gross-Pitaevskii equation is solved in the cylindrical system of coordinates.

Initially, the authors of [40] applied a mathematical scaling technique to (9.15) by introducing the dimensionless variables \( \rho \), \( \zeta \), \( \alpha \), and \( \tau \):

\[
\rho \equiv \frac{r}{S_f}, \quad \zeta \equiv \frac{z}{S_f}, \quad \alpha \equiv \frac{a}{S_f}, \quad \tau \equiv \frac{t}{S_f}
\]

where \( S_f \) is the unit length (µm) and \( S_t \) is the unit time (ms), respectively.

Once the wave function \( \Psi \) is scaled, a dimensionless form of the Gross-Pitaevskii equation is obtained
\[ j \frac{\partial}{\partial \tau} \Phi = [T + V] \Phi \]  
(9.18)

where the terms \( T \), \( V \), and the normalized wave function \( \Phi \) are

\[ T = -\frac{\partial^2}{\partial \zeta^2} - \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{1}{\rho^2}, \quad V = \rho^2 + \epsilon \frac{\xi^2}{\rho^2} + \frac{8\pi N \alpha}{4} \left| \Phi \right|^2 \frac{1}{\rho^2}, \quad \Phi = \rho S_i^{3/2} \Psi. \]

The Eq. (9.18) is solved in [40] for an unbounded space domain. The FDTD simulations of (9.18) are performed in [40] for a domain of a limited size. The theoretical results are compared with the measurements in [40] and [46].

In our work, the nonlinear 2-D time-dependent Eq. (9.18) is analyzed by the equivalent circuit approach and solved by a circuit simulator, which have a verified integrated tool for calculations of transients in nonlinear circuit networks. It avoids spending time on writing complicated codes for nonlinear simulations.

By analogy with the modeling of wave propagation in a transmission-line, the complex voltage \( u = \Phi \) and current \( i = jV' \cdot u \) are introduced. The operator \( V' \) is defined as \( V' \cdot f = \partial f / \partial \rho \hat{e}_\rho + \partial f / \partial \zeta \hat{e}_\zeta \) when acting on the scalars with \( \hat{e}_\rho \), \( \hat{e}_\zeta \) as the unit vectors along the radial and axial axes. This operator acting on a vector is \( V' = \rho \left( \partial \left( \rho^{-1} A_\rho \right) / \partial \rho \right) + \partial A_\zeta / \partial \zeta \), with \( A_\rho \), \( A_\zeta \) are the vector’s radial and axial components, respectively.

The telegraph equation set is written in analogy with [14], and it is a system of partial differential equations of the first order:

\[ V' \cdot u = -j i, \]  
(9.19)

\[ \nabla' \cdot i = \frac{\partial u}{\partial \tau} - \frac{j u}{\rho^2} + \frac{j \rho^2 + \epsilon \xi^2}{4} u + \frac{8 j \pi N \alpha}{\rho^2} \left| u \right|^2 u. \]  
(9.20)

In the coordinate form these equations are

\[ \frac{\partial u}{\partial \rho} \hat{e}_\rho + \frac{\partial u}{\partial \zeta} \hat{e}_\zeta = - j i \hat{e}_\rho - j i \hat{e}_\zeta, \]  
(9.21)

\[ \frac{\partial i_\rho}{\partial \rho} + \frac{\partial i_\zeta}{\partial \zeta} = \frac{\partial u}{\partial \tau} + j \left[ \frac{1}{4} \left( \rho^2 + \epsilon \zeta^2 \right) - \frac{1}{\rho^2} + \frac{8 \pi N \alpha}{\rho^2} \left| u \right|^2 \right] u. \]  
(9.22)

### 9.5.1.2 Domain Discretization and Boundary Conditions

To solve these equations, a 2-D mesh is introduced in the considered domain \([\rho_1 \leq \rho \leq \rho_2] \times [\zeta_1 \leq \zeta \leq \zeta_2]\) (Fig. 9.6, left part) where (9.19)-(9.22) are valid. A uniform isotropic grid is used particularly, and the space steps are equal in the radial and axial normalized coordinates, i.e., \( \Delta \rho = \Delta \zeta = \Delta l \).

The corresponding radial and axial coordinates are easy to be calculated. For example, one can derive that \( \rho = \rho_1 + p \Delta l \) and \( \zeta = \zeta_1 + q \Delta l \) for a node indexed \( (p, q) \).
The grid consists of the sequentially connected equivalent circuits corresponding to a portion $\Delta l^2$. The right part of Fig. 9.6 illustrates the corresponding schematic view of nodes $(p, q)$, $(p+1, q)$, $(p, q-1)$, and $(p+1, q-1)$ in the considered 2-D domain.

\[ \begin{array}{c}
\text{Fig. 9.6} \text{ Two-dimensional grid of considered domain. Left: computation grid for considered domain } \left[ \rho_1 \leq \rho \leq \rho_2 \right] \times \left[ \zeta_1 \leq \zeta \leq \zeta_2 \right]; \text{ Right: corresponding schematic view of nodes } (p, q), (p+1, q), (p, q-1), \text{ and } (p+1, q-1) \text{ in the considered domain.}
\end{array} \]

An attention should be paid to the nodes near the boundaries of the considered domain. Two nodes are shown in the left part of Fig. 9.7 near the boundary, and the schematic views of the two different boundary conditions are illustrated.

The middle part of Fig. 9.7 shows the view of the Type-1 boundary condition, which is similar to the Dirichlet one: $u = \Phi = 0$ on the boundary. In this case, all connections to the boundary are grounded.

\[ \begin{array}{c}
\text{Fig. 9.7} \text{ Illustration of boundary conditions. Left: illustration of two nodes located near the boundary of the considered domain; Middle: schematic view of the Type-1 boundary condition for corresponding nodes; Right: schematic view of the Type-2 boundary condition for corresponding nodes.}
\end{array} \]
The right part of Fig. 9.7 shows the schematic view of the Type-2 boundary condition, which is similar to the Neumann one:

\[ i_\rho = \frac{\partial u}{\partial \rho} = \frac{\partial \Phi}{\partial \rho} = 0 \text{ on the boundary}. \quad (9.23) \]

It is seen that all boundary connections of circuits are floating in this case.

### 9.5.1.3 Equivalent Circuit for an Infinitesimal Domain

Considering an elemental portion, one intends to find an equivalent circuit for (9.21) and (9.22). A model of an infinitesimal portion \( \Delta l^2 \) is shown in Fig. 9.8. Here and below, all parameters in the circuits are given per the dimensionless unit length.

The Kirchhoff’s voltage law applied to the left loop in the radial branch of the circuit from Fig. 9.8 gives:

\[ u(p, q) = i_{\rho^-}^{(e)} R \frac{\Delta l}{2} + u(p-1/2, q), \quad (9.24) \]

or

\[ \frac{u(p, q) - u(p-1/2, q)}{\Delta l/2} = i_{\rho^-}^{(e)} R. \quad (9.25) \]

Taking the limit \( \Delta l \to 0 \) of (9.25) leads to

\[ \frac{\partial u}{\partial \rho} = i_{\rho} R. \quad (9.26) \]
Similarly, applying the Kirchhoff’s voltage law to the left loop in the axial branch of this circuit, one obtains

\[ \frac{\partial u}{\partial \zeta} = i_z R. \] (9.27)

Comparing the corresponding terms in (9.26) and (9.27) with (9.21), one easily finds that \( R = -j \) for the resistance.

Applying the Kirchhoff’s current law to the node \((p,q)\) gives

\[ i^{(+)\prime} - i^{(-)\prime} + i^{(+)\prime} - i^{(-)\prime} = 2C \Delta l \frac{\partial u(p,q)}{\partial \tau} + 2I \Delta l + 2G \Delta u(p,q), \] (9.28)

or

\[ \frac{i^{(+)\prime} - i^{(-)\prime}}{\Delta l} + \frac{i^{(+)\prime} - i^{(-)\prime}}{\Delta l} = 2C \frac{\partial u(p,q)}{\partial \tau} + 2I + 2G u(p,q). \] (9.29)

When \( \Delta l \to 0 \), one obtains from (9.29)

\[ \frac{\partial i^{(+)\prime}}{\partial \rho} + \frac{\partial i^{(-)\prime}}{\partial \zeta} = 2C \frac{\partial u}{\partial \tau} + 2I + 2G u. \] (9.30)

Comparing the corresponding terms in (9.30) with (9.22), it is easy to find that \( C = 1/2 \) for capacitance, \( I = i^{(+)\prime} / 2 \rho = (i^{(+)\prime} + i^{(-)\prime}) / 4 \rho \) for the ideal current source, and \( G = j \left[ (\rho^2 + \epsilon \zeta^2) / 4 - \rho^{-2} + 8\pi N \alpha |u|^2 \rho^{-2} \right] / 2 \) for the conductance. The corresponding radial and axial coordinates are obtained according to the domain described in Section 9.5.1.2, namely, \( \rho = \rho_0 + p \Delta l \) and \( \zeta = \zeta_0 + q \Delta l \).

The ideal current source \( I \) is controlled by the average currents in the radial branch. The reason for the approximation \( i^{(+)\prime} = (i^{(+)\prime} + i^{(-)\prime}) / 2 \) is as follows. Imagine that three infinitesimal equivalent circuits are radially connected to each other. Here, \( u(p-1,q), u(p,q), \) and \( u(p+1,q) \) denote the voltages for corresponding nodes as shown in Fig. 9.9.

Applying the Kirchhoff’s voltage law to the loop, indicated by the dashed arrow in Fig. 9.9, we obtain

\[ u(p-1,q) + i^{(-)\prime} R \Delta l + i^{(+)\prime} R \Delta l = u(p+1,q), \] (9.31)

or

\[ \frac{u(p+1,q) - u(p-1,q)}{2 \Delta l} = R \frac{i^{(+)\prime} + i^{(-)\prime}}{2}. \] (9.32)
Taking the limit $\Delta l \to 0$ and using $R = -j$, (9.32) is then written as

$$\frac{\partial u}{\partial \rho} = -j\frac{i_{\rho}^{(+)}}{2} + i_{\rho}^{(-)}. \quad (9.33)$$

Comparing (9.33) with the definition $\partial u / \partial \rho = -ji_{\rho}$, one obtains that $i_{\rho} = (i_{\rho}^{(+)} + i_{\rho}^{(-)}) / 2$.

Due to the use of the imaginary components such a model is not compatible directly with many circuit tools, and our goal is to obtain the circuits and techniques, which are allowed for simulations of nonlinear Schrödinger equations.

In the following Sections, three different types of models based on the equivalent circuit approach are introduced. The mesh grid and the boundary conditions for each model are not repeated again since they are similar to those described in the previous Section.

### 9.5.1.4 Cross-coupled Equivalent Circuit

The first idea is to avoid the imaginary resistors, and one option is to separate the normalized wave function $\Phi$ into the real and imaginary parts: $\Phi = \text{Re}(\Phi) + j\text{Im}(\Phi)$.

By defining the real $\text{Re}(u) = \text{Re}(\Phi)$ and imaginary $\text{Im}(u) = \text{Im}(\Phi)$ voltages, (9.18) is written as

$$\frac{\partial}{\partial \tau} \text{Im}(u) = \left[ \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{\partial^2}{\partial \xi^2} - \frac{1}{\rho} \left( \rho^2 + \xi^2 \right) + \frac{8\pi N\alpha}{\rho} \right] \text{Re}(u), \quad (9.34)$$
\[ \frac{\partial}{\partial \tau} \text{Re}(u) = \left[ -\frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{\partial^2}{\partial \zeta^2} - \frac{1}{4} \left( \rho^2 + \epsilon \xi^2 \right) \right] \text{Re}(u) + \frac{8\pi N\alpha}{\rho^2} \left( \text{Re}^2(u) + \text{Im}^2(u) \right) \text{Im}(u). \] (9.35)

The real and imaginary currents are defined as \( \text{Re}(i) = \nabla' \cdot \text{Re}(u) \) and \( \text{Im}(i) = \nabla' \cdot \text{Im}(u) \), respectively, and the resulting telegraph equations for (9.34) are

\[ \nabla' \cdot \text{Re}(u) = \text{Re}(i), \] (9.36)

\[ \nabla' \cdot \text{Re}(i) = -\frac{\partial \text{Im}(u)}{\partial \tau} - \frac{\text{Re}(u)}{\rho^2} + \frac{1}{4} \left( \rho^2 + \epsilon \xi^2 \right) \text{Re}(u) + \frac{8\pi N\alpha}{\rho^2} \left( \text{Re}^2(u) + \text{Im}^2(u) \right) \text{Re}(u). \] (9.37)

Similarly, the telegraph equations for (9.35) are written as

\[ \nabla' \cdot \text{Im}(u) = \text{Im}(i), \] (9.38)

\[ \nabla' \cdot \text{Im}(i) = -\frac{\partial \text{Re}(u)}{\partial \tau} - \frac{\text{Im}(u)}{\rho^2} + \frac{1}{4} \left( \rho^2 + \epsilon \xi^2 \right) \text{Im}(u) + \frac{8\pi N\alpha}{\rho^2} \left( \text{Re}^2(u) + \text{Im}^2(u) \right) \text{Im}(u). \] (9.39)

It is seen that these telegraph equations are coupled with each other after this separation of the real and imaginary parts of the normalized wave function \( \Phi \).

Some simple mathematical derivations allow to rewrite (9.36)-(9.39) as

\[ \frac{\partial \text{Re}(u)}{\partial \rho} \hat{e}_\rho + \frac{\partial \text{Re}(u)}{\partial \zeta} \hat{e}_\zeta = \text{Re}(i_\rho) \hat{e}_\rho + \text{Re}(i_\zeta) \hat{e}_\zeta, \] (9.40)

\[ \frac{\partial \text{Re}(i_\rho)}{\partial \rho} + \frac{\partial \text{Re}(i_\zeta)}{\partial \zeta} = \] \[ = \frac{\partial \text{Re}(u)}{\partial \tau} + \left[ \frac{1}{4} \left( \rho^2 + \epsilon \xi^2 \right) - \frac{1}{\rho^2} + \frac{8\pi N\alpha}{\rho^2} \left( \text{Re}^2(u) + \text{Im}^2(u) \right) \right] \text{Re}(u) + \frac{\text{Re}(i_\rho)}{\rho} + \frac{\partial \text{Im}(u)}{\partial \tau} - \frac{\partial \text{Re}(u)}{\partial \tau}, \] (9.41)

\[ \frac{\partial \text{Im}(u)}{\partial \rho} \hat{e}_\rho + \frac{\partial \text{Im}(u)}{\partial \zeta} \hat{e}_\zeta = \text{Im}(i_\rho) \hat{e}_\rho + \text{Im}(i_\zeta) \hat{e}_\zeta, \] (9.42)

and
\[
\frac{\partial \text{Im}(i_\rho)}{\partial \rho} + \frac{\partial \text{Im}(i_\zeta)}{\partial \zeta} = \frac{\partial \text{Im}(u)}{\partial \tau} + \left[ \frac{1}{4} \left( \rho^2 + \epsilon \zeta^2 \right) - \frac{1}{\rho^2} + \frac{8\pi N \alpha}{\rho^2} \left( \text{Re}^2(u) + \text{Im}^2(u) \right) \right] \text{Im}(u) + \frac{\partial \text{Re}(u)}{\partial \tau}. \tag{9.43}
\]

Considering an infinitesimal portion $\Delta l^2$, we intend to find two equivalent circuits for the real and imaginary parts. Thanks to these systems of the telegraph equations, the two resulting circuits are coupled with each other.

The equivalent circuit model for the real part is shown in the left part of Fig. 9.10.

Applying the Kirchhoff’s voltage law to the left loop in the radial branch of the real part (Fig. 9.10, left), we obtain

\[
\text{Re} \left( u(p, q) \right) = \text{Re} \left( i_\rho^{-1} \right) R_{(\text{cro})} \Delta l / 2 + \text{Re} \left( u(p - 1/2, q) \right), \tag{9.44}
\]

or

\[
\frac{\text{Re} \left( u(p, q) \right) - \text{Re} \left( u(p - 1/2, q) \right)}{\Delta l / 2} = \text{Re} \left( i_\rho^{-1} \right) R_{(\text{cro})}. \tag{9.45}
\]

Taking the limit $\Delta l \to 0$ of (9.45) leads to

\[
\frac{\partial \text{Re}(u)}{\partial \rho} = \text{Re} \left( i_\rho^{-1} \right) R_{(\text{cro})}. \tag{9.46}
\]

Similarly, applying the Kirchhoff’s law to the left loop of the axial branch of this circuit yields

\[
\frac{\partial \text{Re}(u)}{\partial \zeta} = \text{Re} \left( i_\zeta^{-1} \right) R_{(\text{cro})}. \tag{9.47}
\]
Comparing the corresponding terms in (9.46) and (9.47) with (9.40), one finds that 
\( R_{(\text{cro})} = 1 \) for the resistance parameter. Applying the Kirchhoff’s current law to the 
node \((p, q)\) in the left part of Fig. 9.10 yields

\[
\text{Re} (i_{p}^{(+)} - i_{p}^{(-)}) + \text{Re} (i_{\xi}^{(+)} - i_{\xi}^{(-)}) = 2C_{(\text{cro})} \Delta l \frac{\partial \text{Re} (u(p, q))}{\partial \tau} + 2I_{(\text{cro})}^{(1)} \Delta l + 2G_{(\text{cro})} \Delta l \text{Re} (u(p, q)),
\]

or

\[
\text{Re} (i_{p}^{(+)} - i_{p}^{(-)}) + \text{Re} (i_{\xi}^{(+)} - i_{\xi}^{(-)}) = 2C_{(\text{cro})} \Delta l \frac{\partial \text{Re} (u(p, q))}{\partial \tau} + 2I_{(\text{cro})}^{(1)} + 2G_{(\text{cro})} \text{Re} (u(p, q)).
\]

Taking the limit \( \Delta l \to 0 \) of (9.49) leads to

\[
\frac{\partial \text{Re} (i_{p})}{\partial \rho} + \frac{\partial \text{Re} (i_{\xi})}{\partial \xi} = 2C_{(\text{cro})} \frac{\partial \text{Re} (u)}{\partial \tau} + 2I_{(\text{cro})}^{(1)} + 2G_{(\text{cro})} \text{Re} (u).
\]

Comparing the corresponding terms in (9.50) with (9.41), one easily finds the capacitance 
\( C_{(\text{cro})} = 1/2 \), the ideal current source

\[
I_{(\text{cro})}^{(1)} = \left[ \text{Re} (i_{\rho}) / \rho + \partial \text{Im} (u) / \partial \tau - \partial \text{Re} (u) / \partial \tau \right] / 2,
\]

and the conductance

\[
G_{(\text{cro})} = \left[ (\rho^2 + \xi^2) / 4 - \rho^{-2} + 8\pi N \alpha \rho^{-2} \left( \text{Re}^2 (u) + \text{Im}^2 (u) \right) \right] / 2,
\]

respectively.

The current owing to the capacitance is denoted by \( \text{Re} (i_{\rho}) \) per dimensionless 
unit length (Fig. 9.10, left), therefore it is easy to find that

\[
2 \text{Re} (i_{\rho}) \Delta l = 2C_{(\text{cro})} \Delta l \partial \text{Re} (u) / \partial \tau.
\]

Using \( C_{(\text{cro})} = 1/2 \), one obtains

\[
\text{Re} (i_{\rho}) = \frac{\partial \text{Re} (u)}{\partial \rho} / 2 \partial \tau.
\]

Similarly, the current due to the capacitance for the imaginary part of the 
equivalent circuit is denoted by \( \text{Im} (i_{\rho}) \), and it satisfies

\[
\text{Im} (i_{\rho}) = \partial \text{Im} (u) / 2 \partial \tau.
\]

Thus, the ideal current source can be simplified as

\[
I_{(\text{cro})}^{(1)} = \text{Re} (i_{\rho}) / 2 \rho + \text{Im} (i_{\rho}) - \text{Re} (i_{\rho}).
\]

This procedure can be applied to the right part of Fig. 9.10 to derive the circuit 
parameters. The resistance \( R_{(\text{cro})} = 1 \), capacitance \( C_{(\text{cro})} = 1/2 \), and conductance

\[
G_{(\text{cro})} = \left[ (\rho^2 + \xi^2) / 4 - \rho^{-2} + 8\pi N \alpha \rho^{-2} \left( \text{Re}^2 (u) + \text{Im}^2 (u) \right) \right] / 2
\]

are of the same value as those in the real part (Fig. 9.10, left). The ideal current source for the imaginary part is given by

\[
I_{(\text{cro})}^{(2)} = \text{Im} (i_{\rho}) / 2 \rho - \text{Im} (i_{\rho}) - \text{Re} (i_{\rho}).
\]
radial and axial coordinates are obtained according to the domain described in Section 9.5.1.2.

In summary, the proposed cross-coupled equivalent circuit is a general model, and it can be used to simulate the arbitrary time dependences. Furthermore, it is compatible for most circuit simulators, since it does not consist of imaginary resistors. Unfortunately, because the circuit topology is doubled, the computational complexity also increases, and some techniques on faster simulations are considered below.

9.5.1.5 Envelope Technique
It is possible to use the envelope technique [15] provided by the Agilent ADS when the solution of Gross-Pitaevskii equation is written in the form of an envelope function:

\[ \Phi = \sum_k f_k(r, \tau) e^{-j\omega_k \tau}. \] (9.51)

Similarly to the theory of the modulated signals, this time-domain waveform is considered as a sum of different \( k \)-th carriers. Then \( f_k(r, \tau) \) is the modulation function in (9.51), and \( \omega_k \) is the angular frequency of the \( k \)-th carriers.

In our particular case, only one carrier frequency is considered, and (9.51) is simplified as

\[ \Phi = f(r, \tau) e^{-j\omega \tau}. \] (9.52)

The idea of the envelope simulation is to transform the original solution with high-frequency modulated carrier into an equivalent one of the low-frequency modulation. This brings benefits when performing simulation.

Substituting (9.52) into (9.18) the normalized Gross-Pitaevskii equation can be written as

\[ j \frac{\partial}{\partial \tau} f(r, \tau) + \omega f(r, \tau) = [T + V] f(r, \tau), \] (9.53)

or

\[ j \frac{\partial}{\partial \tau} f(r, \tau) = [T + V_{(env)}] f(r, \tau), \] (9.54)

where the coefficient \( V_{(env)} \) is defined as

\[ V_{(env)} = \frac{1}{4} \left( \rho^2 + \epsilon \zeta^2 \right) + \frac{8\pi N\alpha}{\rho^2} |f(r, \tau)|^2 - \omega. \] (9.55)

The problem is now solving the modulation function \( f(r, \tau) \) which usually varies more slowly with time than \( \Phi \) does. The telegraph equations for (9.54) can be
easily obtained by defining the complex voltage $u_{\text{env}} = f(\mathbf{r}, \tau)$ and the complex current $i_{\text{env}} = j \nabla' \cdot u_{\text{env}}$

\[

\nabla' \cdot u_{\text{env}} = -j i_{\text{env}} , \\
\nabla' i_{\text{env}} = \frac{\partial u_{\text{env}}}{\partial \tau} + j \left[ \frac{1}{4} \left( \rho^2 + \varepsilon^2 \right) - \frac{1}{\rho^2} \frac{8\pi N \alpha}{\rho^2} \left| u_{\text{env}} \right|^2 - \omega \right] u_{\text{env}} .
\]

The equivalent circuit model for an infinitesimal portion $\Delta l^2$ is shown in Fig. 9.11.

Using the same method as in Section 9.5.1.3, the values of the circuit parameters are obtained, i.e., $R_{\text{env}} = -j$, $C_{\text{env}} = 1/2$, $I_{\text{env}} = (i_{\rho}^{(r)} + i_{\rho}^{(s)})/4 \rho$, and $G_{\text{env}} = j \left[ \left( \rho^2 + \varepsilon^2 \right)/4 - \rho^{-2} + 8\pi N \alpha \left| u_{\text{env}} \right|^2 \rho^{-2} - \omega \right] / 2$, respectively. The corresponding discrete radial and axial coordinates are calculated according to the domain described in Section 9.5.1.2.

The proposed model contains complex resistors, and the Agilent ADS circuit envelope simulator, which supports the imaginary ones, can emulate them. For other software tools that do not support these components, one can also separate the real and imaginary parts of (9.54) to obtain almost the same cross-coupled topology shown in Fig. 9.10. The derivation process is similar to that described in Section 9.5.1.4.

---

**Fig. 9.11** Equivalent circuit of an infinitesimal portion $\Delta l^2$ for envelope simulations

### 9.5.1.6 Time-dependent Component Approach

Another technique to speed-up the calculations is with the time-depending resistors. By applying the Euler’s formula, the normalized wave function (9.52) can be written as

\[

\text{Re}(\Phi) = f(\mathbf{r}, \tau) \cos \omega \tau , \\
\text{Im}(\Phi) = -f(\mathbf{r}, \tau) \sin \omega \tau .
\]

(9.58)
Accordingly, the imaginary part can be written as a function of the real part:

\[ \text{Im}(\Phi) = -\text{Re}(\Phi) \tan \omega \tau. \tag{9.59} \]

Using the relationship between the real and imaginary parts in (9.59), eq. (9.35) is transformed to:

\[
\frac{\partial}{\partial \tau} \text{Re}(\Phi) = -\tan \omega \tau \left[ T + V_{(id)} \right] \text{Re}(\Phi), \tag{9.60}
\]

where the coefficient \( V_{(id)} \) is

\[
V_{(id)} = \frac{1}{4} \left( \rho^2 + \epsilon \xi^2 \right) + \frac{8\pi N \alpha}{\rho^2} \left( 1 + \tan^2 \omega \tau \right) \text{Re}(\Phi)^2. \tag{9.61}
\]

By defining the real voltage \( u_{(id)} = \text{Re}(\Phi) \) and the real current \( i_{(id)} = \tan(\omega \tau) \nabla' \cdot u_{(id)} \), the telegraph equations for (9.60) are written as

\[
\nabla' \cdot u_{(id)} = \frac{1}{\tan(\omega \tau)} i_{(id)}, \tag{9.62}
\]

\[
\nabla' i_{(id)} = \frac{\partial u_{(id)}}{\partial \tau} + \tan(\omega \tau) \left[ \frac{1}{4} \left( \rho^2 + \epsilon \xi^2 \right) - \frac{1}{\rho^2} \left( \rho^2 + \epsilon \xi^2 \right) \text{Re}(\Phi)^2 \right] u_{(id)} \tag{9.63}
\]

The resulting equivalent circuit for an infinitesimal portion \( \Delta l^2 \) is shown in Fig. 9.12.

Using the same method in Section 9.5.1.3, the values of circuit parameters are obtained. They are given by

\[
R_{(id)} = \frac{1}{\tan(\omega \tau)}, \quad C_{(id)} = \frac{1}{2}, \quad I_{(id)} = \frac{i_{(id)}^{(+)}}{i_{(id)}^{-}}, \quad G_{(id)} = \frac{\tan(\omega \tau) \left[ \left( \rho^2 + \epsilon \xi^2 \right) / 4 - \rho^2 + 8\pi N \alpha u_{(id)}^2 / \rho^2 \left( 1 + \tan^2(\omega \tau) \right) \right]}{2}, \tag{9.64}
\]

respectively. The corresponding discrete radial and axial coordinates are calculated according to the domain described in the Section 9.5.1.2.

Note that this topology consists of no imaginary resistors and it is as simple as the circuit presented in Fig. 9.8. The time-dependent components are easy to be implemented in most circuit simulators. The performance is expected to be twice faster than the cross-coupled equivalent circuit approach since the topology is simplified by half.

The resistors and conductance parameters in this model are the functions of \( \tan(\omega \tau) \), therefore \( R_{(id)} \) and \( G_{(id)} \) grow to infinity when \( \omega \tau = k \pi / 2 \), where \( k \) is a positive integer. Thus the dimensionless time step needs to be carefully chosen to avoid these time points.
9.5.7 Stability and Convergence of the Solution

The equivalent circuit approach is a discretization process similar to other numerical methods. The difference is that the equivalent circuit approach is only a spatial discretization process, and the time discretization is left for a circuit simulator. This results in the question how one specifies the time step in the circuit solver to keep the stability.

It is very difficult to derive a general stability condition in this work because it is largely dependent on a used software tool. Our simulations are performed by the Agilent ADS. According to our observation, the stability condition for the complex equivalent circuits (Fig. 9.8) and the cross-coupled equivalent circuits (Fig. 9.10) generally comply with the same stability condition in [40], namely,

$$\Delta \tau \frac{4}{\Delta^2 + V_M} < 2$$

where $\Delta \tau$ is the dimensionless time step, $\Delta$ is the dimensionless space step, and $V_M$ is the maximum potential of $V$ in Eq. (9.18).

The envelope equivalent circuit method is a larger-time-marching model compared with the cross-coupled one and with the numerical algorithm from [40]. If the critical time steps (largest acceptable time step to keep stability) for the cross-coupled and envelope equivalent circuits are $\Delta \tau_c$ and $\Delta \tau_{(env)}$, respectively, it is proved that the envelope approach has larger critical time steps (i.e., $\Delta \tau_{(env)} > \Delta \tau_c$). A proof of it is given in [24].

The convergence of the solution can be a problem if the mesh is too coarse. An easy way is to use a finer mesh ($\Delta l \rightarrow 0$), but this increases the memory usage. The installed memory on a computer also puts a limit on the mesh size. In our simulations presented below, a mesh of minimum 25 by 25 cells is recommended for all cases as shown by the study of calculations of the convergence.

9.5.2 Numerical Validation

The models proposed in Section 9.5.1 are validated by comparisons with the published theoretical and experimental data from [40],[46], where the analytical
solution of ground-state condensate (no self-interaction), the analytical solution of free self-interacting condensates (no external potential), and the experimental data are given. Our simulations are carried out on a typical desktop computer, and its operative memory restricts the grid resolution to only a few thousands of elementary equivalent circuits.

### 9.5.2.1 Ground-state Condensate

In this case, the self-interacting term is neglected, and the harmonic potential is described by

$$V_{\text{ext}}(\rho, \zeta) = \frac{\rho^2 + \epsilon \zeta^2}{4}.$$  \hfill (9.64)

The analytical solution of the nonlinear Schrödinger equation (9.18) for ground-state condensate is given in [40]:

$$\Phi(\rho, \zeta, \tau) = \rho \frac{\epsilon^{1/8}}{(2\pi)^{3/4}} e^{-(\rho^2 + \epsilon \zeta^2)/4} e^{-j[(2\epsilon)^{1/2}] \tau}. \hfill (9.65)$$

Since (9.65) is written in the form of $\Phi = f(r, \tau) \exp(-j\omega\tau)$, this case can be tested by all models proposed in Section 9.5.1.

For simplicity, the aspect ratio of the trapping potential is set to $\epsilon = 0.5$. The analytical solution shows that the initial voltage of all nodes within the considered domain follows a space distribution of $\Phi(\rho, \zeta, \tau) = \rho \frac{\epsilon^{1/8}}{(2\pi)^{3/4}} e^{-(\rho^2 + \epsilon \zeta^2)/4} e^{-j[(2\epsilon)^{1/2}] \tau}$.

The simulation is performed on a 33x33 grid with the integration domain $[-10 \leq \rho \leq 10] \times [-10 \leq \zeta \leq 10]$ and the time step is set to $\Delta \tau = 10^{-2}$. The simulation lasts until $T = 10$ time units. The absolute value of the analytical solution on the boundaries $\rho = \pm 10$ and $\zeta = \pm 10$ are approximately zero, and the small reflections from the boundaries can be neglected. Therefore, the Type-1 boundary condition (Fig. 9.7, middle) is used to match the analytical solution.

The time correspondence is checked for the node located at $(\rho, \zeta) = (1.25, 0)$, where the absolute value of the analytical solution almost reaches the maximum. The space distribution of the numerical solution at $(\zeta, \tau) = (0, 10)$ along the radial axis and at $(\rho, \tau) = (1.25, 10)$ along the axial axis is then compared with the analytical one.

The cross-coupled equivalent circuit method is used first to analyze this case. The results are shown in Fig. 9.13.
Both the time and space correspondences are investigated. Visual inspection of the time distribution leads to the conclusion that the numerical solutions show good agreement with the analytical ones (Fig. 9.13, left). The space distribution along the radial and axial axis also shows a good accordance with the analytical solutions (middle and right parts of Fig. 9.13, correspondingly).

The envelope technique is applied to this case. It should be mentioned that the numerical results are compared with the analytical ones of the modulation function \( f(r, \tau) = \rho e^{i\frac{\pi}{8}} (2\pi)^{-3/4} \exp\left( -\left( \rho^2 + \epsilon \zeta^2 \right)/4 \right) \) with a single carrier frequency \( \omega = (2 + \epsilon)/2 \). Note that \( f(r, \tau) \) is a complex function when solving Eq. (9.54), but, in this special case, the modulation function has only real part, and it is not time-dependent.

Starting from \( \tau = 0 \), the real part of the modulation function remains unchanged, and the imaginary part is always zero. The numerical solutions and the analytical ones are plotted and compared in Fig. 9.14. The numerical curves have some slight fluctuations in the time domain compared to the analytical ones (Fig. 9.14, left). The space distribution of numerical solutions has tiny fluctuation in both radial and axial coordinates regarding to the imaginary part (middle and right parts of Fig. 9.14). These tiny fluctuations are due to the use of coarse grid with a larger space step. In summary, the envelope approach provides good accuracy for the ground-state harmonic potential calculations.

Finally, the equivalent circuits with time-dependent resistors are tested. It is necessary to set the angular frequency \( \omega = (2 + \epsilon)/2 \) so that the time-dependent resistors and conductors can be evaluated. The results are shown in Fig. 9.15. The time step is carefully chosen for \( \Delta \tau = 0.0087 \) so that the time-dependent resistors and conductors do not reach the infinity.

A conclusion is made analyzing the results in Fig. 9.15 that the numerical solutions in this case show good correspondence to the analytical ones in both time and space domains.
It should be pointed out that $\tan(\omega \tau)$ approaches zero or infinity when $\omega \tau = k \pi / 2$, where $k$ is an integer number. The time-dependent components attain large values periodically with the time, and, consequently, additional error is introduced due to the numerical approximation of derivatives. Therefore, our data periodically suffer from large errors close to these points (Fig. 9.15, left).

9.5.2.2 Free Self-interacting Condensate

It is time to turn to the free self-interacting condensate without external potential. The simulation is performed by a $33 \times 33$ grid with the integration domain $[1 \leq \rho \leq 2] \times [1 \leq \zeta \leq 2]$. The simulation goes up to $T = 0.1$ time unit with the time step $\Delta \tau = 10^{-4}$.

Since the analytical solution is a continuous function, the boundary conditions are set to the Type-2 (Fig. 9.7, right) on all boundaries so that the continuity is preserved. Although setting the boundary conditions to the Type-2 leads to some reflections of condensate, they are so small that can be neglected according to our study.
The analytical solution of this case is given in [40]:

$$\Phi(\rho, \zeta, \tau) = \rho \frac{e^{s \sqrt{16 \pi N \alpha \zeta}} + 1}{e^{s \sqrt{16 \pi N \alpha \zeta}} - 1} e^{-8 \pi N \alpha \tau}. \quad (9.66)$$

The constant parameters of the self-interacting term in (9.66) are chosen for the same value as in [40], which corresponds to $8\pi N \alpha = 210$.

The time evolution of numerical solutions for the elemental equivalent circuit at $(\rho, \zeta) = (1.6, 1.5)$ is compared with the analytical one. The space distribution of the numerical solutions at $(\zeta, \tau) = (1.5, 0.1)$ along the radial axis and the space distribution at $(\rho, \tau) = (1.6, 0.1)$ along the axial axis are compared with the analytical ones. The cross-coupled equivalent circuit is used in this case, and the time and space distribution of the numerical solutions are plotted and compared with the analytical ones (Fig 9.16, left). The space distribution also shows good correspondence (middle and right parts of Fig. 9.16).

**Fig. 9.16** Self-interacting condensate analyzed with the cross-coupled equivalent circuit approach. Dashed line: real part of analytical solution; Solid line: imaginary part of analytical solution; Circles: real part of numerical solution; Points: imaginary part of numerical solution. Left: time evolution of wave function at $\rho = 1.6, \zeta = 1.5$; Middle: space distribution at $\zeta = 1.5, \tau = 0.1$ as a function of $\rho$; Right: space distribution at $\rho = 1.6, \tau = 0.1$ as a function of $\zeta$

The envelope approach analyzes this case. The numerical solutions are compared with the analytical modulation function

$$f(\mathbf{r}, \tau) = \rho \cdot \left( \exp(\zeta \sqrt{16 \pi N \alpha}) + 1 \right) \left( \exp(\zeta \sqrt{16 \pi N \alpha}) - 1 \right)^{-1}$$

at the angular frequency $\omega = 8\pi N \alpha = 210$. The numerical results in Fig. 9.17 show good correspondence with the analytical solutions in both time and space domains. It has to be mentioned that Fig. 9.17 shows much less fluctuation in both time and space domain compared with Fig. 9.14, and this is due to the use of smaller space step.
Finally, the equivalent circuit model with the time-dependent resistors is applied to this case. The time step is chosen for $\Delta \tau = 9.8 \times 10^{-4}$, so that the time-dependent resistors and conductors do not grow to infinity. The time and space distributions of the numerical solutions still show good correspondence with the analytical ones (Fig. 9.18). The time distribution of the numerical solutions does not suffer from obvious periodic error. This is mainly because the space step used here is smaller than that in the ground-state harmonic potential case (Section 9.5.2.1).

9.5.2.3 Comparison with the Experimental Data
Additionally to comparisons with the analytical and numerical data, our approach is verified by published experimental results from [40],[46]. Unfortunately, only the cross-coupled equivalent circuit can be used to simulate this experimental case, since there is no any analytical solution available and no information of oscillation frequency is known.

The experiment refers to 4000 Rb$^{87}$ atoms, which are initially confined in a harmonic trap of frequency 56.25 Hz. This leads to the unit length $l_s = 1 \mu m$ and
the unit time $S_t = 2.8$ ms. The condensate is allowed to expand freely by suddenly removing trap at $t = 0$.

The scattering length of Rb$^{87}$ atoms is $a = 110a_0$ with $a_0$ as the Bohr radius. In order to reduce the computation time, only a quarter of the condensate is computed since it is symmetric about both radial and axial axes. The integration domain is $[0 \leq \rho \leq 20] \times [0 \leq \zeta \leq 20]$ with $31 \times 31$ grid resolution. The time step is chosen as $\Delta \tau = 10^{-3}$. Since the condensate is symmetric, the boundaries along $\rho = 0$ and $\zeta = 0$ are set to the Type-2 condition (Fig. 9.7, right) in order to preserve continuity.

Since the condensate is expanding in a very slow rate, and the wave function is almost zero during entire simulation along $\rho = 20$ and $\zeta = 20$, the boundary condition of the Type-1 (Fig. 9.7, middle part) is therefore introduced to these boundaries. The initial distribution of the condensate density is chosen in the form of a Gaussian function $\Phi(\rho, \zeta, 0) = A \exp\left(-\beta(\rho^2 + \epsilon\zeta^2)\right)$ according to [40]. Other parameters are $\epsilon = 8$ and $\beta = 0.08$, which are specially chosen so that the initial distribution is close to the one of the measurements [46]. The scaling factor $A$ should be small enough in order to maintain the stability for nonlinearity, and its typical value is $A = 10^{-3}$.

![Fig. 9.19](image)

**Fig. 9.19** Numerical simulations of experiment described in [40],[46] for free expanded condensate shown by contour plots of condensate density at $t = 0$, 4.4, 8.8, and 17 ms

The previous studies in [40] and [46] show that the condensate turns from an initial radial-elongated shape to the axial-elongated one. Our simulations, as
shown in Fig. 9.19, also confirm this behavior. The contour lines of condensate density is plotted at $t=0$, 4.4, 8.8, and 17 ms with respect to the upper left, upper right, lower left, and lower right parts. Note the negative radial part in Fig. 9.19 has an angular shift of $\pi$ regarding to the positive radial one.

To verify the results in a systematical way, one needs to compare the condensate width. Detailed description of how to calculate the condensate widths $\sigma_r$ and $\sigma_z$ along the radial and axial axes can be found in [40] and [46].

Fig. 9.20 shows the condensate width as a function of time. The results are consistent with the measurements (crosses and circles in Fig. 9.20), although a slightly underestimation of the expansion rate on $\sigma_z$ is found.

Our calculations (solid and dashed lines in Fig. 9.20) are also compared with the numerical scheme (star marks and points in Fig. 9.20) proposed in [40], and good agreement of the two proposed methods is found.

![Fig. 9.20 Simulation results and comparisons with the experimental and numerical data from [40] given for the radial $\sigma_r$ and the axial $\sigma_z$ widths plotted as functions of time. Solid line: axial width calculated with the cross-coupled equivalent network approach; Dashed line: radial width calculated with cross-coupled equivalent network; Star marks: axial width calculated by numerical scheme proposed by [40] (redrawn from Fig. 5 in [40]); Points: radial width calculated by numerical scheme proposed by [40] (redrawn from Fig. 5 in [40]); Crosses: axial width (measurements redrawn from Fig. 5 in [40]); Circles: radial width (measurements redrawn from Fig. 11.10 in [40])](image-url)
9.5.3 Comparison of the Proposed Techniques

In this paper, three different techniques are proposed in Section 9.5.1, and they are used for simulations of several cases. The numerical solutions are compared with the analytical ones in Section 9.5.2.

The cross-coupled equivalent circuit is a general model whereas the rest of other ones can be considered as the more specialized techniques. They bring their own advantages and they speed up the simulations when some a priori data on enveloped wave function is known.

It was mentioned in Section 9.5.1.7, the envelope approach allows for larger critical time steps in comparison to the cross-coupled one, which can be unstable for these cases. For comparisons, the error estimate is calculated

\[
\text{error} = \frac{\sum_{\text{all time steps}} \sum_{\text{all nodes}} |\Phi_A - \Phi_N|^2 \Delta t^2}{\text{number of nodes} \times \text{number of time steps}}
\]

where the subscripts \( A \) and \( N \) denote the analytical and numerical solutions. It is a simple way to show the stability by checking Eq. (9.67), although it does not give physical meaning. The envelope approach is still accurate even if the time step increases to \( \Delta \tau = 10^{-2} \). However, the cross-coupled equivalent circuit suffers from the instability when the time step is above \( \Delta \tau = 2 \times 10^{-4} \).

The conclusion is made that one can use the envelope approach with the time step up to \( 10^{-2} \), whereas one can use the time steps no larger than \( 2 \times 10^{-4} \) only, for the cross-coupled model in order to keep stability.

*Fig. 9.21* Comparison of the averaged absolute error regarding different time steps. Cross marks: cross-coupled equivalent circuit approach; Circles: envelope approach
The equivalent circuit with the time-dependent resistors has simpler circuit topology than the cross-coupled one. It is expected that the former model speeds up the simulations. To verify this, both models are applied to the free self-interacting condensate (Section 9.5.2.2) using the Agilent ADS, and the simulations are carried out on an HP workstation with an Intel Quad Core Processor (2.8 GHz). The tests are performed on $N \times N$ grids, whereas $N$ is chosen to be 8, 16, 24, and 32, respectively. The time step is specially chosen as $\Delta \tau = 9.8 \times 10^{-4}$. The boundary conditions and simulation domain are the same as in Section 9.5.2.2. The simulation time as a function of the grid size is plotted in Fig. 9.22.

It follows that these two models have approximately the same performance when the grid size is small. This is because the time-dependent resistors need extra computation, and they cancel out the benefit brought by the simpler circuitry. When the grid size grows large, the simpler circuit topology saves more computation time, and the performance is therefore improved by more than twice.

![Fig. 9.22 Comparison of simulation time between cross-coupled equivalent circuit and equivalent circuit with time-dependent resistors. Square marks: cross-coupled equivalent circuit. Circles: equivalent circuit with time-dependent resistors](image)

In this Section, the enhancements of the equivalent circuit approach for simulation of Bose-Einstein condensate described by the Gross-Pitaevskii equation have been proposed, considered, and verified. The mentioned equation has been transformed into a system of partial differential equations of the first order regarding to the equivalent voltage and current. It has been solved by three techniques realizable by the available circuit simulators. These approaches have been carefully verified by comparisons with the available analytical, numerical, and experimental results, and good correspondence has been found. The comparative analysis of the proposed three simulation techniques has also been performed.
It has been found that the equivalent circuit approach is a powerful tool for simulations of quantum-mechanical equations. The main advantage of the equivalent circuit approach is its great flexibility and versatility. With the help of modern circuit software tools, it is possible to perform the frequency-domain analysis, S-parameter analysis or even harmonic balance simulation [21]. Although they are not considered in this work, these calculations may provide a new insight on the condensate. The use of circuit simulators also allows reducing the time needed for coding and calculations. Finally, it opens a way for seamless simulation and design not only the EM traps and Bose-Einstein condensates, but also the hybrid electronic/EM/quantum integrations.

9.6 Developments and Design of Hardware for Cold Matter

9.6.1 Current State of Circuits for Trapping of Cold Matter

Interesting effects can be studied at extremely low temperatures below 1 K. Here, the thermal motion of atoms is slow and more quantum effects arisen obvious. Especially interesting effects occur below certain temperatures where the distance between the slowly moving atoms is comparable with the de Broglie wavelength and a special quantum state of matter or a quantum liquid, called the Bose-Einstein condensate, arises which was predicted and described by these scientists in 1924-1925. The initial theoretical findings in this field are with the theory of Bogolubov [47], who proposed to separate the discrete and continuous parts of the bosonic field operator and derived a nonlinear integro-differential equation for condensates. One of the means to describe this state of matter is a theory named after E.P. Gross [28] and L.V. Pitaevskii [29],[30] with their non-linear Schrödinger equation (9.4) on the condensate with locally interacting bosons.

The temperature $T$, where the condensate emerges, depends on the density of matter $\rho$ and the mass $m$ of a particle, and it can be found from [49], for instance:

$$\rho \Lambda_{dB} = 2.6$$

(9.68)

where $\Lambda_{dB} = h\sqrt{2\pi}/\sqrt{mk_BT}$ is the thermal wavelength, and $k_B$ is the Boltzmann constant. Depending on the mentioned parameters, this critical temperature of the matter transition to a new quantum state is around several tens or hundreds of nanoKelvin. Today multiple modifications of this equation are known, including those which take into account the nonlocal nature of condensates [50]. For special cases of trapping potential and spatial domains, the analytical solutions of this equation are known [30],[48]. Simulation of realistic traps requires numerical modeling [39]-[41]. Some of these simulations have been already considered above.

The gaseous Bose-Einstein condensate was discovered experimentally in 1995 by two groups of scientists; at Boulder - E. Cornél and C. Wieman [51] and at MIT - W. Ketterle [52], which were awarded later by the 2001 Nobel Prize.
9.6.1.1 Laser Cooling of Neutral Atoms

To reach the Bose-Einstein condensate state, the gaseous matter should be cooled enough. It is performed by using the laser cooling and evaporating the fast moving atoms in traps. Theory and practice of these processes are described in many papers, reviews and books.

An atom, placed in laser light, is moved under two forces - the radiation pressure \( \mathbf{F}_{\text{rp}} \) and the gradient \( \mathbf{F}_{\text{gr}} \) one. The first of them is the result of scattering of photons when they transfer their momentums to atoms. Under some conditions, the averaged momentums received by atoms are aligned along the photon flow, and this effect can be used for cooling or accelerating atoms. The gradient force appears in spatially non-homogeneous fields acting on atoms having the induced or fixed electric dipolar moments, and the direction of this force can be away from or towards the field maximum location depending on the frequency of wave.

These forces can be calculated according to the semi-classical formulas [53]:

\[
\mathbf{F}_{\text{rp}}(\mathbf{r}) = \frac{\hbar \mathbf{k}}{1 + G(\mathbf{r}) + (\delta - \mathbf{k} \cdot \mathbf{v})^2 / \gamma^2}, \tag{9.69}
\]

\[
\mathbf{F}_{\text{gr}}(\mathbf{r}) = -\frac{1}{2} \hbar (\delta - \mathbf{k} \cdot \mathbf{v}) \frac{\nabla \cdot G(\mathbf{r})}{1 + G(\mathbf{r}) + (\delta - \mathbf{k} \cdot \mathbf{v})^2 / \gamma^2}, \tag{9.70}
\]

where \( \mathbf{k} \) is the vector light wave constant, \( \mathbf{v} \) is the atom velocity, \( \gamma = 0.5A \) with \( A \) as the spontaneous decay probability (Einstein coefficient), \( G(\mathbf{r}) = I(\mathbf{r}) / I_s \) is the dimensionless saturation parameter with \( I(\mathbf{r}) \) as the intensity of the laser beam at a point \( \mathbf{r} \), and \( I_s \) as the saturation intensity. The formulas (9.69) and (9.70) are valid for two-state atoms, and \( \delta = \omega - \omega_0 \) is the difference between the wave frequency \( \omega \) and the quantum inter-state frequency \( \omega_0 \) defined by the energy difference between these two quantum states of this atom.

It is seen that the radiation pressure force \( \mathbf{F}_{\text{rp}} \) is oriented along the wave direction of propagation, and it can act against the vector of motion of atoms. The gradient force orientation depends on the sign of detuning \( (\delta - \mathbf{k} \cdot \mathbf{v}) \) and \( \nabla \cdot G(\mathbf{r}) \). It is seen that variation of the laser light parameters can de-accelerate atoms, and this effect is used to cool and trap them.

Using this idea, several techniques have been developed on the laser cooling. One of them applies the red-detuned laser light to atoms. It means that the frequency \( \omega \) of this laser is lower than the transition frequency \( \omega_0 \) of atoms. The most effectively cooling atoms have velocity which is close to \( |\delta|/|k| \). Applying three pairs of counter-propagating laser beams, a standing wave field is formed, and atoms are cooled in this area. A semi-classical theory of this cooling can be found in [53], for instance, and it says that these atoms can be cooled up to only certain temperature \( T < \alpha E_0^2 / k_B \), where \( \alpha \) is the atom polarizability, \( E_0 \) is the
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light field magnitude, $k_B$ is the Boltzmann constant. There are some more effective cooling processes, and the reviews of them can be found in [53]-[56].

In 1997, several scientists (S. Chu [54], C. Cohen-Tannoudji [55], and W.D. Fillips [56]) were awarded by the 1997 Nobel Prize for the developments of the methods and techniques of laser cooling and trapping of atoms.

9.6.1.2 Optical Trapping of Neutral Atoms

As it follows from the previous paragraph, atoms can be cooled and placed in areas where the potential is minimal. Depending of the frequency de-tuning, these minima can be associated with the light increased (red-detuned) or decreased intensities (blue-detuned). Close to a potential minimum, the gradient force is prevailing in comparison to the radiation pressure force if the far-detuned light is used. An expression of this force in the case of a 3-D red-detuned trap is shown below [53]:

$$ F_s (r) = \sum_{i=1}^{3} \mu \kappa G(r) \left\{ \frac{1}{1+((\delta-kv_1)^2)/\gamma^2} - \frac{1}{1+((\delta+kv_1)^2)/\gamma^2} \right\}. $$

(9.71)

Here, the trap area of increased field intensity is surrounded by the space of low intensity, and it prevents escaping these atoms from the trap.

For instance, the 3-D traps are known to be realized in the focus of a Gaussian laser beam. Using different approaches to trapping, a cold matter with a long lifetime can be obtained, and this parameter is around several hundreds of seconds limited, for instance, by the quantum-mechanical effects as the fluctuation of laser light composed of photons. This effect is reduced in the blue-detuned or dark optical traps [57]. The trapping potential $U(r)$ is proportional to the light intensity, and the two-level atoms are placed at minima of this potential:

$$ U(r) = \frac{3\pi e^2}{2\alpha_s^2} r I(r). $$

(9.72)

The acting force $F$ can be found as the gradient of this potential. The walls of these traps are the areas of increased field intensity, and different designs of dark optical traps are considered in the mentioned review [57]. Additional information on trapping atoms by hollow optical systems can be found in [58].

An especial interest is in the optical lattices produced by standing waves. In this case, cold atoms are in a periodic potential, and they can be trapped at maxima or minima of the light intensity depending on the frequency detuning $\delta$. A potential $U(z)$ formula for 1-D lattice case is [53]

$$ U(z) = h\delta \frac{G(z)}{1+2G(z)+\delta^2/\gamma^2} \cos 2kz. $$

(9.73)

The first experimentations with the lattice trapping relate to the end of the 80s and to the beginning of the 90s (see [53],[57]). It was found possibility to trap
individual atoms in each potential minimum of standing light field. Strong field allows isolating these atoms from each other and realizing the Mott insulator state that is used for initialization of quantum registers. Lower magnitude fields lead to the correlated quantum state of trapped atoms or to the Bose-Einstein condensates. Joint applications of DC magnetic fields and optical trapping potentials allows to split the quantum states due to the Zeeman effect, and atoms can be controlled by microwave field which transfers them from one state to another. The stored atoms can be moved in a deterministic way to realize an optical belt [59]. To upload the atoms into a qubit state, they can be collided in a coherent way [60], and massive quantum computation can be performed using the entanglement of atoms in these periodical traps. In [61], the first experimentations with a 5-atom quantum linear register are published. It is shown a possibility on the individual control of optically trapped cesium atoms placed in nonhomogeneous DC magnetic field by impulses of a microwave field. More information of this technology and some theoretical and experimental results is in [62],[63], for instance.

9.6.1.3 Magnetic and EM Traps

Magnetic field can be used to trap neutral atoms having magnetic moments $p_m$. These atoms interact with the external magnetic field $B$, and the potential $U$ and the force $F$ acting on a dipolar magnetic atom are:

$$U = -p_mB,$$

$$F = p_m \nabla \cdot B.$$  (9.74)

The atoms, which magnetic moments are aligned against the magnetic field, are attracted to the minima of magnetic field. In these sites, their potential energy is minimal. It allows isolating them from the conductors carrying currents on which surface the magnetic field is strong. Similarly to the force acting on the electric dipoles, the magnetic one is very weak, hence, the atoms should be cooled preliminary to be trapped, and the relatively strong magnetic fields are used. The trapping force (9.75) depends on the magnetic field gradient, and a given configuration can trap the atoms having temperature $T$ less than a certain value [53]:

$$T < p_m |\Delta B|/k_B$$  (9.76)

where $\Delta B$ is the potential depth.

Magnetic trapping can be combined with the optical one, and even gravitation is used to realize some trapping configurations. Today many magnetic traps are known, and only several of them are considered here to highlight the principles and the main results in this field. The history of magnetic trapping of particles can be found in [53].

A quadrupole trap proposed by W. Paul consists of two wire rings placed at a certain distance from each other and carrying the static opposite currents. It produces zero minimum of magnetic field at the center of the design where the atoms
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can lose their orientation due to the Majorana effect. For practically used configurations, this trap keeps atoms of the temperature around 10-20 µK during no longer than one minute.

Another trap consists of four bars with opposite DC currents and two rings in which the currents have the same direction. These rings are to create confining field along the axis, and the bars are to confine the atoms in the radial direction. Analytical formulas for calculating this Ioffe-Pritchard trap are from [64]. The traps can be simulated numerically with increased accuracy using commercially available tools, and one of them, Amperes™ [65], was used in our calculations [66],[67].

A modified quadrupole trap is shown in Fig. 9.23. It consists of two rings with the currents opposite to each other. To increase the steepness of the minimum walls, these four Ioffe-Pritchard bars are installed inside the rings. They carry the opposite DC currents to trap atoms in the radial direction.

In Fig. 9.24, the contour plots of magnetic field $|\mathbf{B}|$ are shown in this quadrupole trap. Here the field minimum is shown in dark-blue color at the center of the trapping structure. To prevent the zero potential at the center, an additional biasing magnetic field along the $z$-axis should be applied, caused, for instance, by asymmetry of rings or by additional rings with parallelly flowing currents [66]. More modifications of the Ioffe-Pritchard trap are known from [68],[69], for instance.
Fig. 9.24 Contour plots of the magnetic field $|\mathbf{B}|$ for a gap size $h = 5\,\text{mm}$ and $I_{\text{DC}}^{(\text{hor})} = I_{\text{DC}}^{(\text{ver})} = 1\,\text{A}$. (a)- $xy$-plane for $z = 0$; (b)- $yz$-plane for $y = 0$; (c)- $xz$-plane for $x = 0$

Although these considered traps can be scaled down to several millimeters with the decreasing of currents [66], they are still bulky, and they are not always convenient for practical experimentations. In 2001, the integrated magnetic microtraps, called now the atomic microchips, were proposed, and the first measurements were performed with these traps [70].
A trap of this sort consists of a dielectric substrate on the surface of which a topology of thick conductors is placed. Currents moving along the conductors generate the magnetic field of certain geometry confining atoms at their minima. The conductors can be placed on several layers of integration using a multilayered technology [71],[72]. Taking into account the increased currents used, the thickness of conductors can be of several tens of microns and their conductivity should be high to avoid increased heating and damaging of these conductors by strong currents. The used dielectrics should be resistant to the electric discharges and be suitable to high vacuum. An additional advantage of these traps is the consumption of decreased currents needed to trap atoms in a smaller area in comparison to the bulky Paul and Joffe-Pritchard traps. Due to decreased currents, the integrated traps do not need cooling by water, and it diminishes mechanical vibration, which is important for study of coherent Bose-Einstein condensates. At the same time, further trap miniaturization is limited due to several effects. For instance, sputtering technology provides conductors of increased granularity (800 nm) and surface roughness (16 nm). It leads to the inhomogeneous magnetic field, which is unwanted for trapping and handling of condensates [73]. In that paper, some other technological questions for micron-sized traps are considered, and the used electroplating technique allows improving the quality of conductors about 10 times in comparison to the mentioned sputtering technology.

Usually, the traps are of the room temperature. The warmed electrons moving along the grained conductors are scattered at the grain boundaries, and it increases the magnetic field fluctuations. It is shown that atoms having magnetic moments can lose their spin orientation due to it, and this effect influences the magnetic field close to a few microns from the conductor surface [74]. It can be decreased, if carbon nanotubes, which are highly homogeneous, are used as the trap conductors. As it is shown in that cited paper, the life-time of trapped bosons is around of a few seconds if they are placed at 20-nm distance from the nanotube surface. Trapping distances over 120 nm give the life-time over one minute.

Unfortunately, another effect harms the trapping by nanometric circuits [75],[76]. Close to the body surface, the EM field of vacuum oscillations is changed, and the attracting Casimir-Polder force acts. The atoms can tunnel the barrier wall, and they tend to the surface of carbon nanotube. It reduces the life-time of trapped bosons. To reach several-seconds life-time of trapped particles, they should be placed at the distance over 100-160 nm [75].

Today many miniaturized integrated traps are known, and they are the most convenient hardware for experimentations with cold matter and condensates confined by magnetic field.

An example of an integrated trap proposed by us is shown in Fig. 9.25 [77].
Fig. 9.25 Five-cell integrated trap of cool atom matter. The trapped cold matter is shown by circles in cyan color.

It consists of two crossed grids of strip-like conductors placed on different levels. The 3-D trapping domains are in the cells formed by crossed strip layers (circles shown in cyan color). To manufacture this integration, an available 3-D micromachining technology should be used. The strip conductors are placed photolithographically on both surfaces of a substrate. To support short distance between the trapping cells, the strips can be made very narrow, while their height is increased to support strong currents. The hole in the substrate can be realized...
using an etching technology. It is possible to consider stacking of these layers, and a 3-D lattice can be manufactured. This integrated chip can be fed by DC or DC/RF currents to obtain a variety of trapping potential shapes [66].

Our interest in the design of these multi-cell structures was inspired by [38],[78],[79] where the Josephson Effect between two Bose-Einstein condensate drops was studied theoretically. It was predicted that coupling of these pairs could lead to the entanglement of these microscopic drops, and it could be promising for ultra-cold quantum computing. In [80],[81], this effect was found experimentally between the light-trapped Bose-Einstein condensate drops.

To this moment, only the potential shape formation has been studied in our one- and -multi-layer trapping structures [66],[77]. By numerical and analytical modeling and for a variety of geometries, it is shown a possibility to generate the traps with the depth around of 30-80 $\mu$K, which is enough to trap cold matter. The shape of trapping potential can be controlled by the DC and RF currents, and even merging of wells can be performed.

In Fig. 9.26, a single cell constructed of two pairs of crossed cylindrical wires is given, and the DC field minimum is at the center of this cell shown by a dark-blue colored circle.

Fig. 9.26 A trapping cell made of four wires fed by DC currents $I_{dc}$

The potential $U$ distribution (Fig. 9.27) is calculated according to a known formula:

$$U = m_F \mu_B g_F |B_{DC}|$$  \hspace{1cm} (9.77)

where $m_F = 2$ is the quantum number of the state of atom, $\mu_B$ is the Bohr magneton, and $g_F$ is the Lande factor.
Fig. 9.27 (a)- Potential distribution in a four-wire trapping cell fed by DC currents $I_{DC} = 92.5 \text{ mA}$. (b)- Potential surface for this four-wire cell calculated for the potential level $U = 8 \times 10^{-20} \text{ J}$. Cell geometry: $d_y = 0.37 \text{ mm}$ and $d_x = 0.267 \text{ mm}$

To estimate the trap depth, the potential was recalculated in Kelvin, and its profile along the $z$-axis is shown in Fig. 9.28.

Fig. 9.28 Effective potential distribution $T = U/k_B$ along the $z$-axis ($x = 0, y = 0$)
It is seen that the potential reaches zero at the cell center. To avoid an increased rate of the atom spin-off at this center, this cell should be biased by additional DC or RF field. In a multi-cell structure, this biasing is realized by the field from neighboring cells. An example of the potential distribution in a multi-cell trapping structure interesting in study of coupling of Bose-Einstein condensate drops is shown in Fig. 9.29.

![Fig. 9.29 Potential distribution (in Joule) in a multi-cell structure composed of 6x6 wires. Reproduced from [77] with permission of the World Scientific Publ. Co.](image)

Additionally, the stacked or multilayered trapping structures can be designed. The potential shapes can be modified using the combined DC and RF excitations [66]. We evaluated the nanometric trapping multi-cell structures. In this case, to create a trapping well of a needed depth, only the currents of around several tens of µA are needed. The most atoms should be placed far enough from the carbon nanotubes to avoid the areas with strong attracting Casimir-Polder force, and the traps of 400 nm size are modeled, which may provide several seconds life-time of trapped bosons according to the estimations from [75],[76].

Our results presented here are of the preliminary character, and they can be modified further taking into account our near future simulation of condensates using the equivalent circuit approach.

Interesting results are obtained for the traps fed by combination of strong DC and RF fields. The effective potential formulas are derived using the dressed formalism obtained initially for the slow atoms trapped by laser light [55]. In contrast to the semi-classical theory, the outer EM field is quantized in this case. The atomic Hamiltonian is represented by a sum of the EM, atom, and dipole-interaction ones. In many cases, it allows to derive approximate analytical formulas for the spatially dependent effective potentials [82]-[87]. Additionally, combinations of DC and RF fields allow realizing a variety of potential shapes unavailable for the
DC magnetic traps, including those having the minima and maxima in space, which can trap atoms of different quantum states [66],[77],[82]-[87]. In these circuits, the quantum states of atoms can be controlled by a microwave field, which is interesting in quantum computing [88].

9.6.1.4 Transportation of Cold Matter

Transportation of cold matter is interesting in study of dynamics of cooled atoms and condensates. For instance, the atoms can be trapped and cooled in a special magneto-optical trap; meanwhile, a study of cold effects can be performed using integrated traps and devices. In this case, the cooled matter should be transported to another place or even into a new vacuum chamber. Besides, many effects as the quantum interferometry and the prescribed interactions of atoms or condensates take place in motion of these particles or their clouds.

The history of the theory and practice of cold atom transportation from the 90s to 2000 is considered in [53],[58], for instance. Several atom guides are shown in Fig. 9.30. It seems that the first experimental works were described in [88],[89] where a hollow optical waveguide was used to transport cold atoms (Fig. 9.30a). In this waveguide, the EH$_{11}$ mode has maximum at the center of the hole. The red-detuning allows isolating atoms from the waveguide wall, and the radiation pressure transports atoms along this waveguide with the velocity around 40 cm/s [89].

Fig. 9.30 Cross-sections of some cold matter guides. (a)- Hollow optical waveguide; (b)- Hollow optical waveguide equipped by four wires; (c)- Integrated two-strip guide with external biasing magnetic field $B_{ext}$; (d)- Integrated four-strip guide. Cold matter areas are shown in cyan color
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The increased heating of atoms in the light can be avoided using the blue-detuned laser light and the modes having minimum of the field along the axis of a hollow optical waveguide [53],[58]. In experiments of M.J. Renn and co-authors [90], atoms were trapped close to the axis of a hollow optical waveguide by blue-detuned laser light, and they were escorted along a 6-cm waveguide by the red-detuned light from another laser which radiation pressure moves the atoms.

Cold atoms can be moved through open space using hollow beams of blue-detuned laser light being confined inside the light tunnel [91]. The first experimentations allowed transportation of around of $10^8$ Cs atoms through an 18-cm-long light tunnel of 1-mm diameter.

Magnetic field confining atoms in a 2-D channel can be used for guiding cold matter. For instance, in [92], a hexagonal guide is proposed. It is built of six wires each carrying 300-A current. They confine $^{87}$Rb atoms in the cross-sectional directions and guide these atoms to another trap placed below of the atom vapor source. In [93], a curved beam guide of the radius 300 mm is described which is made of permanent magnets creating a quadrupole field. An additional weak longitudinal field is applied to prevent the spin-offs of atoms propagating along the curved axis of this guide. It demonstrates effective directing properties for atoms moving with the velocity from 30 m/s to 60 m/s.

In [94],[95], four wires are placed inside a silica tube for confining atoms moving inside a hole made in the center of this cylinder (Fig. 9.30b). The wires carry static electric currents which magnetic field confines the atoms close to the axis of this sealed hole. Additional pinch coils are used to avoid the spin-offs of atoms and to pump them along guide [95]. In [94], cold atoms move under the gravitational force.

A sealed guide for cold atoms proposed by us is shown in Fig. 9.31. It consists of a non-magnetic conducting cylinder with a hole inside. Close to the surface of the cylinder, a wire is placed. Both conductors carry currents $I_{cyt}$ and $I_{wire}$. The magnetic field inside the hole is composed of two fields from the cylinder and the wire, and zero magnetic field can be realized inside the hole. Being biased by a longitudinal magnetic field varying in the space and time, this waveguide can be used for transportation of cold matter along its $z-$axis.
Fig. 9.31 Cross-section of a cylinder guide for cold atoms placed inside the hole

Practical calculations of this guide and optimization of its geometry and currents were performed in [66] both analytically - using some formulas from [96], and numerically by the software tool AMPERES™ [65].

Fig. 9.32 shows distributions of the magnetic field $|\mathbf{B}(x, y = 0)|$ for Fig. 9.31 along the axis $x$ and given for different currents $I_{cyl}$ and $I_{wire}$. It is seen that the magnetic field has a zero at the center of the cylinder ($x = 1.1$ mm). Adjusting the currents on conductors, it is possible to place the second magnetic field zero close to the center of the hole ($x = 1.6$ mm). It is found that the depth of the trapping channel is varied from 14 $\mu$K to 93 $\mu$K, and the guide should be biased by a longitudinal magnetic field to avoid the Majorana effect destroying the orientations of atom spins along the hole axis. It is reached by using the biasing rings around the guide (Fig. 9.33) on which the same-direction currents are flowing. These rings are centered around the hole to avoid the influence of radial components of the ring magnetic field on the geometry of trapping channel.
Fig. 9.32 Magnetic field distribution $B_x = |\mathbf{B}|$ along the $x$-axis ($y = 0$) in cylindrical cold-atom guide given for different cylinder’s and wire’s currents. Geometrical parameters are: $R = 2 \text{ mm}$, $d_w = 1 \text{ mm}$, $x_a = 1.6 \text{ mm}$, and $x_w = 3 \text{ mm}$. Hole is shown by dashed lines. AMPERES simulations.

Fig. 9.33. Biased cylinder guide and several magnetic field level surfaced inside and outside the guide. AMPERES simulation.
Fig. 9.34 illustrates the biasing effect showing the trapping potential in $\mu$K along the $z$-axis of the hole. The low-field seeking atoms can be trapped at the potential minimum ($z = 0$). The geometry and currents are optimized to reach confining of atoms inside the hole (see Table 9.3).

**Table 9.3** Geometry and guide currents

<table>
<thead>
<tr>
<th>Cylinder radius, $R$, mm</th>
<th>Cylinder current, $I_{cyl}$, A</th>
<th>Wire current, $I_{wire}$, A</th>
<th>Hole coordinate, $x_h$, mm</th>
<th>Ring radius, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5.6</td>
<td>3.17</td>
<td>1.6</td>
<td>5.85</td>
</tr>
<tr>
<td>3</td>
<td>3.6</td>
<td>1.46</td>
<td>2.6</td>
<td>7.85</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>1.29</td>
<td>4.6</td>
<td>11.85</td>
</tr>
<tr>
<td>7.5</td>
<td>5.4</td>
<td>0.955</td>
<td>7.1</td>
<td>16.85</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>0.81</td>
<td>9.6</td>
<td>21.85</td>
</tr>
</tbody>
</table>

Fig. 9.34. Longitudinal dependence of the trapping potential $T = U/k_B$ along the guide channel biased by two currents 0.8 A flowing along two rings of the radii 1.75 mm. The rings are placed at the distance 30 mm from each other. The curves are given for 5 geometries and cylinder and wire currents (see Table 9.3). AMPERES simulations.
It is supposed that the slowly changing ring fields applied, it is possible to move the cold matter along the guide axis similarly to known solutions [95].

Cold matter can be moved not only along the straight channels, but also along the ones, which change the geometry and direction. For instance, in [97], it was proposed a convergent hollow optical fiber for increasing the atomic-phase density. The surface-wave mode field isolates the cold atoms from the wall and transports them from 500-µm side to 10-µm output, and the increase of 5 orders of phase space density occurs after 1-cm distance.

The cold atom flow can be turned, and one of these transportation elements is considered in [98] where atoms are moved at a distance around 30 cm through a 90° corner of a guide composed of the transfer coils with slowly varying currents. It allows moving the trapping potential minimum along the transportation trace.

Atoms can be transported in the vertical direction between the crossed channels. Some simulations of possible potential transformation are considered in [99] where two crossed wires carrying DC and RF currents are biased by DC rings. Slowly-varying ring fields allow touching the potential minima of these two crossed wires, and atoms can wander from one wire to another.

A number of integrated guides and components for handling cold matter and condensates have been proposed and studied in [70],[100]-[104]. For instance, atoms are confined in the minimum of the magnetic field created by DC currents and a permanent magnet. This minimum is placed at a distance from the substrate surface (Fig. 9.30c). In multi-strip guides, the non-zero trap minimum is created by four strips (Fig. 9.30d). These mentioned printed guides are manufactured using combination of sputtering and electroplating techniques. The confined cold matter moves along the waveguides under gravitational force in [103].

A slowly varied biasing magnetic field can be used to transport the cold atom clouds along an integration (conveyor belt) as it was proposed and shown experimentally in [70]. It can be used for prescribed interaction of cold atom clouds and condensates, which is interesting in quantum interferometry and quantum computing.

The trapping of cold atoms close to the domains of ferromagnetic nanowires was proposed and simulated in [102]. The nano-domain walls are moved together with atoms, and this effect can be used for transportation of atoms and for quantum processing.

The above-considered results are mostly on the transportation of cold matter as clouds of classical and semi-classical particles. Cooling the gaseous matter down to several tens or hundreds of nanoKelvins allows the Bose-Einstein condensates which particle wave functions are coherent. For many applications as the atomic clocks, interferometers and quantum gates and their integrations, the coherent handling of condensates is very important, and some theoretical and experimental results for integrated components can be found, for instance, in [80],[81],[86]-[88],[104]-[107].

In this Section only a couple areas have been touched upon in brief where the circuit models and classical circuit simulators can be used for simulation of the quantum-mechanical phenomena. Besides this review, many other problems are worthy of attention. Among them are the prospective elements of nano-integrations where classical electromagnetics meets its limitations and new
methods of advanced semi-classical electromagnetics should be created and applied. An interesting area is the imitation of quantum effects by classical circuits and EM structures which can lead to new components and systems [18],[44],[109],[110]. We suppose that the equivalent circuit approach which is ready to be used in these fields can deliver many interesting results in the future.
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10 EM Topological Signaling and Computing

**Abstract.** In the Chapter 4, a topological approach to the theory of EM boundary value problems has been already considered. Additionally to the computational aspects, the ideas of topology are applicable to the noise-tolerant signaling, computing, microwave imaging, and this application area and some related results are studied below. References -191. Figures -49. Pages -82.

10.1 Introduction to Topological Signaling and Computing

Our world is interacting by shape-modulated signals, and an origin of this communications might be from the atomic level where the geometry of orbits of electrons around nuclei is connected to their quantum numbers. The molecular shape is an essential factor in chemical and bio-chemical reactions and in the cell membrane activity [1],[2].

The information in brain is represented by spatio-temporal patterns kept in cortical columns and processed by sophisticated spatially distributed neural networks [3]-[7]. Image recognition and processing are the most important application areas of the computer science and today’s computers, and the powerful video co-processors are operating giga- and teraflops of information represented by pixels. The nature operates with whole images rather than with the detailed and digitized pictures, and a research on how it happens in vivo is crucial in the study of molecular, cellular, and brain activity. This study requires joint efforts of the scientists from mathematics, physics, computer engineering, neural physiology, and biology. Many scientists suppose that the most important information in the brain is with the topology of objects, and the detailed geometrical characteristics play only the secondary role. Additionally to the spatial characteristics, the patterned signals have their intensity or amplitude, and the interplay of these parameters opens a wide area of new logic circuit developments.

McKinsey and Tarski [8] proposed to assign a logical unit to the figure topology and to create the “shape logic”. The most important problem in the implementation of this idea is to find a carrier of “topological” information compatible with contemporary electronic technology and design methodology.

Below some results on the use of these ideas are considered starting with the theory and simplified logic gates up to the recently developed predicate logic processor. Related data of other authors are shown as well.
10.2 Topology and EM Signaling

According to mathematics, topology studies the spatial properties of figures preserved by bi-continuous deformations. Two figures, which cannot be transformed to each other by these transformations, are topologically different. Since the work of H. J. Poincaré on topology, it has been developed several mathematical techniques on the proof of topological identity of spatial forms in the 2-D, 3-D and multi-dimensional spaces, excepting the 4-dimensional one. It means that the spatial forms can be selected in such spaces and numbered by symbols.

Our world has four dimensions; the three of them are assigned to space and the fourth one is for time. Unfortunately, to find a way to distinguish the topological shapes in the 4-dimensional world was the most difficult task during many decades. Only recently, G. Perelman has solved this “Problem of the Millennium” and derived a proof for the Poincaré conjecture on the characterization of 3-D sphere amongst all 3-D manifolds [9],[10]. Another work related to this problem is a paper of A. Thomson who found a proof that an algorithm exists, and it works for detecting the 3-D sphere in the 4-D space [11]. Roughly speaking, the topologists are on the way to find the methods of digitalizing the shapes in the 4-D world.

In spite of these solved problems are from a highly abstract mathematics branch, such methods can find applications in digital signal processing for optical communications, radar engineering, and microwave communications where the signals have complicated space-time distributions of their EM fields. The field-force lines and their differential equations describe the spatial forms of these signals. The phase space of these equations has four dimensions, and a topological theory of these spatio-temporal forms is in a high demand.

Our research on topological analysis and solutions of boundary problems of electromagnetism started in 1988 [12],[13]. Traditionally, since the Faraday’s time, the electric and magnetic fields have been described by their force lines. Each line is a trajectory of a hypothetical electric or “magnetic” charge moving in the electric or magnetic field, correspondingly. These trajectories are the solutions of ordinary differential equations - dynamical systems. A set of trajectories composes a field-force line map qualitatively described by its skeleton - topological scheme \( T \) that is a set of the field separatrices and the equilibrium field positions. The first ones are the vector manifolds in the phase space of dynamical systems. The topological solution of an EM problem consists of analytical or semi-analytical composing of topological schemes according to the given boundary. Later, this theory allowed proposing the topological modulation of the field, a theory of these signals, the first digital components and a couple of variants of a predicate logic processor [14]-[72].

Logical variables are assigned to the topological field schemes, and the mentioned signal is a series of field impulses with their discretely modulated spatio-temporal forms. These impulses propagate along the multimodal transmission lines. Each mode has a unique shape of its field, i.e. the modes are distinguished from each other by their topological schemes of their field-force line maps. A binary system requires two impulses with the topologically different spatio-temporal contents assigned for the logical units “0” and “1”, and some transmission lines
supporting the bi-modal regime were studied [18],[19],[34],[36]. For instance, a microstrip-slot transmission line (Fig. 10.1, a) guides the quasi-TEM microstrip mode and quasi-TE slot mode, and it is for microwave signaling. The coupled strips (Fig. 10.1b) and microstrips (Fig. 10.1c) lines are for digital and microwave signals. The ridged waveguide (Fig. 10.1d) supports two modes (TE$_{10}$ and TE$_{20}$) with the equalized modal velocities and topologically different microwave fields.

![Fig. 10.1](image)

**Fig. 10.1** Cross-sections of bi-modal transmission lines. (a)- Microstrip-slot transmission line; (b)- Coupled strips line; (c)- Coupled microstrips line; (d)- Ridged rectangular waveguide for TE$_{10}$ and TE$_{20}$ modes.

The main requirement is that the modal impulses having certain spatial topology should not be transformed to each other while propagating along the interconnects from one gate to another. Strong restrictions are for preventing the inter-symbol interference. The switching and energy recovering of each impulse should not be followed by parasitic excitation of an unwanted mode. From the EM point of view, these restrictions are severe for high-speed signaling and switching, and these cases should be studied carefully. Below some ideas of this kind are considered.

### 10.3 Topological Description of the Non-stationary EM Field

Geometrical description of the non-harmonic signals by field-force lines supposes solving the non-stationary wave equations with the boundary and initial conditions for the electric $\mathbf{E}$ and magnetic $\mathbf{H}$ fields [73]:

$$
\Delta \mathbf{E} \left( \mathbf{r}, t \right) - \frac{\varepsilon \mu}{c^2} \frac{\partial^2 \mathbf{E} \left( \mathbf{r}, t \right)}{\partial t^2} = \frac{1}{\varepsilon \varepsilon_0} \nabla \cdot \mathbf{\rho} \left( \mathbf{r}, t \right) + \mu_0 \mu_r \frac{\partial \mathbf{J} \left( \mathbf{r}, t \right)}{\partial t},
$$

(10.1)
\[ \Delta \cdot \mathbf{H}(\mathbf{r},t) - \frac{\varepsilon \mu}{c^2} \frac{\partial^2 \mathbf{H}(\mathbf{r},t)}{\partial t^2} = -\nabla \times \mathbf{J}(\mathbf{r},t) \]  

where \( \rho(\mathbf{r},t) \) is the time-dependent electric charge, and \( \mathbf{J}(\mathbf{r},t) \) is the time-dependent electric current.

There are two types of the above-mentioned non-stationary phenomena. The first of them is described by the separable spatio-temporal functions \( \mathbf{E}(\mathbf{r},t) = E(x,y)e(z)e(t) \) and \( \mathbf{H}(\mathbf{r},t) = H(x,y)h(z)h(t) \). Typically, these are the effects in regular TEM and quasi-TEM lines modeled by frequency-independent circuits. Others require more complicated solutions with the non-separable spatio-temporal functions \( \mathbf{E}(\mathbf{r},t) \) and \( \mathbf{H}(\mathbf{r},t) \).

In general, the field-force line maps of non-stationary fields can be obtained solving the non-autonomous dynamical system considered in Chpt. 4:

\[
\frac{d\mathbf{r}_{e,h}}{dt_{e,h}} = \begin{bmatrix} E(\mathbf{r},t_e) & H(\mathbf{r},t_h) \end{bmatrix} \begin{bmatrix} \frac{\partial s_e}{\partial t_e} & \frac{\partial s_h}{\partial t_h} \end{bmatrix}.
\]  

There are several ways how to study the topology of non-stationary fields. One way is to consider the time as a bifurcation parameter and to solve the field force-line equations (10.3). Another way is introducing a quasi-spatial variable \( \tau \), and the transformation of the non-autonomous system (10.3) into the autonomous one:

\[
\frac{d\mathbf{r}_{e,h}}{d\tau_{e,h}} = \begin{bmatrix} E(\mathbf{r},\tau_e) & H(\mathbf{r},\tau_h) \end{bmatrix} \begin{bmatrix} \frac{\partial s_e}{\partial \tau_e} & \frac{\partial s_h}{\partial \tau_h} \end{bmatrix},
\]  

\[
\frac{d\tau_{e,h}}{dt_{e,h}} = 1.
\]

This system requires a special description of its topology of the phase space, because it has no zeroes of the right part of the extended system (10.4). Anyway, the topological schemes in both cases (10.3) and (10.4) are composed of hyper planes of their 4-D spaces, and signaling using these fields can be considered as the communications by 3-D manifolds [71].

### 10.4 Topological Modulation of the Field

The carrier of topological information is a certain spatio-time structure of the EM field. To define the field characteristics, which are able carrying discrete information, consider the spatial field maps of the time-dependent 3-D electric and magnetic fields.

A field-force line map is described with its topological scheme. According to the Andronov’s definition [74], it is an arranged set of equilibrium points and separatrices of the field force-line maps. For the electric or magnetic field, it is written each own topological scheme \( T_{e,h} \), correspondingly. Taking into account the
time dependence of fields, the considered schemes are the objects that have certain shapes in 4-D phase space.

The schemes of the $i$-th and $j$-th fields can be non-homeomorphic to each other, i.e. $T_{e,h}^{(i)} \not\cong T_{e,h}^{(j)}$, and a natural number $i$ or $j$ can be assigned to each of these schemes. For example, the modes of a transmission line can have non-homeomorphic topological skeletons of their fields, and they are identified by modal numbers. Additionally, the non-homeomorphic schemes can be composed of combinations of modes, as well. In general the number of modes and their combinations is infinite for a given transmission line, but for a certain frequency band only a few of them are propagating. A set of two non-homeomorphic topological schemes of the propagating modes can correspond to the binary system $\{i = 0, j = 1\}$. Manipulation of topological schemes according to a digital signal is the topological field modulation [18]. The digital operations with these signals are the topological computing [14].

10.5 Studied Topologically Modulated Field Shapes

Several types of signals have been studied. Among them are the impulses of the TE (transverse electrical) –modes in rectangular waveguides, hybrid modes of strip-transmission line, TEM, and quasi-TEM (transverse EM) modes in coupled triplate and microstrip lines (Fig.10.1).

10.5.1 Quasi-TEM Signaling

For the TEM or quasi-TEM signaling, a chosen transmission line should consist of several signaling strips and a ground. The coupled strips line or triplate (Fig.10.2b) is one of the best candidates for TEM communications. The even and odd modes of this line are of the TEM type and the hybridization of their fields is low which is caused only by imperfect conductors. These modes have equal modal velocities, and they have very low dispersion, which is very important for high-speed signaling.

The odd mode’s electric field is marked by “0” in Fig. 10.2a. The even mode’s electric field is marked by “1” in the same figure. Magnetic fields of both modes are shown in Fig. 10.2b.

The modal field topological schemes $T_{e,h}^{(odd)}$ and $T_{e,h}^{(even)}$ of these modes are not homeomorphic to each other, and the logical levels “1” and “0” are assigned to them. Then a topologically modulated signal is a series of modal impulses as shown in Fig. 10.2a,b, and the signal “topology” is changed from impulse to impulse.
Fig. 10.2a Electric field of topologically modulated impulses in a coupled strips transmission line at a fixed moment of time. The ground plates are not shown.
These TEM modes have negligible longitudinal field components, and their topological schemes are described by a projection of the field on the plane which is normal to the propagation direction. The modal field-force line pictures of the electric field at a fixed moment of time at an arbitrary point of the $z$-axis are shown in Fig.10.3 where the topological schemes of the odd $T_e^{(odd)}$ and even $T_e^{(even)}$ correspond to the logical “0” and “1”, respectively. The modal magnetic field-force line pictures are shown in Fig. 10.4.
During propagation along this transmission line, these modal schemes are unchanged, i.e. at any moment of time and at any point of the longitudinal coordinate $z$, the field-force line maps of impulses are identical to each other due to the negligible dispersion and loss. In this case, a signal impulse is described by the following formula:
where $E(t)$ and $H(t)$ are the envelope functions, \( \begin{bmatrix} E(r) \\ E(r) \end{bmatrix} \) and \( \begin{bmatrix} H(r) \\ H(r) \end{bmatrix} \) are the space-dependent coefficients responsible for the spatial content of the signal.

It follows, that for such signals the envelope functions $E(t)$ and $H(t)$ and the vector-spatial coefficients in (10.5) can be manipulated independently. Then this space-time signal is a series of impulses of the even and odd modes propagating along the transmission line as shown in Fig. 10.2. It is supposed that the independent manipulation of the envelope and spatial contents is allowed in the case of non-TEM modes if only some restrictions are fulfilled.

Taking into account this possibility of independent manipulations of the impulse magnitude and its topological scheme, the introduced impulses are the two-place signals $S$:

$$ S = (T, a) $$

where $T$ corresponds to discrete spatial content or topological scheme, and $a$ is the impulse magnitude. This expression relates to a predicate formula where $T$ is the predicate variable, and $a$ is the quantifier, for instance. Then the most pertinent logic for topologically modulated signals is the predicate one [75], and some circuitry can be designed using the rules of this logic.

### 10.5.2 Signaling by Non-separable Field Impulses

In general, the EM signals are described by the systems (10.3) and (10.4) for non-separable fields and with the topological schemes $T_{e, o}(r, \tau)$ defined at the (3+1)-D phase space $(r, \tau)$. Topological signaling means launching the EM impulses of topologically different contents defined in the (3+1)-D phase space of this system, and to which the Boolean variables are corresponding. This case is less studied, and more efforts should be applied to research the advantages of this signaling and the areas of its applications.

### 10.5.3 Noise Immunity

An attractive feature of this communication is that the increased noise immunity can be reached using these signals. Intuitively, it follows from the coarseness of topological schemes of the stable dynamical systems [74]. An accurate estimation of the noise immunity is derived from the general theory of space-time modulated signals [18].
Consider \( u_{i,0}(r,t) \) are the binary space-time modulated impulses defined for the spatial volume \( V \) and the time interval \( T \). The lower limit of the conditional probability error \( P_{\text{err}} \) is estimated according to a formula from [76]:

\[
P_{\text{err}} \geq \frac{1}{2} \left[ 1 - \Phi \left( \frac{1}{N_0} \int_0^T \int_0^V \left[ u_{0}(r,t) - u_{1}(r,t) \right]^2 \, dv \, dt \right) \right]
\]

(10.7)

where \( N_0 \) is the signal norm, and \( \Phi \) is the Krampf function. It follows that \( P_{\text{err}} \) is the minimal one if the impulses corresponding to the binary “0” and “1” are orthogonal to each other:

\[
\int_0^T \int_0^V u_{0}(r,t) u_{1}(r,t) \, dv \, dt = 0.
\]

(10.8)

Particularly, such signals can be the impulses of the waveguide eigenmodes having topologically different maps of field-force lines. Thus, the topologically modulation can be based on the modal manipulation, and it can provide increased noise immunity. To establish a more accurate theory of these signals, the general theory space-time signaling should be applied [76],[77].

### 10.6 Passive Gating of Microwave Topologically Modulated Signals

Digital hardware for topologically modulated signals should detect the impulses with different time-varying 3-D digital shapes and compare them according to a certain logic. By the detection we mean the development of a signal which confirms the arriving of an impulse of a certain topological scheme. Additionally, the topologically modulated signals can be compared with each other or be interpreted regarding to a spatial hardware structure similarly to optical holography, for instance. Formally, this hardware needs an established theory of the non-autonomous 3-D dynamical systems or (3+1)-D dynamical systems and a topological theory of 3-D manifolds and oriented graphs in the (3+1)-D phase space. Unfortunately, these theories are only in the beginning of their developments. For instance, only recently the famous Poincaré conjecture regarding to 3-D manifolds from the 4-D space has been proofed by G. Perelman.

Our research started in 1988, and, initially, the 2-D and 3-D EM fields were studied from the topological point of view [12]. Then the main attention was paid to a qualitative theory of the boundary problems of electromagnetism (See Chpt. 4). These techniques allow for the analytical or semi-analytical composition of topological schemes of EM fields according to the given boundary conditions. The bifurcation parameters for these systems are the frequency or the given boundary conditions and the domain geometry. It is found that the field-force line maps nonlinearly depend on the boundary conditions, which smooth variation can change the topological schemes of the excited fields.
Later, in 1993, the modal diffraction was considered in a wave transformer from the viewpoint of the geometry of diffracted field [20],[21],[36]. It is found that the topology of the output signals discretely depends on the input signal magnitudes and their fields. Then this effect can be used to develop the circuits for processing of topologically modulated signals.

The following example illustrates the effect of passive switching of topologically modulated microwave signals. For this purpose, a circuit arranging the impulses of different topological schemes into different outputs is represented as a generalized wave transformer.

![Wave transformer diagram](image)

**Fig. 10.5** Wave transformer

It consists of the central cavity $V$ and the $N$ arms. The input fields excite $K$ arms. An example of a four-arm ($N=4$, $K=2$) wave transformer is shown in Fig. 10.5.

The EM power conservation law equation in this cavity is written as

$$\frac{dW}{dt} = \sum_{k=1}^{K} p_{in}^{(k)} - \sum_{n=1}^{N} p_{sc}^{(n)}$$

(10.9)

where $W$ is the EM field energy in the transformer volume $V$, $p_{in}^{(k)}$ is the vector Poynting flow of the incident fields from the $k$-th arm, and $p_{sc}^{(n)}$ is the vector Poynting flow of the scattered field to the $n$-th arm.
This expression is written using the field vectors $\mathbf{E}^{(V)}$ and $\mathbf{H}^{(V)}$ in the central cavity and in the $k$-th ($\mathbf{E}^{(k)}_{\text{in}}, \mathbf{H}^{(k)}_{\text{in}}$) and $n$-th arms ($\mathbf{E}^{(n)}, \mathbf{H}^{(n)}$):

$$\frac{1}{2} \frac{d}{dt} \left( \varepsilon_{\text{a}} \left( \mathbf{E}^{(V)}(r,t) \cdot \mathbf{E}^{(V)}(r,t) \right) + \mu_{\text{a}} \left( \mathbf{H}^{(V)}(r,t) \cdot \mathbf{H}^{(V)}(r,t) \right) \right) dV =$$

$$= \sum_{k=1}^{K} \int \left[ \mathbf{E}^{(k)}_{\text{in}}(r,t) \times \mathbf{H}^{(k)}_{\text{in}}(r,t) \right] \mathbf{v}_{k} ds -$$

$$- \sum_{n=1}^{N} \int \left[ \mathbf{E}^{(n)}(r,t) \times \mathbf{H}^{(n)}(r,t) \right] \mathbf{v}_{n} ds. \quad (10.10)$$

Substituting the electric and magnetic field vectors from (10.3), the power conservation law (10.10) is written using the geometrical field characteristics:

$$\frac{1}{2} \frac{d}{dt} \left( \varepsilon_{\text{a}} \left( \frac{d\mathbf{r}^{(V)}(t)}{ds_e} \right)^2 + \mu_{\text{a}} \left( \frac{d\mathbf{r}^{(V)}(t)}{ds_h} \right)^2 \right) dV =$$

$$= \sum_{k=1}^{K} \int \left[ \mathbf{E}^{(k)}_{\text{in}}(r,t) \times \mathbf{H}^{(k)}_{\text{in}}(r,t) \right] \mathbf{v}_{k} ds -$$

$$- \sum_{n=1}^{N} \int \left[ \frac{d\mathbf{r}^{(n)}(t)}{ds_e} \times \frac{d\mathbf{r}^{(n)}(t)}{ds_h} \right] \mathbf{v}_{n} ds \quad (10.11)$$

where $\varepsilon_{\text{a}}$ and $\mu_{\text{a}}$ are the absolute permittivity and permeability, respectively, of the medium inside the transformer volume, and $\mathbf{v}_{k}$, $\mathbf{v}_{n}$ are the normal unit vectors to the opening surfaces of the $k$-th and $n$-th arms, respectively (Fig. 10.5). This equation shows the evolution of the geometry of the excited fields to a steady state if a transient happens with the incident signal.

Taking into account that a field-force line picture is a particular case of images, let us compare the proposed method with the techniques used in signal processing and topology. For example, the images can be enhanced using the partial differential diffusion equation [78]. For a 2-D image, an equivalent stationary energy functional is written, and the image enhancing is associated with the minimization of the “image energy.” Unfortunately, this method increases the geometrical entropy of the processed image, and it has limitation of its use.

The energy approach was used by G. Perelman for his proof of the Poincare conjecture [9],[10]. The used Ricci flow is similar to the nonlinear partial differential diffusion equation. He shows that the time evolution of a closed 3-D manifold of an arbitrary geometry and associated with the Ricci-flow leads to the 3-D sphere, and this process is equivalent with reaching the maximum entropy because of the fundamental simplicity of the sphere.

Signal processing is with increase of information, and the above-mentioned equations have limited applications in logical processing of image-like objects. Here, the time evolution of a geometry should lead to a certain figure, which shape is not always coupled with the maximum of geometrical entropy.
The equations (10.11), derived in 1993, are the energy flow equations, but geometrical solutions of them are not with the maximum of geometrical entropy. The transients in the above-considered wave transformer lead to excitation of the cavity and the portal modes. Their fields have a certain space-time geometry which depends on the boundary, initial conditions, and transformer geometry. The resonances and the non-zero excitations do not allow degrading the field to the noise-like distribution of maximal geometrical entropy. Then the above-considered effects and the equations (10.10) and (10.11) can be used to describe the information dynamics of such a sort of devices instead of the methods associated with the entropy maximum.

The equ. (10.11) shows that the geometry of the field-force line maps inside the transformer and in the output arms depends nonlinearly on the input fields and the relationships of their amplitudes. The topological maps can be changed discretely by a smooth variation of the incident field parameters under a certain condition. Particularly, it allows controlling the field distribution of the output fields. If a field is close to a propagating mode of the \( n \)-th output, then the matching conditions allow transmitting an increased portion of power of the incident signal to this port. Other terminals can be isolated from the input if this signal excites the evanescent modes in them. Then switching of the input signal from one output to another can be realized by choosing the input signal parameters.

Considering the (3+1)-D dynamical systems (10.3) and (10.4), it follows that it is possible to design the devices handling the signals composed of 3-D manifolds and having their different space-time topology. Another conclusion is that the discrete dynamics of the vector maps is caused by wave diffraction and interference instead of switching mechanisms of semiconductors. Although the transistor is the best switching device ever made by engineers, the Nature can realize the digital-like mechanisms using other less-energy-consuming means.

10.7 Theoretical and Experimental Validations of the Proposed Signals and Their Processing

10.7.1 Passive Switches and Their Experimental and Theoretical Studies

Our initial research was more aimed to the validation of the proposed logical handling of microwave and digital topologically modulated signals instead of the direct developments for commercial applications. These designs and simulations proved the idea of logical handling of such signals. Later, these results inspired the developments which were more relevant for market needs, and a couple of variants of a predicate logic processor were proposed for artificial intelligence applications [63]-[72].
A couple of the developed and tested passive gates of topologically modulated signals are shown in Figs. 10.6 and 10.7, and they are to switch the even and odd modes of coupled microstrip lines (input I) to the separated outputs II (slotline) and III (two-conductor line). Taking into account the reversibility of the circuits, the modes of coupled microstrips can be excited by signals from corresponding ports II and III.

**Fig. 10.6** Resonant spatial switch for microwave topologically modulated signals. Adapted from [16]
This originally proposed gate is based on the resonant coupling of the slot mode and the even mode of coupled microstrips. The differential signal of the odd mode can be taken by a two-conductor line or a coaxial waveguide. The signal from the slot line is taken by a coaxial waveguide in this case. Measurements show the isolation of the outputs over 20-30 dB at the resonant frequency 3 GHz, depending on design. The loss is about several dB measured for whole integration together with the transitions to the coaxial lines [16],[18],[28].

Another circuit, containing matching resistors, is assigned for digital applications where the signals can be restored by transistor gates (Figs 10.7 and 10.8). It demonstrates large bandwidth and, unfortunately, increased loss [21],[25],[26],[28],[36]. It consists of the input coupled microstrip transmission lines I shorted through the resistors \(R\) to the microstrip line II, the two-strip or two-wire line III orthogonally connected to this joint of the lines I-II, and the resistors \(R\).

![Passive spatial switch](image)

**Fig. 10.7** Passive spatial switch for topologically modulated signals. Adapted from [36]

Its equivalent circuit and truth-table are shown in Figs. 10.8 and 10.9, correspondingly.
The input signal (Port I) is a series of video or sinusoidal impulses of the even and the odd modes of coupled strips line. Their field topological schemes are not homeomorphic to each other, and the even and the odd ones correspond to the logical levels “1” and “0”, respectively.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$\mathcal{N}$</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;0&quot;</td>
<td></td>
<td><img src="image1" alt="Diagram" /></td>
<td><img src="image2" alt="Diagram" /></td>
<td><img src="image3" alt="Diagram" /></td>
</tr>
<tr>
<td>&quot;1&quot;</td>
<td></td>
<td><img src="image4" alt="Diagram" /></td>
<td><img src="image5" alt="Diagram" /></td>
<td><img src="image6" alt="Diagram" /></td>
</tr>
</tbody>
</table>

**Fig. 10.8** Equivalent circuit of passive spatial switch. I- input on the coupled strip line, II- output of the topological “1”, and III- output of the topological “0”. Adapted from [36]

**Fig. 10.9** Truth-table for the passive switch of topologically modulated signals realized on strip transmission lines. Adapted from [36]
These input signals are switched to the outputs II and III according to the truth-table shown in Fig. 10.9 where $L$ is assigned for the logical levels, and $n$ is for the input/output numbers. This circuit is logically reversible, and the signals from the outputs can excite corresponding modes separately in time or at the same moment.

This passive gate was studied experimentally for low-rate digital signals only [40]. A measurement setup is shown in Fig. 10.10.

![Fig. 10.10](image)

**Fig. 10.10** Measurement setup for a passive switch of topologically modulated signals. G- Generator of topologically modulated signals, C- Controlling circuit, $R = 50 \, \Omega$ – Thin-film resistors, and TS- Plate with the switch. Adapted from [40]

In this design, a generator of topologically modulated signals $G$ and the plate with the switch TS are placed separately from each other but connected to the common ground. Some results are shown in Figs. 10.11 and 10.12. The input voltage is measured at the 2 points marked by “a” and “b” in Fig. 10.10. The output voltage of the logical “1” is at the output II loaded by a high-ohmic resistor to the ground. The output voltage of the logical level “0” is measured as the differential signal at the port III. The time diagrams show the switching of impulses to different outputs according to the truth-table of Fig. 10.9. The isolation of the outputs is measured at frequencies below 1 MHz, and it is around 30 dB.
Fig. 10.11 Input even mode impulses measured at the points $a$ and $b$ (see Fig. 10.10) and the switched output signal $U_{\Pi}$
The transients of this passive switch of a monolithic design are estimated roughly in [36],[41] by theoretical modeling. It was supposed that the switch was manufactured on the substrates with $\varepsilon_r = 3.5$ and $9.6$ and height $h = 3 \, \mu m$. 

**Fig. 10.12** Input odd mode impulses measured at the points $a$ and $b$ (see Fig. 10.10) and the switched output signal $U_{\text{int}}$. 

The transients of this passive switch of a monolithic design are estimated roughly in [36],[41] by theoretical modeling. It was supposed that the switch was manufactured on the substrates with $\varepsilon_r = 3.5$ and $9.6$ and height $h = 3 \, \mu m$. 

The thin-film resistors of the width \( w \) are considered as the transmission lines of the length \( \Delta l \) placed at the distance \( s \) from each other. The resistor length, the end and shunt capacitances of thin-film resistors are taken into account by the used equivalent circuit. The coupling of resistors is not considered, and the parasitic reactivities of junctions to a single microstrip and to a "vertical" two-conductor line are neglected. The dispersion of modes and the influence of skin-effect in resistors are not taken into account. Instead, the worst-case scenario is studied when practically rectangular voltage impulses of the even and odd modes are applied to the input \( I \) consisting of the coupled strips of the same geometry as the resistor part of the switch. The outputs \( II \) and \( III \) are loaded by 50-Ohms instead of using separate loads adapted to the common and differential excitations. Variation of parameters of the resistors allows to find those of them which minimally distort the signals of both common and differential types. The results of estimations of transients are given in Fig. 10.13a-c and Fig. 10.14a-c for the rectangular even and odd input signals, respectively.

These modeling results show that the time delay of the switched impulse is roughly determined by the length of resistors. To estimate its influence, the phase constant is approximately derived from the model of an ideal microstrip transmission line of the same geometry. More serious signal distortion is with mismatching and ringing. In the case of even mode, the transients of this kind can be decreased by proper matching and decreasing of parasitics of joints.

In the case of the odd-mode excitation, the switch resistors are shorted at their ends, and the signal is reflected multiple times from this joint. Proper tuning of the resistor value adapted to the input and output loads decreases this ringing. The performed simulations in both cases demonstrate the duration of transients of the order of several tenths of a picosecond in spite of the worst-case scenario excitation.

The transients can be decreased further using more realistic signals which time shape is close to the Gaussian function. The modeling results of this kind are in Fig. 10.15 where the Gaussian input signals are shown together with the output signals, and the ringing is not strong enough, as it is seen.

![Fig. 10.13a Rectangular even mode impulses of the 1 V magnitude at the output II calculated for \( R=10, 50, 100 \) Ohm, and \( 1 \) MOhm. The output port II load is \( Z^{(l)}=50 \) Ohm, \( \varepsilon_r=3.5, h=3 \) \( \mu \)m, \( \Delta l=1 \) \( \mu \)m, \( w=1 \) \( \mu \)m, \( s=1 \) \( \mu \)m]
Fig. 10.13b. Rectangular even mode impulses of the 1 V magnitude at the output II calculated for $R=10$ Ohm, 50 Ohm, 100 Ohm, and 1 MOhm. The output port II load is $Z^{(r)} = 50$ Ohm, $\varepsilon_r = 3.5$, $h=3\,\mu m$, $\Delta l = 1\,\mu m$, $w=4\,\mu m$, $s=1\,\mu m$

Fig. 10.13c. Rectangular even mode impulses of the 1 V magnitude at the output II calculated for $R=10$ Ohm, 50 Ohm, 100 Ohm, and 1 MOhm. The output port II load is $Z^{(r)} = 50$ Ohm, $\varepsilon_r = 9.6$, $h=3\,\mu m$, $\Delta l = 1.5\,\mu m$, $w=1.5\,\mu m$, $s=1\,\mu m$
Fig. 10.14a Rectangular odd mode impulses of the 1 V magnitudes at the output calculated for $R=10$ Ohm, 50 Ohm, 100 Ohm, and 1 MOhm. The output port III load is $Z^{(ar)} = 50$ Ohm, $\varepsilon_r = 3.5$, $h=3\ \mu$m, $\Delta l=1\ \mu$m, $w=1\ \mu$m, $s=1\ \mu$m

Fig. 10.14b Rectangular odd mode impulses of the 1 V magnitudes at the output calculated for $R=10$ Ohm, 50 Ohm, 100 Ohm, and 1 MOhm. The output port III load is $Z^{(ar)} = 50$ Ohm, $\varepsilon_r = 3.5$, $h=3\ \mu$m, $\Delta l=1\ \mu$m, $w=4\ \mu$m, $s=1\ \mu$m
10.7 Theoretical and Experimental Validations of the Proposed Signals

**Fig. 10.14c** Rectangular odd mode impulses of the 1 V magnitudes at the output calculated for $R=10$ Ohm, 50 Ohm, 100 Ohm, and 1 MOhm. The output port III load is $Z^{(III)} = 50$ Ohm, $\varepsilon_r = 9.6$, $h=3$ $\mu$m, $\Delta l = 1.5$ $\mu$m, $w = 1.5$ $\mu$m, $s = 1$ $\mu$m

**Fig. 10.15a** Gaussian even mode impulses transmitted through the switch. $R=10$ Ohm, 50 Ohm, 100 Ohm, and 1 MOhm, $Z^{(II)} = Z^{(IV)} = 50$ Ohm, $\varepsilon_r = 3.5$, $h=3$ $\mu$m, $\Delta l = 1$ $\mu$m, $w = 1$ $\mu$m, $s = 1$ $\mu$m
A comparative energy analysis of this switch is performed in [28], where it is shown that even the picosecond delay-time passive switches of a micrometer size had the energy factor around 0.02 fJ, which is calculated as the thermal loss power multiplied by the time delay. This evaluation was performed in 1994, and according to the available data at that moment on the semiconductor gates consisting of a couple of transistors, it was a couple of orders better than those for other analogs. Contemporary technology allows manufacturing more enhanced integrated elements of the size comparable with a couple of tens of nanometers, and, according to the elementary scaling, the delay time of passive switches can be improved, again. Of course, the designed switch distorts the signals due to the loss and transients, and the switched impulses need periodical restoration.

Concluding the transient modeling, it is necessary to underline that the final estimation of the time delays and transients durations can be obtained from experimentations, only. Indirect confirmation of increased speed of the passive switching is from a later work [79] where an AND gate on coupled microstrips line is studied experimentally. It is shown the workability of these circuits for 80-Gps signals. It is predicted by simulations that the 200-Gps signals can be switched by passive gates with the length of coupled lines $l=800 \, \mu m$ and width $w=15 \, \mu m$. Nowadays technologies allow manufacturing on the several-tens-of-nanometers scale, and the possibilities of passives and ultra-high speed transistors are estimated more optimistically for realization of space-time logic and computing.

### 10.7.2 Hardware for Measurements of Picosecond Circuits

For measurements of the picosecond even/common mode signals and the digital circuits, a custom-made generator was designed [57].
It consists of several building blocks (Fig. 10.16). The Main Generator 1 is the source of impulses with the front width around 1 ns, and they are used as clocks as well. The Switched Delay Line Section 2 allows regulation of the delay for 25, 50, and 100 ns. Smooth regulation in the limits of 0-25 ns is controlled by a separate handle. The sections of Shaping of Impulses 3 and 4 allow forming a series of impulses with the fronts around 100 ± 5 ps and duration of 1 μs. This long duration allows studying the transients of measured circuits for each front of an impulse. The common and differential output signals with the controlled amplitudes within 3-5 V are taken from the 50-Ω coaxial connectors.

![Diagram of picosecond generator](image)

**Fig. 10.16** Picosecond generator. 1- Generator; 2- Switched delay line section; 3- Main impulse shaper; 4- Impulse shaper

Fig. 10.17 shows the inside of the device. In Fig. 10.18, the front panel of the picosecond generator is given.

The generator characteristics are measured using some simple passive circuits and a high-speed oscilloscope, and the measurements show that the positive and negative impulses have the shape error no more than ±3%, and they can be used for generation of differential/common modes in coupled microstrips transmission lines. Some results of the measurements of 3-port circuits (terminated and non-terminated Y-joints of microstrip lines) are published in [45],[57]. The obtained results and developed hardware were a part of an initial experimental R&D on the study of picosecond switches of topologically modulated signals.
10.7.3 Diode Equipped Switch

Another part of our attention was paid to the digital circuits based on a mixed technology and which designs consisted of passive and semiconductor components to switch the signals according to their magnitudes and topological field schemes. One of the simplest gates of this kind and its truth-table are shown in Figs 10.19 and 10.20, respectively, and it is the above-considered resistive switch equipped additionally by diodes $D_2$ and $D_3$.

The input signal is the series of the even and odd modes of a coupled strips line I, and it is switched according to their topologically modulated spatial contents and the magnitudes of these impulses (Fig. 10.20). The even mode impulses are transmitted to the output II connected by the diode $D_2$ to the ground. The signal is at this output if the impulse has a large negative magnitude to keep the diode closed.
The odd signal should have a certain polarity and strength to close the diode $D_1$ to support a large differential signal corresponding to the logical “1”. Thus, one information parameter can control the signal flow, and this gate is an example of the reconfigurable logic circuitry.
Different components of this type were simulated and measured in [39]. One of the studied switches was designed according to the microwave hybrid IC technology with the following parameters of the circuit [23]. The substrate of the height \( h = 0.5 \) mm is of the permittivity \( \varepsilon_r = 3.5 \). The coupled microstrips line has the characteristic impedances of the even and odd modes \( Z_{c}^{(e)} = 111.9 \Omega \) and \( Z_{c}^{(o)} = 37.1 \Omega \), respectively. The switch’s resistors are of \( R = 24.5 \Omega \).

The transients were simulated during the signal switching by diodes according to the truth-table from Fig. 10.20. Figs 10.21-10.24 show some simulation results. Each of these plots shows the input (dashed lines) and output (solid line) signals. They are distorted due to the parasitics of microstrip layout and lumped diodes.

**Fig. 10.21** Transients for the odd mode excitation. Diode \( D_3 \) is open and \( U_a < 0, U_b > 0, |U_a| = |U_b| \). See the 2nd row in Fig. 10.20. Adapted from [23],[39]
Fig. 10.22 Transients for the odd mode excitation. Diode $D_3$ is closed and $U_+ > 0$, $U_- < 0$, $|U_+| = |U_-|$. See the 1st row in Fig. 10.20. Adapted from [23],[39]
Fig. 10.23 Transients for the even mode excitation. Diode $D_1$ is closed and $U_a = U_p < 0$.
See the 3rd row in Fig. 10.20. Adapted from [23],[39]
It is seen that the switching of topologically modulated signals occurs according to their field maps and magnitudes. This developed circuit is one of the first gates handling the two-place signals of this kind, and it can be related to the predicate logic gates [23],[24],[58],[60]. Additionally, it transforms the topologically modulated impulse series into the conventional, magnitude-modulated signals for further processing by Boolean logic circuitry.

10.7.4 Pseudo-quantum Gates for Topologically Modulated Signals

The pseudo-quantum logic [56],[58],[59] is based on the similarity of quantum and classical EM wave physics. A number of quantum gates can represent a quantum computation process based on the entanglement of the particles. Each
gate is based on the handling of a qubit that has three logical states. One of them is for the logical “0”, and another one is for the logical “1”. The third one is specified for the intermediate state “q”, which is the superposition of the two quantum states. The overall quantum parallelism is realized due to the entanglement of all particles taking part in the computing process.

Unfortunately, classical macro-effects are not able to provide this entanglement in spite of possibility of the imitation of the qubit-effect by electronic circuits, and the gates and hardware based on this imitation realize only classical parallelism of space-time computations. Some quantum algorithms can be realized using even classical circuits, and the results presented below are of a special interest.

In our case, the qubit effect can be associated with a superposition of the even and odd modes of a coupled strip transmission line, and three pseudo-quantum gates – NOT, CNOT, and “√CNOT -gate” composing a full set of logical circuits were designed [58],[59].

Here the experimental results for a “√CNOT -gate” (Fig. 10.25) are considered. The gate’s truth-table is shown in Fig. 10.26. The two first logical states (“1”) and (“0”) are represented by the odd mode impulses of the high and low magnitudes, and the gate performs the NOT operation similarly to the classical NOT (the first two lines of Fig. 10.26).

The second set of impulses is represented by an algebraic sum of the odd and even modes, and this gate, instead of transforming it to the odd mode impulses, only exchanging the position of the excited wire, i.e. it performs the semi-negation of the input impulse (the last two lines of Fig. 10.26).

Fig. 10.25 √NOT -gate” for pseudoquantum logic. Port I is the input of signals. Port II is the output of the gate. Adapted from [56]
Some measurements for a low-rate signal are shown in Figs. 10.27-10.30. The input impulses are measured at the points A and B regarding to the ground (see Fig. 10.25). The output signals are from the points D and C, and they are measured similarly. Fig. 10.27 shows a set of the input odd mode impulses of high and low magnitudes. The signal is switched according to the Fig. 10.26, and the output impulses are demonstrated in Fig. 10.28.
Fig. 10.27 Input odd mode impulses (2nd row of Fig. 10.26)

Fig. 10.28 Switched odd mode impulses (2nd row of Fig. 10.26)
The input signals, which model the superposition state, are shown in Fig. 10.29. The output switched signals are shown in Fig. 10.30.

**Fig. 10.29** Input “superposed” impulses (4th row of Fig. 10.6)

**Fig. 10.30** Switched “superposed” impulses (4th row of Fig. 10.6)
10.7.5 Passive OR/AND Gate for Microwave Topologically Modulated Signals

An interesting question is on the possibility to perform the logical operations NOT, OR, AND by passive circuits designed for topologically modulated signals. It was the subject of serious debates in the beginning of the 90s when this idea was born. Several circuits were developed and described in [14],[20],[26],[39],[66], and one of them (Fig. 10.31), which had the minimum number of components, was simulated at microwaves using a PSPICE software tool and equivalent circuit models. The logic operations are performed by this component with the spatial contents of microwave signals. The main mechanism is the wave interference effect in a directional coupler.

Fig. 10.31. Passive reconfigurable OR/AND gate for microwave topologically modulated signals. Adapted from [66]
This OR/AND gate consists of three switches $S_{1,3}$ of a microstrip design, three baluns $B_{1,3}$ and a branchline directional coupler (DC). The input signals I and II are the microwave impulses of the even (logical “1”) or odd (logical “0”) modes of coupled microstrips which have different topological charts of their fields.

The switches analyze the spatial spectrum of incoming impulses. The directional coupler mixes the spatial spectral contents. The switch $S_3$ forms a processed image, which depends on the spatio-temporal contents of incoming impulses and their magnitudes as shown below.

The express-simulations of this gate were performed by I.V. Nazarov (MSIEM, Moscow) using a SPICE-program, and the results are shown in Figs. 12.32 and 12.33 for signals of 10-GHz frequency. The gate was loaded by coupled microstrips lines I-III of the characteristic impedances $Z_e=112 \, \Omega$ and $Z_o=37.1 \, \Omega$. The thin-film resistors of a microstrip switch (Fig. 10.7) are of the values $R=24.5 \, \Omega$, and its outputs II and III are calculated for 50 $\Omega$ and 100 $\Omega$ loads, respectively. The models of resistors have been already considered in Section 10.7. The idealized baluns $B_{1,3}$ are to transform the differential and common voltages to each other. In the case of the identical incoming modes, the gate repeats them at the output III. The logical results of different incoming modes are described below.

Fig. 10.32 is for the incoming even mode (Port I) with the impulse magnitude 1 V and the incoming odd mode (Port II) of the magnitude 0.18 V measured regarding to ground. In this case, the curve of the increased magnitude is the voltage of the even mode on the output III, and the gate is working in the regime of logical OR. The logical signal "1" appears at the output if any or both inputs are excited by the even mode signal (s).

Fig. 10.33 is in the case of the excitation of the input I by a low-level even mode (logical “1”) with the magnitude 0.18 V. The odd mode (logical “0”) voltage is now 1 V measured regarding to ground. In this case, this mode suppresses the even one due to the increased magnitude and interference, and the magnitude of the output odd mode is higher than the magnitude of the even mode. Now this circuit is working in the regime of the AND gate. The logical "1" or the even mode appears at the output of this gate if both inputs I and II are excited by the even modes only.

The edges of the output impulses are distorted due to transient effects caused by mismatching and parasitics of resistors $R$ in the switches $S_{1,3}$. These effects can be reduced by proper circuit optimization and using monolithic design of decreased size.
Taking into account the dependence of this logical operation on the magnitude relationship, the above-considered circuit OR/AND gate belongs to the class of reconfigurable logic. Additionally, this gate can work as a controlled-NOT gate or a Follower depending on the control signal. Composition of larger microwave logic
with the above-mentioned gates requires a more detailed study of degradation of signals due to the reflections, transients, loss, and parasitic modal transformations.

It is interesting to notice that the resistive switches used in the modeled design can be substituted by the resonant gates (Fig. 10.6). In this case, the microwave OR/AND gate is described by a symmetrical and reciprocal scattering matrix. It means, this gate is reversible, and it can be related to the class of the “zero-energy” logical circuitry. The proposed gates can be used for a passive flip-flop [14].

Of course, due to the use of directional couplers and baluns, the microwave gates are large even in monolithic implementation, and they were designed only to demonstrate the theoretical possibility of logical operations using the wave interference effects. Besides, the problem of degradation of signals cannot be solved without restoration of them by active circuitry. Later, some other passive logical circuitry for microwave and digital circuitry are studied by simulation and measurements in [79],[80].

At this moment, the interference-based gates are considered to be promising for all-optical computers [81] which are supposed to be superior of the electronic ones due to reduced loss of passive optical components.

10.8 Predicate Logic, Gates and Processor for Topologically Modulated Signals (TMS)\(^1\)

10.8.1 Predicate Logic Theory

Although the predicate logic is well-known [75], the text below is for better explaining the proposed signals and hardware [63]-[70],[71]. Some initial results on the use of predicate logic (first-order logic, first-order predicate calculus, the lower predicate calculus, etc.) formalism and topologically modulated signals are from [23],[26],[58],[60].

Compared to the propositional logic, the predicate one additionally uses quantifiers, i.e. it deals with the logical expressions instead of declarative propositions:

\[ L = (p, q). \]  \hspace{1cm} (10.12)

Here, \( p \) is for predicate variable and \( q \) is for quantifier, i.e. \( q \) is a measure of \( p \). The predicate \( L \) expresses the truth of this statement, i.e. it can be of a binary value. Such a structure is common for natural languages and mathematics (“John (\( p \)) is tall (\( q \))”), and it allows comparing properties shared by many objects (John, Peter,...). It is known that this logic is complete and able to derive logically valid implications.

---

\(^1\) Written together with A.N. Kostadinov
Generally, predicate logic uses an extended set of logical and non-logical symbols. Among them are the quantifier ones, conjunction (AND), disjunction (OR), negation (NOT), and implications (if-then). The reduced predicate logic uses only the AND, OR, and NOT logical units applied to a predicate expression $L$:

$$ L = \overline{L} \text{ (NOT)}, \quad L = L_1 \land L_2 \text{ (AND)}, \quad L = L_1 \lor L_2 \text{ (OR)}. \quad (10.13) $$

The initial hardware realization can be introduced for these operators only.

As was mentioned, the topologically modulated signals are available for this reduced predicate logic, and the following correspondence of formal predicate expression (10.12) to topologically modulated signals can be stated as

$$ L = (p, q) \rightarrow (T^{(1,0)}, a^{(1,0)}). \quad (10.14) $$

The system of predicate operations consists of a set of three operators, which truth-tables (10.1-10.3) are shown here.

**Table 10.1 Truth-table for the predicate logical operation NOT (TMS)**

<table>
<thead>
<tr>
<th>#</th>
<th>Input $(p^i, q^i)$</th>
<th>Output $(p^i, q^i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(T^0, a^0)$</td>
<td>$(T^1, a^1)$</td>
</tr>
<tr>
<td>2</td>
<td>$(T^0, a^0)$</td>
<td>$(T^0, a^0)$</td>
</tr>
<tr>
<td>3</td>
<td>$(T^0, a^0)$</td>
<td>$(T^1, a^1)$</td>
</tr>
<tr>
<td>4</td>
<td>$(T^0, a^0)$</td>
<td>$(T^0, a^0)$</td>
</tr>
<tr>
<td>5</td>
<td>$(T^1, a^1)$</td>
<td>$(T^0, a^0)$</td>
</tr>
<tr>
<td>6</td>
<td>$(T^1, a^1)$</td>
<td>$(T^1, a^1)$</td>
</tr>
<tr>
<td>7</td>
<td>$(T^0, a^0)$</td>
<td>$(T^1, a^1)$</td>
</tr>
<tr>
<td>8</td>
<td>$(T^0, a^0)$</td>
<td>$(T^0, a^0)$</td>
</tr>
<tr>
<td>9</td>
<td>$(T^0, a^0)$</td>
<td>$(T^1, a^1)$</td>
</tr>
<tr>
<td>10</td>
<td>$(T^0, a^0)$</td>
<td>$(T^1, a^1)$</td>
</tr>
<tr>
<td>11</td>
<td>$(T^0, a^0)$</td>
<td>$(T^0, a^0)$</td>
</tr>
<tr>
<td>12</td>
<td>$(T^0, a^0)$</td>
<td>$(T^0, a^0)$</td>
</tr>
</tbody>
</table>
Table 10.2 Truth-table for the predicate logical operation OR (TMS)

<table>
<thead>
<tr>
<th>#</th>
<th>Input 1 $(p_1,q_1)$</th>
<th>Input 2 $(p_2,q_2)$</th>
<th>Output $(p_3,q_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>2</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>3</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>4</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
</tr>
<tr>
<td>5</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>6</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>7</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
</tr>
<tr>
<td>8</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
</tr>
<tr>
<td>9</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>10</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>11</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
</tr>
<tr>
<td>12</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
</tr>
<tr>
<td>13</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(1)})$</td>
</tr>
<tr>
<td>14</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(1)})$</td>
</tr>
<tr>
<td>15</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
</tr>
<tr>
<td>16</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
</tr>
</tbody>
</table>

Table 10.3 Truth-table for the predicate logical operation AND (TMS)

<table>
<thead>
<tr>
<th>#</th>
<th>Input 1 $(p_1,q_1)$</th>
<th>Input 2 $(p_2,q_2)$</th>
<th>Output $(p_3,q_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>2</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>3</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>4</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>5</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>6</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>7</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
</tr>
<tr>
<td>8</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
</tr>
<tr>
<td>9</td>
<td>$(T^{(0)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>10</td>
<td>$(T^{(0)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(0)},a^{(0)})$</td>
</tr>
<tr>
<td>11</td>
<td>$(T^{(1)},a^{(0)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
</tr>
<tr>
<td>12</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
<td>$(T^{(1)},a^{(1)})$</td>
</tr>
</tbody>
</table>
10.8.2 Modeling of Predicate Logic by Unipolar Spatial Signals and Single-ended Gates

The considered 2-place signals provide many interesting possibilities. They are of the 2-polar type, and they require the circuits handling large positive and negative voltages in the same design. Although such circuitry is known in high-speed electronics, the use of gates working with one sign of voltage (unipolar logic) simplifies the design and manufacturing. For this purpose, our common/differential mode signals or bipolar ones are mapped into a set of word-like single-ended signals in which logical level “1” very often is associated with relatively large range of positive voltage levels in digital electronics. Fortunately, this mapping does not require any new additional wires (conducting strips).

Table 10.4 shows the correspondence of the bipolar signals to a set of unipolar ones. Again, the signals propagating along two wires are considered as spatial patterns for which logical circuits can be designed.

Table 10.4 Mapping of 2-polar TMS signals to a unipolar spatial set

<table>
<thead>
<tr>
<th>#</th>
<th>2-polar signal</th>
<th>1-polar signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((T^{(0)},a^{(0)}))</td>
<td>((0,0))</td>
</tr>
<tr>
<td>2</td>
<td>((T^{(1)},a^{(0)}))</td>
<td>((1,0))</td>
</tr>
<tr>
<td>3</td>
<td>((T^{(0)},a^{(1)}))</td>
<td>((0,1))</td>
</tr>
<tr>
<td>4</td>
<td>((T^{(1)},a^{(1)}))</td>
<td>((1,1))</td>
</tr>
</tbody>
</table>

This mapping allows introducing the truth-tables for logical operations with the mapped single-ended signals (Tables 10.5-10.7).
### Table 10.5 Truth-table for the predicate logical operation NOT (mapped spatial signals)

<table>
<thead>
<tr>
<th>#</th>
<th>( p_1 )</th>
<th>( q_1 )</th>
<th>( p_2 )</th>
<th>( q_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 10.6 Truth-table for the mapped predicate logical operation OR (mapped spatial signals)

<table>
<thead>
<tr>
<th>#</th>
<th>( p_1 )</th>
<th>( q_1 )</th>
<th>( p_2 )</th>
<th>( q_2 )</th>
<th>( p_3 )</th>
<th>( q_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 10.7 Truth-table for the mapped predicate logical operation AND (mapped spatial signals)

<table>
<thead>
<tr>
<th>#</th>
<th>$p_1$</th>
<th>$q_1$</th>
<th>$p_2$</th>
<th>$q_2$</th>
<th>$p_3$</th>
<th>$q_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

A signal on one wire corresponds to the logical value of the topological variable $T$ (predicate variable $p$). The second conductor carries the logical level corresponding to the magnitude of topologically modulated signal (quantifier $q$).

It is well-known that logical functions can be modeled in different ways. The main requirements are the minimum of complexity, decreased propagation delay, and low energy consumption. In our case, the predicate gates proposed according to Tables 10.5-10.7 are the simplest ones, and they are completely realizable using the one type logical gates only.

For example, to satisfy the truth-table of NOT operation (Table 10.5), four types of NOT gates were designed. The first of these gates inverts only quantifier $q$, and it is called the Q-NOT gate (Table 10.8).

Table 10.8 Truth-table for the predicate Q-NOT gate with mapped spatial signals

<table>
<thead>
<tr>
<th>#</th>
<th>$p_1$</th>
<th>$q_1$</th>
<th>$p_2$</th>
<th>$q_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

The second designed logic gate (P-NOT) is negated $p$ variable only (Table 10.9).
Table 10.9 Truth-table for the predicate P-NOT gate (mapped spatial signals)

<table>
<thead>
<tr>
<th>#</th>
<th>p</th>
<th>q</th>
<th>p</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The predicate logic gate L-NOT inverts both variables $p$ and $q$ (Table 10.10).

Table 10.10 Truth-table for the predicate L-NOT gate (mapped spatial signals)

<table>
<thead>
<tr>
<th>#</th>
<th>p</th>
<th>q</th>
<th>p</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The last of the proposed NOT gates is a universal one (U-NOT), and it performs all of the above mentioned NOT operations (Table 10.5). It consists of P-NOT, Q-NOT, L-NOT gates together with a multiplexor MUX controlled by a 2-bit signal $S_c$ (Fig. 10.34). The logic gates OR (Table 10.6) and AND (Table 10.7) are very simple, and they consist of conventional AND and OR gates (Fig. 10.35 and 10.36).

Fig. 10.34 Designed universal predicate (U-NOT) gate. Adapted from [72]
Additionally to the one-bit predicate gates, the multi-bit ones are designed in [67],[70] by unifying the above-mentioned logic elementary blocks. Then an arithmetic-logic unit called the predicate-logic unit (PLU) can be composed for operations with the predicate multi-bit signals. The design methodology, the gates, and the measurement results are presented in more detail in [71].

10.8.3 Predicate Logic Processor

The existing processors can be divided into three different groups – general-purpose (GPPs), single-purpose (SPPs) and application-specific instruction set processors (ASIPs). A GPP is suitable for a variety of applications to maximize the number of devices sold. This processor consists of a datapath and program memory. The first one is general enough to handle a variety of computations, and it has a large register file and one or more general-purpose ALUs.

A SPP is a digital circuit designed to execute exactly one program. The datapath contains only the essential components required for this program. Since the processor is only for one program, it is possible to hardwire the program’s instructions directly into the control logic and to use a state register to step through those instructions, so no program memory is necessary.
ASIP is a compromise between the above-mentioned processor types. An ASIP is a programmable processor optimized for a particular class of applications having common characteristics. The designer of such a processor can optimize the datapath for an application class. The proposed PLP belongs to the ASIP class of processors, and it consists of a datapath and control unit (Fig. 10.37).

The datapath is responsible for the manipulation of data. It has a register named accumulator and denoted as ACCA in Fig. 10.37. Another part is a predicate logic unit (PLU) which performs the previously mentioned predicate logic operations AND, OR, and NOT. Additionally, the RAM module (Program Memory and Data Memory in Fig. 10.37) is used to keep the program code (instructions) and corresponding data.

![Fig. 10.37 Simplified PLP block diagram. 1- Control logic and state register; 2 - Instruction register (IR); 3- Program Counter (PC); 4- Data accumulator (ACCA); 5- Program logic unit (PLU). Adapted from [72]](image)

The control unit of the microprocessor is a finite state machine (FSM). By stepping through a sequence of states, the control unit controls the operations of the datapath. For each state that the control unit is in, the control unit output logic will generate the entire appropriate control signal for datapath to perform a data operation. It consists of control logic and state register together with the instruction register (IR) and program counter (PC). The IR contains the code of the currently executed operation, and the PC is used to access to the memory cells in RAM.
An 8-bit prototype processor was designed. The synthesis of the whole circuit is performed with a DE2 (Development and Education 2) FPGA (Field Programmable Gate Array) board manufactured by Altera Corporation (Fig. 10.38).

The hardware compiler (Quartus® II version 7.1 Web Edition Program) reports that one of the possible PLP designs together with the SignalTap II Embedded Logic Analyzer and RAM module consists of 5868 total logic elements, 3482 total combinational functions, 4628 total registers, and 10624 total memory bits. The compiler reports also that the maximum clock frequency that can be achieved without violating the internal setup and hold-time requirements is 130.28 MHz. To verify the processor, sets of all implemented instructions were written into the memory. The results of execution of these operations (the data obtained from the FPGA board with help of the embedded logic analyzer) were compared with the preliminary calculated ones.

The developed hardware and used logic signals are completely compatible with contemporary technology. The design is prospective for artificial intelligence applications, especially, for linguistic calculations, database machines, and SQL (Structural Query Language) servers, and it needs further developments for realistic multi-bit calculations.
10.9 Related Results on the Space-time Signaling and Computing

In this Chapter, some results have been described on the spatial and topological signaling and computing. The further review performed here shows that the use of the signal’s spatial contents is an effective way to design many components and systems of improved parameters, and these ideas are popular in analog and digital electronics and computer engineering.

10.9.1 Open-space EM Spatial Signaling

One of the first books written for space-time signaling in open space belongs to D.D. Klovskyi and V.A. Soeifer who published it in 1976 [76]. The theoretical questions on the multichannel propagation of space-time modulated signals $s(t,r)$ through stochastic medium were considered there. A theory of optimal and quasi-optimal signal processing by space-time matched filters was developed, and some hardware realizations were studied.

Later, it was found that an additional means to improve this type of communication was the space-time coded signaling and receiving by multiple sources and receivers [82], and the method has been known today as the multi-input/multi-output (MIMO) communication which has shown its effectiveness in practice.

The microwave waveguides and transmission lines allow the multimodal communications, and a two-eigenmode signaling was mentioned in [14]. In fact, our proposed spatial communication can be considered as a particular case of MIMO systems based on the signaling along the multi-wire environment.

Recently, a paper of F. Tamburiny and his colleagues has been published in which the two-channel communications by the field impulses of different topologies was realized through open space and a conclusion on multi-channel communications has been made [83].

10.9.2 Differential and Combined Differential/Common Mode Signaling

Differential signaling is communicating by two signals, and the information is carried by the difference between their individual voltages applied to wires placed close to each other, i.e. it relates to a particular case of spatial signaling. The origin of this spatial signaling is difficult to track, and it has been used for decades in analog telephony, see, for instance [84]. It is found that the noise, which is induced in a couple of wires placed in proximity to each other, is of the common nature, and it is canceled at the end of transmission line by the receiver’s differential amplifier (Fig. 10.39). The value of balancing resistor $R$ is equal to the characteristic impedance of differential line.
Additionally to the differential amplifiers, the common and differential signals can be separated by passive [84] and enhanced active [85] baluns. For multi-wire systems, the differential signaling is introduced in [86], and it is for improving the bandwidth of signaling systems composed of more than two wires. The signal levels on each wire are adjusted to provide a voltage difference between all pairs at the same moment of time.

In digital electronics, the differential signaling is to provide increased bandwidth of communications through cables, PCB traces, chip and inter-chip connections, transmission lines, etc. Several standards are known which are according to the used hardware and the signals of communication interfaces. For instance, the differential signals can be shifted by a constant voltage, and this offset relates to a used standard. Usually, this voltage shift is between -2 V and +3.5 V. The voltage span of standards can be different, too.

One of the first types of differential digital signaling is the Emitter Coupled Logic (ECL). Several types of the ECL interfaces have been developed and used since that time. One of them was standardized by the ANSI, and it was the High-Performance Parallel Interface (HPPI) standard, for instance. More information on the ECL differential signaling is from [87].

Another standard of this type is the Low-voltage Differential Signaling (LVDS) introduced by the National Semiconductor (USA). Drivers of this standard provide the 350-mV differential voltage centered at +2.4 V for a multigigabit rate. Although the differential signaling provides increased bandwidth due to its improved noise immunity, the signaling rate limitations are with the dispersion and frequency-dependent loss of cables and PCB traces [88]. The differentially designed equalizers compensating the frequency-dependent loss should be used to increase the transmission rate further.

Additionally to differential signaling, the common mode can be simultaneously transmitted. Different modal switches, including the designs similar to Fig. 12.38,
are considered in [89]. Another found paper [90] is on the combined common and differential mode signaling along the FR4 PCB’s traces.

This type of signaling was found applications in a high-rate bus line for Si integrations, which was composed of multiple stacked wires [91]. The signals are sent through six stacked conductors of the length 1 mm, and this 12-Gbps link shows acceptable measured performance. Additionally to the measurements, the EM simulations were carried out using the Ansoft’s 2-D Extractor Software Tool. Due to the 3-D stacking, this multi-wire interconnects shows a 30% smaller wiring area regarding to the coplanar design.

Some new findings are announced by Alcatel-Lucent for combined differential and common mode signaling along the DSL cables with the signal rate up to 600 Mbps [92]. The information on the enhancements of differential signaling can be found in [93], for instance.

In general, the use of differential, and, over the last years, combined differential/common mode signaling allows increasing the bandwidth of communications, but it needs increased number of components and it leads to a larger real-estate of integration and interconnection areas. Additionally, differential signaling needs special routing of traces and increased requirements for symmetry of all components of high-speed differential channels. Many of today’s software tools allow such a routing.

Although the differential/common signaling is considered using the currents and voltages, in fact, it is realized by eigenmodes of transmission lines, i.e. it is a case of topological signaling.

### 10.9.3 Differential or Dual-rail Logic

During a long period, the analog and digital circuits designed for differential signals have been used only in the interfaces for the inter-system or inter-chip communications. The increased signal rate and high density of contemporary and future integrations dictate the use of differential signaling even for intra-chip communications.

For instance, the analog parts of mixed-signal ICs are suffering from increased noise induced by switching of digital components and by clock signals. Many years ago, the differential style of analog and digital circuits was proposed as the means to improve the noisy environment, and the most important gates were designed and tested [94],[95]. Recently, a differential logic-compatible multiple-time programmable memory cell has been created distinguished by its reliability towards multiple switching [96].

The differential logic is common in multiple-valued circuits where this style allows reducing the noise, which is very dangerous for small-span multi-level signals. A number of works are known in this area, and only a few of them are referenced here [97],[98]. Another field of applications of dual-rail traces and logic is the asynchronous computing where the components are communicating with each other by a pair of handshake wires [99]. Further improvements of differential logic is with its speed increase, diminishing of parasitics, differential routing and shortening traces, supporting the symmetry of traces and components, etc. [100],[101].

New applications of the differential or dual-rail logic style are with the secure integrated circuits. They need decreased EM radiation from traces, and the differential/common mode signaling and a special coding allow enhancing the security parameters of the embedded integrated circuits. Then even logical circuitry should be designed using the idea of differential/common mode signaling. Several approaches have been developed, and only some of them are considered here. An additional application area is the asynchronous processors where the dual-rail signaling is now common. Only the EM aspects of these problems are touched an increased attention here. For more information on the logical matter, the readers should follow the references to this section.

To solve the problems with the leakage of information from smart cards and embedded security ICs, the signaling on a pair of traces is used, as a rule. Additionally to this signaling, the most circuitry is re-designed in the differential style. Very often, the dual-rail name of this logic is used to avoid the misunderstanding with the commonly used “differential logic” as the “logic of change” which is, generally speaking, is applicable even for single-ended circuits.

One of the design styles is published in [102] where the wave dynamic differential logic (WDDL) is proposed together with a layout technique allowing differential routing. The problems encountered by the authors of [102] were that the commercially available design tools not allowed the differential-style routing of silicon integration, and this problem was resolved by creation of a special design flow for the secure chips with minimal changes of the standard CMOS cell design. It was shown that the proposed WDDL allowed masking the data-dependent energy consumption, and the differential routing decreased the EM radiation. The increase of the data rate using this type of signaling and gating was possible due to its improved noise immunity.

More enhanced dual-rail coding is proposed in [103] where to mask the data-driven power consumption, the dual-rail data (0,1) or (1,0) is followed by the spacers (0,0) or (1,1). It was shown that this coding and dual-rail design style allowed balancing the power consumption. Analyzing these signals and protocol, it is clear that they relate to a particular case of topological or common/differential mode signaling. Additionally to their circuits, the authors of [103] developed a software tool “Verimap Design Kit” compatible with the Cadence and allowing transforming the single-ended logic to the dual-rail one.

The dual-rail logic was found applications in the programmable logic arrays (PLA) [104]. The cells of the proposed PLA realize a 2-input logic. A new PLA is composed of these cells, and more complicated Boolean operations can be realized using it. Taking into account that these two-input gates are at the knots of the proposed PLA, the slow input decoders, usually connected to PLAs, are excluded, and the design is several times faster than the conventional single-rail PLA. It is noticed that the needed area is only 50% larger with respect to a similar single-rail PLA, and the time-delay and power consumption are reduced essentially, too.

More applications of dual-rail logic or even multiple-wire logic can be found in high-speed cross-bar architects [105]. The nano-conductors in these prospective circuits are close to each other, and an excited electric voltage impulse can induce a strong response in neighboring wires. In the beginning of the 90s, when the
nano-arrays were not known, it was proposed an idea of collectively excited wire arrays, when a single impulse excited a number of modes in an array, and the logical outcome was a response of the whole circuit [106],[107]. A particular case was a two-wire circuit where the common and differential modes were excited and separated by spatial switches.

Unfortunately, not so many contributions are known on the study of high-speed effects in nano-arrays. For instance, the EM coupling is considered in [108] as one of the types of noise source in nano-integrations. Taking into account the faulty manufacturing and the noise of the thermal and quantum origins, a conclusion of the cited book is that the design principles of nanocircuits should be radically changed. One of the pertinent ideas to detect the noise-induced faults is on the use of dual-rail logic for the fault-tolerant computing by nano-arrays [109]. The approach is that two neighboring wires are allowed to support only the signals and their compliments. The electric or technology faults can lead to violation of this rule, and the defect would be detected by checking the output 2-bit spatial words. The authors of the mentioned paper simulated the typical elementary array operations, and it was found that the most faults, including the multiple ones, could be registered with that proposed dual-rail protocol.

### 10.9.4 Ultrafast Gating Circuits Using Coupled Waveguides

An interesting work was published in Japan on the time-division demultiplexors based on the management of propagation modes in traveling-wave transistors and coupled lines in the end of the 90s of the last Century. The developed circuits of hybrid (transistor/passive) logic were aimed at substitution of the slow flip-flops at that time [79],[110],[111].

A key component of the proposed demultiplexor is a section of coupled coplanar strips loaded by the resistors which values are equal to the characteristic impedance of the even mode (Fig. 10.40).

![Gating circuit on coupled CPW waveguides. Adapted from [79]](image-url)
The incoming signals of the same sign excite the even modes, and they are positively interfering at the outputs, and the large voltages are on them. The odd modes excited by the impulses of different polarity are reflected from the outputs tuned to the even mode, and the level of these signals is lower than in the previous (even mode) case. The distinction rate of voltages $K$ is calculated as

$$K = \frac{4Z_{ce}^{(e)}/Z_{ce}^{(o)}}{(1+Z_{ce}^{(e)}/Z_{ce}^{(o)})^2}. \quad (10.15)$$

To increase this rate, the coupling of strips should be chosen stronger. Then this passive circuitry, together with a reshaping block, can act as an AND gate. The OR function can be realized, too, according to the opinion of the authors of the cited papers. An experimental study of this AND circuit is performed for a gate length of 800 $\mu$m. Each strip of the width 15 $\mu$m is placed at the distance 3 $\mu$m from each other on a polyimide substrate of the height 50 $\mu$m. The maximum frequency of the sample is estimated around 200 GHz.

The gating effect is studied for 20-, 40-, and 80-Gbps signals, and the predicted effect is completely confirmed. Additionally, it is noticed that the gate is able to work with the signals of the rate beyond 100 Gbps. The main factor, which limits the bandwidth, is the ringing of the odd-mode signals, which is decreased with the loss of strips. Additional distortion effects are the frequency-dependent loss due to the skin-effect in conductors, inequality of the modal velocities, and the modal dispersion. In these cited papers more logic circuits of improved characteristics are considered which are composed of passive spatial gates and digital high-speed semiconductor components.

### 10.9.5 Multimodal Data Transmission Using Hybrid Substrate Integrated Waveguides

The substrate integrated waveguides or SIWs have been already described in the Chpt. 6 of this book. The most attractive feature of them is a rather large bandwidth, decreased loss comparable with the one provided by rectangular waveguide, and compatibility of SIWs with PCB technologies.

The main mode of a SIW is the $TE_{10}$ one, and the SIW’s bandwidth is defined by the cut-off frequency of the second $TE_{20}$ mode. It is estimated roughly as

$$\Delta F = F_{c20}^{(20)} - F_{c10}^{(10)}.$$  

Another limitation is with rather large footprints of these lines, especially, at frequencies below 20-30 GHz in comparison with the printed strip or microstrip lines. To partly overcome these problems, an interesting idea is proposed in [112],[113] where the multimodal signaling is used to increase the overall aggregate transmission rate. The proposed interconnect is shown in Fig. 10.41a,b.
Fig. 10.41 Hybrid SIW/strip interconnect for multi-gigabit modal signaling. (a) Frontal view; (b) Cross-section. Adapted from [113]
It consists of a SIW with a placed inside two strip conductors which are excited independently on each other providing the two-channel signaling using the TEM modes. The SIW waveguide supports additional communications by its TE$_{10}$ mode. All channels, being triggered, aggregated at the receiver side, and the measurements show an aggregate rate around 15 Gbps for a trace of the length 48 mm realized on the substrate Rogers 4003C. Theoretical full-wave simulations show at the potentially achievable aggregate rate around 47 Gbps. One of the factors providing such characteristics is the independency of channels on each other due to using different modes. The strip signals are along the TEM lines placed inside the SIW channel with its TE$_{10}$ mode, and isolation of these TEM and TE$_{10}$ signals is around 70 dB. The strip lines are isolated from each other with the cross-talks better than 20 dB. The authors of [113] note that more than two strips can be placed inside this SIW channel [114] without essential increase of the inter-wire cross-talks.

### 10.9.6 Passive Frequency Multiplier on Coupled Microstrips Line

One of the first papers on this circuitry was published in 1981 where a frequency multiplier was introduced and a technique on its calculation was given [115]. A particular circuit is shown in Fig. 10.42. It consists of three sections of coupled microstrips loaded by a resistive network. The input periodical impulse signal comes to port 1, and the output is the second port.

![Fig. 10.42 Three-section frequency multiplier using two-strip coupled lines. Adapted from [115]](image)

It is shown that due to multiple reflections and interference, the input clocked signal frequency is multiplied, and the doublers and triplers are realized without using any active elements. A good matching of the studied prototypes at frequencies from 100 MHz to 1600 MHz is found. More information on the use of passive and passive/active ring-like circuits based on the coupled uniform and non-uniform microstrips for impulse shaping is from [116], for instance. Non-uniformly shaped coupled microstrips lines and interaction of the even and odd modes in them can be used for the design of components with producing the linear group-delay variation along the operation band [117].
10.9.7 Microwave Passive Logic for Phase-modulated Signals

Some interesting results are presented in [80] where its authors designed the microwave gates using the interference of modes in passive circuitry – directional couplers or matched power dividers. The carrier of digital information is the phase of microwave signals. It is introduced a set of signals consisting of the zero-shift (‘A’), 180°-shift (‘B’) and the zero-magnitude (‘C’) signals. i.e., they can represent a 3-level logical system. Additionally to the compared signals, the designed gates OR /AND use the phased reference signals of the logical levels ‘A’ or ‘B’, and the logical operations are realized by constructive/destructive interference of waves.

Five logic circuits are introduced, and among them there are the NOT, OR, and AND gates operating the ‘A’ and ‘B’ signals (Fig. 10.43). An additional couple of gates, which are not shown here, perform the logical operations with the zero, ‘A’ and ‘B’ signals.

The NOT gate is a phase shifter realized by transmission line of the 180° electrical length, and its truth-table is shown in Fig 10.43 (upper part). The OR gate works according to its truth-table shown in the inset of the center of Fig. 10.43. The input signal from the port 1 is compared with the “B” signal from the reference generator. If the phase difference between the reference signal ‘B’ and signal (‘A’) of the port 1 is 180°, then all power is absorbed at the balancing load of the first power coupler. The output signal 3 is defined by logical level of the signal at the input port 2 – see the two first lines of the OR truth-table. The input signal of type ‘B’ at the port 1 is summed with the reference signal of the ‘B’ type, and it is larger than the signal ‘A’ appearing at the port 2. Then the result of comparing of two signals in this case always is ‘B’. Two signals of the type ‘B’ excite the output ‘B’ signal.

The gate AND works similarly, and, there, instead of the reference signal ‘B’, the one of the type ‘A’ is used. All ‘A’ -type signals coming at the inputs 1 and 2 are positively interfering with the reference generator signal ‘A’, and the ‘A’ one appears in this case at the output 3 of the gate AND. Similarly to the OR gate, the ‘B’ signal and the reference signal ‘A’ are absorbed in the balancing resistor of the power coupler 1, and the logical state of the output 3 is determined by the signal 2, which is ‘A’ or ‘B’, -see the truth-table shown at the bottom of Fig. 10.39 (right part).

These ideas and designed circuits are tested by simulations up to 300 GHz. Measurements are performed for the circuits of 300 MHz. It is shown that these circuits can provide extremely high speed of logical signal processing, but several disadvantages exist. Among them are the large power dissipation at balancing resistors and the signal distortions due to parasitics of circuit elements. The performed entropy analysis shows that only NOT gate is reversible, but others require essential power dissipation.
Although the research was conducted for microwave frequencies, the ideas of [80] can be implemented at optical range for the telecommunication subsystems or all-optical computers, which are prospective to overcome the principal limitations of electronic technologies and architectures. Additionally, the passive components performing sets of logical operations can be used in radiation-resistant processors to improve their reliability towards particle radiation.
10.9.8 Microwave Mode Selective Devices, Converters, and Multimodal Frequency Filters

Several advanced circuits have been considered above for the spatial computing and signaling. It is interesting to review and study the roots and contemporary state of these circuits assigned for modal processing in the known classical areas of microwave techniques and high-speed electronics. The main attention is paid to the modal selective devices or modal filters, transformers of modes, and frequency filters based on multimodal physics.

Since the end of the 19th Century, it has been known that the EM field is excited in waveguides as the eigenmodes which have certain spatial structures of their fields. The propagation properties of these modes can be regulated by the geometry and dielectric filling of waveguides, and the simplest modal filter is just a waveguide which allows propagating only one mode in a certain frequency band. Some devices are based on combination of multimodal and monomodal effects and on the components allowing selecting the excited modes.

The technique of selective excitation can be explained using Fig. 10.44 and some formulas from [118].

![Figure 10.44](image)

**Fig. 10.44** Excitation of the $\text{TE}_{10}$ mode of a rectangular waveguide. (a)- General view; (b)- Higher-order mode electric field distribution along the $z$-axis
Consider a rectangular waveguide excited by an electric current of the volume density \( I(r' \in V) \) and/or electric field \( E_i(r' \in S) \) defined on a slot \( S \) in the waveguide shield. According to the EM theory [118]-[120], it is excited infinite number of \( n,m-\)th modes propagating away from the source region of the length \( 2L \) limited by the surfaces \( S_1 \) and \( S_2 \):

\[
E^- = \sum_{m,n} c_{mn}^- E_{mn}^- (x, y, z); \quad H^- = \sum_{m,n} c_{mn}^- H_{mn}^- (x, y, z); \quad z < -L; \\
E^+ = \sum_{m,n} c_{mn}^+ E_{mn}^+ (x, y, z); \quad H^+ = \sum_{m,n} c_{mn}^+ H_{mn}^+ (x, y, z); \quad z > L.
\] (10.16)

In (10.16) the excitation coefficients \( c_{mn}^\pm \) are written separately for the propagating (10.17) and non-propagating (10.18) modes:

\[
c_{mn}^+ = \frac{-1}{2 W_{mn}} \int_V \left[ I(r') \cdot E_{mn}^\pm (r') \, dv' + \int_{S_1} \left[ E_i(r') \times H_{mn}^- (r') \right] \, ds' \right], \quad f > f_c^{(mn)}, \tag{10.17}
\]

\[
c_{mn}^- = \frac{1}{2} \int_V \left[ I(r') \cdot E_{mn}^\pm (r') \, dv' + \int_{S_1} \left[ E_i(r') \times H_{mn}^- (r') \right] \, ds' \right], \quad f < f_c^{(mn)}. \tag{10.18}
\]

They depend on the spatial shapes of the excitation regions \( V \) and \( S \) and the current and field distributions in them. It allows regulating the amplitudes of the excited modes in a certain range. Additionally, the fields of the non-propagating modes exponentially decay with the distance from the source region:

\[
E_{mn}^\pm (x, y) \exp(-|k_c^{(mn)}|(z \mp L)), \tag{10.19}
\]

\[
H_{mn}^\pm (x, y) \exp(-|k_c^{(mn)}|(z \mp L)).
\]

This theory allows to understand the excitation of waveguides and to design the transitions between different waveguides [120].

In some cases, the microwave and high-speed circuits work in the multi-modal regime, or propagation of several modes is allowed and the controlled excitation and propagation are needed. Among them are the high-power or high-\( Q \) oversized waveguides and resonators, microwave ovens and applicators, microwave and millimeter-wave tubes, multimodal filters and antennas, microwave imaging devices, the above-considered multi-wire TEM or quasi-TEM interconnects, etc.

Some of the components of these systems are the modal filters preventing propagation of unwanted modes along the potentially multimodal waveguides. Ones of the first components of this type are the polarization filters which reject a mode of a certain polarization while being transparent for a mode of other orientation of the field.
The simplest polarization filter is a parallel-rod grid placed in a square cross-section waveguide (Fig. 10.45a,b) which is transparent only for one-polarization field.

Fig. 10.45 Rejection filters for the TE\textsubscript{10} (a) and TE\textsubscript{01} (b) modes of a squared cross-section waveguide

For instance, the reflection and transmission coefficients for TE\textsubscript{10} mode diffracted at the grid (Fig. 10.45a) composed of \( n \) conducting cylinders of the radius \( r \) and of the period \( d \) are estimated as [121]

\[
|S_{11}|^2 \approx 900 \left( \frac{r^2}{d\Lambda_{10}} \right)^2,
\]

\[
|S_{31}|^2 \approx \left( \frac{a}{\Lambda_{10}} \right)^2 \frac{4}{(n+1)^2} \left[ \ln \frac{2\pi(n+1)r}{a} - \frac{2(n+1)r}{a} \right]^2.
\] (10.20)

In the first approximation, the mode of the orthogonal polarization TE\textsubscript{01} is reflected completely from this grid. Combinations of these grids and T-junctions allow creating the *duplexers of polarized modes* for terrestrial and satellite telecommunication systems which use the polarization separation of up- and down-streams. One of them is designed in [121] for 3.4-3.9 GHz frequency band and is shown in Fig. 10.46 where the TE\textsubscript{10} and TE\textsubscript{01} modes are separated into different branches of a T-junction.
The isolation of the output rectangular waveguides is better than 40 dB due to
the reflection of unwanted mode by corresponding grids and waveguides. The
messaged insertion loss is better than 0.98 dB in this frequency band. More ad-
nanced waveguide components for polarized signals, the design techniques and
measurement results are considered in [121]-[124].

The modal filters and duplexers, built on the wire grids, have relatively nar-
row frequency bands. Better performance is shown by the polarization selective
devices designed using distributed coupling between a two-mode waveguide and
a one-mode sub-waveguide [121].

An interesting device, which allows the mode selective taking of modal pow-
er from an oversized cylindrical waveguide, is published in [125]. This wave-
guide is connected in parallel to the rectangular sub-waveguides through
multiple circular holes in their common wall. The modal wavelengths of anal-
alyzed modes of cylindrical waveguides are adjusted to be close to the ones of the
TE_{10} modes of the sub-waveguides. In each coupled arm, the selective construc-
tive interference is adjusted additionally by proper choosing of the distance be-
tween the coupling holes. The designs allowing analyzing several modes of
oversized cylindrical waveguides are considered for the 35- and 70-GHz
gyrotrons.

The modal filters can be used to suppress the propagating higher-order modes
excited at waveguide discontinuities and giving spurious responses at their cut-
off frequencies. In [126], a low-loss filter is described in which a metallic
septum is used to suppress the parasitic responses caused by the unwanted high-
er-order modes down to the level -50 dB.

**Integrated modal filters** are used in circuits designed on the transmission
lines which allow multimodal propagation. For instance, the differential traces
based on coupled strips or microstrips transmission lines suffer from parasitic ex-
citation of the even (common) mode at the discontinuities [127]-[135]. Although
the receivers are designed only for the differential signals, this parasitic excitation leads to the loss of power, distortions, and increased noise. To prevent this propagation of the even mode signals, the traces can be equipped by these common mode filters. For instance, one can consider splitting the ground plane and reflecting this parasitic mode by a slot in this ground plane [131]. Some measures should be applied to prevent parasitic slot radiation in this case. The slots can be transformed into advanced patterning of the ground plane. These defects form the resonant loops coupled only to common mode, and this mode is rejected in a certain frequency band [132]. Multiple defects of the ground plane form a photonic bandgap structure, and the isolation of the common and differential channels can be reached around 15-20 dB in a several Gigahertz range [133],[134].

Some components of differential circuits can be designed with the reduced mode conversation. For instance, the authors of [135] optimized a microstrip 90°-bend to reach the noise suppression up to 14 dB in the DC to 6 GHz frequency band. The coupled microstrips are narrowed in a continuous manner, and they are tightly coupled at the bend area decreasing the length difference between the bend strips. Additionally, a large difference of the characteristic impedances of the differential and common modes is reached mostly due to increasing of the common mode impedance that causes reflection of this mode from this enhanced bend.

Many other passive components for microwave and high-speed electronics can be designed in a differential manner without using baluns but with the suppression of unwanted common modes. For instance, in [136]-[139], the designed devices, additionally to the frequency filtering, can suppress the common modes of circuits, and they can be directly connected to amplifiers or to antennas.

The best-known troublemakers in high-speed differential signaling are the via-holes, which should be designed in a differential manner with low common-noise radiation and reduced modal conversation. Some geometries of differential via-holes are shown in Fig. 10.47.

Taking into account the pads, the coupled microstrips are bent (Fig. 10.47a), or via-holes are shifted from each other (Fig. 10.47b). Both geometries may distort the differential mode, and this distortion should be compensated or minimized by optimization of the geometry of via-holes. In the case of close proximity to the via-hole resonances, the technologically caused eccentricity can influence the symmetry of the via-hole design, and it can lead to excitation of common mode. In general, the conversationless via-hole transitions should be symmetrical to provide matched connections to the output lines with the smooth field transformation along these transitions.
Unfortunately, the differential via-holes are difficult to be simulated analytically, and only some rough estimates can be obtained using simple formulas. For instance, the characteristic impedance $Z_c$ of a vertical two-cylinder via-hole in differential regime can be calculated using a formula given for a bifilar line [140]:

$$Z_c = \frac{119.904}{\sqrt{\varepsilon}} \ln \left( \frac{2H}{d} + \sqrt{\left(\frac{2H}{d}\right)^2 - 1} \right)$$ \hspace{1cm} (10.21)

where $d$ is the via-hole diameter, and $H$ is the distance between the via-hole centers. Inductivity $L$ per unit length of this line is [141]

$$L = \frac{\mu_0\mu_r}{\pi} \arccosh \left( \frac{H}{d} \right).$$ \hspace{1cm} (10.22)

Additionally, the capacitance between the differentially driven circular pads should be included into the equivalent circuits of via-holes.
Many papers are on the full-wave simulations and the extracted from the measurements and simulations equivalent circuit models. More information on these results is from [141]-[146], for instance, where the computational and signal integrity issues are considered.

Close to the modal filters there are the *suppressors of unwanted modes* which do not allow propagating them along the waveguides. For instance, in [147], a suppressor of the $LSE_{01}$ mode of a non-radiating dielectric waveguide is described. It is reached by installing into its dielectric rod a metallic strip. It is normally oriented towards the conducting plates of this waveguide and along the electric field-force lines of this mode. The only working mode of the type $LSM_{01}$ is propagating in this case if additional suppressing of the excited quasi-TEM mode is realized. It is reached by longitudinal patterning of the installed strip which allows filtering of the quasi-TEM mode in a wide frequency band.

In [148], a circular waveguide is considered where the radially oriented wires or metallic strips are connected to the waveguide shield. It allows suppressing all lossy modes which are different from $H_{0n}(TE_{0n})$ ones.

Suppressing of unwanted modes is important in the frequency filtering where they are a source of parasitic outband transmission. In [149], the modes of dielectric cylindrical resonators are analyzed, and the higher-order modes are suppressed by holes in the places where the modal electric fields are strong. The results are supported by computations of fields and characteristics of a two-resonator filter. Additionally, a review and original results on suppressing spurious responses of dielectric filters are published in [150].

There are several techniques, applications of which allow less radical consequences for the modal spectrum of resonators. For instance, in the considered in Chpt. 7 shorted patch resonators, the eccentricity allows to increase the distance between the main and the higher-order modes resonances, and it can reduce the level of spurious response of filters based on these resonators.

In [151], a triangular microstrip resonator is studied, which patch is defected in a fractal manner. It is found that the defected resonators realized on a low-dielectric substrate have increased frequency bandwidth (up to 20.7%) due to this defection. It is explained by the distortion of the spectrum of resonances of a triangular patch resonator and the decreased due to that parasitics in the bandpass. Hollow waveguides and resonators allow to deform their shapes to increase the distance between the cut-off or resonance frequencies, and the $\Pi$- and $H$-like waveguides having increased mono-modal bandwidth have been known for decades.

Other components dealing with the discrete spatial properties of fields are the *mode converters* (Fig. 10.48). They are to transform a set of propagating modes to another one of the same or another waveguide.
The effect of transformation of modes is based on their coupling at a waveguide discontinuity (see Chpt. 3). Modifying its geometry, it is possible to reach the maximum of coupling of the input mode to the output one of a certain type.

One of the popular solutions is with the continuously varying cross-section waveguides allowing multimodal propagation (Fig. 10.48a). An incident wave of a regular waveguide is transformed into the coupled propagating and non-propagating modes in the converter. The geometry variation allows regulating the coupling coefficients of these modes, and the maximum of it can be reached for a selected output mode. Some of the periodical converters are considered, for in-

Fig. 12.48 Waveguide mode converter
stance, in [152]. Additionally, the waveguide geometry can be tapered along the longitudinal coordinate [153] or even be curved to provide the modal filtration or coupling of modes [154]-[156].

A theory of this converters is based on the method of cross-sections known from the 60s [157], and it gives a system of ordinary differential equations for the modal amplitudes in continuously varying waveguides. It allows finding in a fast way a geometry providing the needed conversation. Then these semi-analytical calculations are followed by full-wave EM simulations of designed converters [80]-[82]. Another simulation approach is with approximation of the boundary by steps along the longitudinal axis, and the use of the mode matching method at each step. The design goal is reached using an optimization procedure providing a geometry which gives the necessary conversation.

For instance, a converter of modes $H_{01} \rightarrow H_{02}$ is considered in [81], which is a length of a circular waveguide. Its diameter is varied periodically along the longitudinal coordinate as a cosine function. Eight periods allow reaching nearly full transformation of the input mode into the output one, according to calculations from [81].

The continuously varying waveguides allow rather wide bandwidth (10-30%) and high efficiency of modal transformations, although the converters of this type have increased length $l \sim (8-16)\lambda$.

The shorter length can be achieved using combinations of tapering and aperiodic radius variation, and several 1- and 1½-period designs are considered in [153] for different frequencies. One of them, which is of the length $l=19$ cm, is designed and tested for 60 GHz frequency, and it shows the measured conversation efficiency around 96.6% for the modes $TE_{02}-TE_{01}$ of a circular waveguide. Unfortunately, it demonstrates a narrower bandwidth regarding to longer converters. Additional information on the short continuous aperiodic converters and used design technique can be found, for instance, in [158].

The mode conversation can be reached using the corrugated waveguides (Fig. 10.48b,c). They are convenient to excite the corrugated wide-band horn antennas, and several geometries of corrugation of millimeter-wave circular waveguides are considered, for instance, in [159],[160].

Further improvement of characteristics of modal converters is obtained using the irregular discrete scatterers in waveguides (Fig.10.48d, [161]). It allows reducing the length of converters and improving their modal conversation efficiency regarding to their periodic counterparts up to 3-5 times [161]. For instance, a 60-GHz $TE_{02}$-to-$TE_{01}$ circular waveguide converter has 4.8-cm length, in comparison with the periodical one of the length 18 cm [153]. These $TE_{10}$ converters are designed using the mode matching method and optimization techniques to find a step-wise geometry of a scatterer providing the maximum conversation efficiency for a given couple of modes. Additionally to these converters, the authors of [161] consider some applications of irregular structures for power combiners/splitters, waveguide transitions, optically controlled phase shifters, and microwave switches allowing spatial separation of signals (modes) of different frequencies.
Further decreasing of the size of modal converters is with the non-symmetrical corners [162],[163] and the resonant diaphragm converters [164],[165]. The first of them is just an H-plane corner composed of two rectangular waveguides of different size (Fig. 10.48e). This corner is truncated, and the truncation angles can be regulated to reach the maximum efficiency of the modal conversation. The incident $\text{TE}_{10}$ mode is diffracted at the corner, and it excites the propagating modes in the second waveguide. To provide better characteristics, an inductive diaphragm is used in the input waveguide. The maximum efficiency of transformation of the $\text{TE}_{01}$ mode to the $\text{TE}_{0q}$ one is found using an optimization procedure and varying the geometry of the corner. To design the converters, the EM method of semi-inversion [162] is used, and the results are compared with the Ansoft HFSS simulations. It is found that the mode conversation is realized, practically, at the corner area, which is confirmed by the field simulations. The conversation of the main mode to different 27 higher-order modes is simulated, and stability of this process with certain frequency variation is confirmed.

The use of the waveguide resonant volumes limited by two impedance walls was proposed in [164]. Later, the capacitive membranes substituted these walls and several mode converters were calculated using an EM full-wave method [165]. These converters consist of two 2-mode waveguide lengths separated from each other and from the input/output waveguides by capacitive diaphragms of a certain geometry. The length of each waveguide’s volume is comparable with the height of the used rectangular waveguides, and it can be reduced further by filling the resonators with dielectrics of increased permittivity. In a designed $\text{TE}_{10}$-$\text{TE}_{20}$ converter (Fig. 10.48f), these diaphragms are to transform the incident $\text{TE}_{10}$ mode into the $\text{TE}_{20}$ one. As the result of diffraction and superposition of these modes inside these two waveguide volumes, the input mode is transformed with the calculated efficiency 90-98% if the geometry of the structure is properly found by means of optimization and the EM methods of the diaphragm scattering calculations. The frequency band of the considered converters depends on the type of the converted modes, and it is varied within 0.5-27.5% regarding to the center frequency and for the 90% efficiency.

Longitudinal diaphragms can be used for mode converters, and one of these devices and its modeling results are studied in [166] where it is shown that the low-cost and high-precision diaphragm technology allows obtaining the parameters comparable with those of the tapered waveguide converters.

General principles of the waveguide converters are considered in [167], and several components are described there. Among them are a $\text{TM}_{01}/\text{TE}_{31}$ converter for 9.75 GHz, 95-GHz taper transforming the $\text{TE}_{11}$ of a circular waveguide to a Gaussian beam, and other components used for plasma heating and diagnostics, spectroscopy, and material technology applications and designed for the power of 10 W-1 GW, depending on the needs.

It is interesting to review the methods of measurement of parameters of modes in oversized waveguides. One of the first devices and a technique used until now are published in [168], where a test unit consists of a length of a waveguide connected to a load matched to several modes. The signals are taken from the
launchers installed in this probe section, and the modal parameters are recalculated using a system of linear algebraic equations regarding to the measured complex amplitudes of the launchers’ signals. Another variant is the k-spectrometer [153],[169], which is a length of a regular multi-modal waveguide with a number of apertures drilled uniformly along the waveguide [153]. Modes show radiation aimed at different directions and the re-calculation of their parameters are available from this data. For measurements of parameters of modes, the above-mentioned mode-selective coupler [125] can be used, as well.

Other characterization method used in multimodal technique is with the measurements of radiation pattern of an open-end waveguide or from a horn antenna excited by this multimode waveguide. Then these measurements are compared with the calculations, and the modal parameters are obtained for each mode.

The above-considered mode converters and the measurement hardware are designed for microwave and millimeter-wave frequencies, and they are manufactured using conventional waveguide technology. A new wave of interests in mono- and overmoded waveguide components is with the sub-millimeter and terahertz frequencies where the integrated circuits are based on micromachined waveguides (Chpt. 5).

One of the components handling the spatial characteristics of modes in these micromachined waveguides is described in [170]. The device rotates the polarization plane of the main mode of a rectangular waveguide. It has ultra-bandwidth characteristics due to the 3-D tapering, and its parameters are measured in 200-340 GHz. A scaled variant is studied in 500-700 GHz frequency band. In these frequencies, the return loss of the measured samples is registered better than 20 dB. Taking into account the main interesting applications of terahertz frequencies, there are many needs in the developments of integrated components handling spatial properties of modes or their modal superpositions.

The knowledge of the spatial field characteristics is important for the developments of compact multimodal frequency filters used in satellite and wireless telecommunications. One of the first attempts to employ several modes excited in a waveguide volume relates, according to the best knowledge of the Author, to the end of the 40s when the single cylindrical cavity filters employing 2, 3, and 5 modes were designed and measured [171]. In these filters, the screws enable coupling of modes, and its level is defined by the positions of these screws and their geometry. Some formulas for the modal coupling coefficients are derived using a perturbation technique. The multimodal cavity equivalent circuits are found as the serially coupled resonant loops, and the correspondence between them and the prototype lumped element circuits allows designing these filters. The importance of understanding the modal spatial properties of cylindrical cavity and input/output rectangular waveguides to provide the prescribed coupling of modes is emphasized.

A much more intensive research started in the beginning of the 70s with the needs of the developments of compact narrow bandwidth filters for satellite telecommunications [172],[173]. The circular and squared cross-section waveguides are considered appropriate for filters, and some research was conducted regarding to the filter architectures, coupling elements, EM design models to improve the waveguide filter characteristics. The best-known designs use the dual-mode
cavities serially connected to each other and employing corresponding degenerate orthogonal modes. Coupling elements allow splitting the resonance curves of cavities and providing a band-pass response. The intermodal couplings realize the Tchebyshev, quasi-, and elliptical filter responses.

Additionally to the screws allowing the tuned modal coupling, the cut corners which mix the modes in square-shaped waveguides are considered in [174]-[176]. An interesting idea is proposed in [177] where the coupling of orthogonal modes is realized just by perturbation of the shape of a squared waveguide. For cylindrical cavities, the sections of ridged or grooved waveguide sections are proposed in [178],[179] to avoid the screws worsening the electrical properties of filters. The design methodology of these filters can be found in many papers [171]-[174],[180].

The idea of multimodal filtering proposed more than 60 years ago is realizable using any type of waveguides if they provide the electric and technological advantages. For instance, the substrate integrated waveguide technology distinguished by its simplicity is used in [181] for X-band frequencies, and the designed multimodal filters demonstrate the insertion loss 1.4-1.8 dB and stopband rejection around 30-35 dB.

Many papers are on the design of dual-mode dielectric resonator filters having essentially decreased size regarding to the hollow cavity counterparts. The first design is considered in [182] where the dual-mode resonators are placed inside the cylindrical cavities which resonant mode frequency is essentially higher than the filter frequencies. The resonators are coupled to each other using the evanescent modes of cavities. The couplings are regulated by the geometry of cross-like slots in conducting membranes dividing each resonator section and by the length of screws mixing the modes of a single shielded dielectric resonator. The filter’s input/output ports are realized using coaxial probes. Simple formulas for coupling coefficients are given in [182], and they can be used for calculations. The filters implementing this idea show the essential mass reduction in comparison with the hollow dual-mode counterparts.

In the dielectric dual-mode filters, the higher-order modes, which can distort the device characteristics, are a matter of serious concern. The modal suppressors are in use, including the metallization of resonators [183], drilling cylindrical holes in them [149],[150], shape grooving, and splitting of resonators [184]. All these methods require intensive study of the modal field topologies.

Today the development aims, mostly, at the integrated dual-mode filters manufactured using the hybrid integrated, LTCC, and monolithic technologies. Some of them are shown in Fig. 10.49. One of the first papers is on a dual-mode microstrip ring resonator (Fig. 10.49a [185]. Similarly to the circular waveguide, the modes of this microstrip resonator are degenerated, and there are two eigenmodes of the same resonant frequency, which are different from each other by the 90°-spatial shift of their modal fields. For instance, the normal-to-the-substrate electric field of these modes is [185]

\[
E_z = \left[ AJ_n(kr) + BN_n(kr) \right] \begin{cases} \sin n\phi \\ \cos n\phi \end{cases}
\]

(10.23)
where \( A, B \) are unknown amplitude coefficients, \( J_n(kr) \) is the Bessel function, \( N_n(kr) \) is the Neumann function, \( n \) is the angular number, \( k \) is the wave number in substrate, and \( r \) is the radial variable.

Perturbation of symmetry leads to the coupling of these modes, and new ones of different resonant frequencies are formed. Variation of the perturbation controls the distance between the resonant frequencies and the shape of the frequency response in the bandpath area. Any microstrip resonator of a certain symmetry allows designing such dual-mode resonators. A dual-mode circular patch (Fig. 10.49b) resonators and filters are studied, for instance, in [186]. The triangle resonators (Fig. 10.49c) are considered in [187],[188]. A square microstrip ring (Fig. 10.49d) [186] and its modifications, including the meandered one [189], are studied in many papers, and the shape distortion in them regulates the modal coupling and the shift of resonant frequencies of initially degenerated modes. The resonators are placed on one substrate surface, or they are stacked and coupled through an aperture in a grounded shield [186]. Due to the additional vertical couplings, a quasi- or elliptical response is formed. Typical problems with the increased radiation from the resonator edges can be partly resolved by slotting the patches [190] or making them in a fractal manner [191]. Dual-modality can be realized by coupling of two identical resonators through a dielectric layer, and a couple of such resonators, which allow a wide bandwidth of their frequency responses (Fig. 10.49f), is described in Chpt. 2 of this book.

Fig. 10.49 Dual-mode microstrip patch resonators (a-e) and a shorted-end two-mode resonator on coupled antipodal slot lines (f)
Analysis of the results in the design of dual-mode filters and their design techniques indicates the importance of the EM models of resonators and topological representations of modes, which allow building new microwave filters distinguished by their increased compactness and essentially improved electric characteristics.

Concluding this Chapter, it is worthwhile to mention that the use of spatial properties of waves opens many interesting and fruitful possibilities in signaling, computing and design of novel electronic components and subsystems.

Additionally to this traditional electronics, the ideas of topology are used in fault-tolerant topological quantum computing [192], and they can find applications in magnetic ice solids for imitation of neural networks by excitation of topologically modulated impulses of magnetization of honey-comb structures [193].
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11 EM Radiometry and Imaging

Abstract. This Chapter is on the basics of microwave radiometry used for registration of weak thermal signals. Additionally to the principles of radiometry, some original results are considered. Among them is the application of the methods of stochastic dynamics to the analysis of radiation and a technique developed to separate the parasitic deterministic and human-body thermal signals. A millimeter wave imager of a novel design is described allowing working in the radiometric, in scattering, and in holographic regimes. References -74. Figures -18. Pages -39.

11.1 Principles of the EM Radiometry

Microwave radiometry is the registration of the EM thermally caused radiation of objects in natural condition. Usually, the power of thermal signals is below the noise level of conventional receivers, and a special kind of them, called the radiometers, is designed for reliable signal registration. The material and its spatial structure influence this radiation, allowing the remote sensing of natural or artificial objects to define their spatial shapes and inner material structure [1]-[4]. Many applications of radiometry are within medicine where it allows to obtain the images from the inside of body or profile of the body temperature at the difference to the infrared imaging [4],[5]-[7]. Now some developments are with the security applications, and several radiometric vision systems have been developed for detecting the weaponry hidden beneath the clothes without additional illumination of the investigated individuals [8]-[15].

A pre-World-War-II history of the attempts of creation of high-sensitive hardware can be found in [16]. Today the circuits for registration of even single microwave photons are known [17].

The most used radiometers are based on the first design invented by R. H. Dicke in 1946 [18], and one of them, designed by Yu. Turygin from the Special Design Bureau at the Institute of Radioengineering and Electronics, Russian Academy of Sciences, is shown below (Fig. 11.1).

This radiometer eliminates the resulting hardware noise by periodical deduction of a power portion, equivalent to the noise caused by electronics, from the input signal. A square-law detector is used to produce an outcome signal which is proportional to the input power. Then it is integrated over a rather long period to smooth the fluctuations, digitized by an A/D (analog-to-digital) converter, and registered as a time series in the memory of a computer. A radiometer can be cooled to reduce the noise or placed into a thermostat to support the stable characteristics.
Unfortunately, any of these radiometers is not free of the residual time-dependent noise if the practically interesting integration times are used. As a rule, the radiometer output signals show rather complicated time dynamics. The thermal and digital noise and the incoming thermal signals are mixed with each other in the hardware, and the algorithmic means to increase the sensitivity are preferable instead of expensive cooling of radiometers [19].

11.2 Natural Microwave Radiation and Its Characterization

The origin of natural microwave radiation is warmth. Any heated object radiates EM waves in a wide frequency region, and its qualitative parameters can be calculated using the Planck radiation law. The theory of this radiation is based on the phenomenon of EM power absorption. A real body is substituted by black body which absorbs all radiation. The radiation properties are calculated according to the mentioned absorption properties. At microwaves, Planck’s formula originated from quantum mechanics is substituted by its low-frequency approximation or the Rayleigh-Jeans formula. It connects the spectral radiance $L$ [20] measured in $\text{W} \cdot \text{m}^{-2} \cdot \text{sr}^{-1} \cdot \text{Hz}^{-1}$ with the frequency $f$ and absolute temperature $T$ measured in Kelvin:

$$L = \frac{2f^2}{c^2} kT$$  \hspace{1cm} (11.1)
where \( k = 1.38 \times 10^{-23} \text{ J/K} \) is the Boltzmann constant and \( c \) is the light velocity. From (11.1), the brightness temperature is defined:

\[
T_L = \frac{\lambda^2}{L} \tag{11.2}
\]

which is used for comparisons of any transmitters.

The power \( P_b \) radiated by black body in a certain frequency band is

\[
P_b = kT\Delta f . \tag{11.3}
\]

Thus, the proportionality between the radiance and temperature allows measuring the emitted signal in temperature units or measuring temperature of a distant object in terms of received radiation power.

Taking into account that the radiated power can be not only of the thermal nature, the radiation temperature is introduced from (11.3) as

\[
T = \frac{P_b}{k\Delta f} ; \tag{11.4}
\]

moreover, it can be used for characterization of any EM sources and antennas.

A real-body radiation differs from the above-mentioned \( P_b \), being less than the power of ideal black body. The emissivity coefficient depends on the material, surface quality, and inner structure of the physical object. Furthermore, in real-life conditions, the antennas register the sum of the brightness temperature and the temperature of background EM noise in the frequency band concerned. This means that the radiance of an object is not proportional to the measured power but rather concealed in it.

The EM radiation is registered by non-ideal receivers which components are also inherently noisy. This noise can again be re-calculated in the temperature units. In microwaves, the temperature of natural radiation is essentially less than the temperature of uncooled receiver’s noise, and special hardware or radiometers are used to register such very weak signals as it was mentioned above [20]. The statistical characteristics of natural radiation are close to those of Gaussian noise. Due to that, it has not so much to do mathematically with improving the parameters of radiometers, in contrast to the telecommunication hardware dealing with certain type of signals the statistics of which is known.

Averaging of a number \( N \) of independent noise samples results in the fractional uncertainty \((N/2)^{-1/2}\) of ideal radiometer’s average noise power. This enables the low-level detection of a signal, which raises the antenna temperature by a small fraction of the total noise power.

One of the first types of radiometers developed by R. Dicke in 1946 [9] exploits an idea of periodical switching of the receiver from an antenna to the equivalent noise source which has temperature equal to that of the receiver (Fig. 11.1).
11.3 Calibration of Radiometers and Calculation of Physical Temperature

Very often, radiometers are used to measure the object’s radio-brightness expressed in the temperature units. In the case of an ideally linear radiometer, the brightness temperature $T_A$ is proportional to the output voltage $V_{out}$, and the coefficient of proportionality can be established during a calibration procedure measuring the objects with a priori known temperatures. Among them are the noise sources, liquid nitrogen, sky, the Moon, etc. Different techniques of calibration of linear and nonlinear radiometers are considered in many publications, for instance, in [4].

Besides the radio-brightness measurements, the physical temperature is of great interest in medicine. For instance, many health problems are with local deviation of the tissue temperature. Among them are tumors, blood flow disturbance, etc. Very often, even normal function of the human brain is accompanied by the re-distribution of the blood flow in the brain, which can be detected using a system of antennas placed on the surface of the human head [5]. Some health problems can be treated by local heating or cooling of human tissues, and it is very important to monitor the absolute value of the temperature inside the human body. Unfortunately, the radio-brightness temperature depends on the inner structure of the source, and, to calculate the physical temperature 3-D distribution, the permittivity and conductivity of the human tissue layers need to be known.

The measured brightness temperature $T_{\text{measured}}$ corresponds to the physical one $T(r)$ at the $i\text{-th}$ frequency as [21]:

$$T_{\text{measured}} = \frac{1}{1-R_i} \iiint_{V} W_i(r) T(r) dV$$  \hspace{1cm} (11.5)

where $R_i$ is the reflection coefficient of the antenna placed at the body surface and operating at the particular frequency $f_i$, $V$ is the tissue volume from which this applicator collects the radiation, and $W_i(r)$ is the tissue-dependent radiometric weighting function. If this function is known, the temperature $T(r)$ is calculated from a series of measurements at different frequencies. To calculate $W_i(r)$, a direct EM problem should be solved given the conductivity of the tissue. This weighting function is calculated as the normalized power absorption rate when the antenna-applicator is radiating [21]:

$$\frac{W_i(r)}{1-R_i} = \frac{0.5\sigma_i |E_i(r)|^2}{0.5\iiint_{V} \sigma_i |E_i(r)|^2 dV}$$  \hspace{1cm} (11.6)

Taking into account the complexity of this EM problem, the numerical calculations are performed to obtain $E_i(r)$. Additionally, this formula requires heavy
numerical calculations of the EM field radiated by an antenna. Today different algorithms and measurements schemes allow determining the temperature distribution inside the body within the error 0.01-0.05°C.

11.4 Sensitivity of Radiometers

The sensitivity of an ideal Dicke radiometer expressed in the equivalent temperature units is [4]:

$$\Delta T = \frac{T_A + T_N}{2\sqrt{\Delta f \Delta \tau}}$$

(11.7)

where $T_A$ is the effective temperature at the output of the radiometer antenna, $T_N$ is the radiometer noise, $\Delta f$ is the radiometer bandwidth, and $\Delta \tau$ is the time constant of the receiver’s integrator averaging the random fluctuations. This parameter is the standard deviation of the output signal, and it is improved with the increase of the bandwidth $\Delta f$, integration time $\tau$, and decrease of the noise of the radiometer $T_N$.

It is seen that the Dicke’s radiometer allows for registration of these weak signals, but it does not eliminate completely the noise influence. Another interesting fact on the Dicke’s radiometers is that the output voltage $V_{out}$ is proportional to the difference of the temperatures of the incoming signals $T_A$ and the hardware $T_R$:

$$V_{out} = C(T_A - T_R)G$$

(11.8)

where $C$ is a constant and $G$ is the radiometer gain.

One of the effective means to increase the sensitivity is the cooling of radiometers up to the temperatures of liquid nitrogen or even liquid helium, which decreases $T_N$. In practice, more factors influence the sensitivity. Among them are the slow thermal drift of parameters of radiometers, the residue of thermal fluctuating noise, the digital noise caused by the high-frequency switches used in radiometers, the nonlinearity of receivers, the noise of the A/D convertors, the mismatch of microwave components and antennas, the induced EM noise due to non-ideal grounding of all equipment, etc. It leads to the worsening of the radiometer parameters and fluctuation of signals.

A part of this noise can be reduced by modification of hardware and application of special numerical procedures. To develop them, the characterization of radiometers is needed, and one of them is considered in this book with the aim to study the hidden digital noise in radiometric signals using the state-space reconstruction algorithms [22]-[24].
11.5 Radiometric Studies of Thermal Human-body EM Radiation

11.5.1 Measurements and Statistical Analysis

Human body is a source of thermal radiation, and, depending on the frequency, it comes from the inside of tissue (microwaves) or from the body skin (short millimeter waves). In general, the radiation has rather complicated space-time distribution, and it can be modulated additionally by the heart beating, body tremor, etc. More information on the use of microwaves in medicine is from [5],[17], for instance.

Here the objects under investigation are considered not just as individuals, but generally as the sources radiating the thermal EM waves. These signals are compared with each other and with those originating from a matched 50–Ω load, connected to the radiometer instead of antenna. Other comparisons are made with the measured signals in the laboratory room, which is normally polluted by parasitic radiation of used computer and thermal radiation of walls and human bodies. The goal of this research is to study the statistical characteristics of these signals, to find their differences, and to develop some recommendations for further improvements of radiometers. Our initial results on experimentations of this sort were already considered in [23],[24].

For our measurements, a variant of the Dicke radiometer is used (Fig. 11.1). It is designed for 1.88 GHz with the input frequency bandwidth around 100 MHz. The sensitivity announced by the manufacturer is about 0.05 K for $\Delta \tau = 0.1 \text{ s}$.

The device is placed in a thermostat (9) with a fixed temperature to avoid slow thermal drift of its parameters. The signal is collected by an 8-element microstrip antenna with VSWR $\approx 1.05-1.1$ in the mentioned frequency band. The radiometer consists of many components in block, which are shortly described in the legend to Fig. 11.1.

The radiometer temperature 40°C is maintained by the thermostat 9 during all the measurements. According to the Dicke's radiometer principle [4], the objects, which have effective radio brightness temperatures close to this reference thermostat temperature, produce the voltages near the zero level.

The following measurements were performed. Eleven individuals were chosen for the measurements of their EM radiation. The signals are taken from the chest and head areas of the individuals standing at the 3-m distance from the antenna during one minute. Additionally, a part of the received power was taken by the antenna from the surrounding space due to its wide main lobe and its multiple side lobes.

An analog signal from the radiometer is digitalized by an embedded 12-bit A/D converter with the time step $\Delta t = 0.5 \text{ s}$, and for each measurement, $N = 121$ samples form a time series $s(t)$. An example of the received signals as a function of time is shown in Fig. 11.2, and it looks as a noise-like curve.

---

1 Written by S. V. Kapranov and G. A. Kouzaev.
Additionally to these individuals, the noise from a 50-Ohm load and the signal from the environment were registered for the comparison purpose. All these signals have about the same level, and they are in the linear zone of the radiometer, which was confirmed by the manufacturer.

Spectra of the signals obtained by means of the fast Fourier transformation show that the most part of energy is concentrated close to zero frequency, and it corresponds to the sought signals. An example of such a spectrum is presented in Fig. 11.3 for a signal from the person denoted as U. The higher frequency lobes can correlate to the residue of the thermal noise of the receiver, transients, the EM induced noise due to the non-ideal grounding of the radiometer and computer, and the digital noise of the A/D converter the board of which is embedded inside the computer. However, the fine structure of the spectra is particular for each signal.

Fig. 11.4, in which the signal mean values $\bar{s}$ are plotted versus the standard deviations $\sigma$, illustrates these signals further, and it shows that no any artifacts are produced by the radiometer. It is evident that the outer standard 50-Ohm load heated by the warmth drift from the thermostat, generates the lowest voltage, marked “Load”, and its temperature is closer to the reference (40°C) according to (11.8). Its standard deviation is smallest, and it corresponds to the thermal nature of this signal.
Fig. 11.3 Spectral representation of the signal from the \( U \) person obtained by the fast Fourier transformation. The coordinate of the maximum used for calculation of the time delay in the phase space reconstruction is given over the peak point.

Fig. 11.4 Signal mean voltage \( \tau \) versus standard deviation \( \sigma \) for the individuals, matched load, (Load) and background EM noise (BG)

The background noise (“BG”) has the largest standard deviation, which is caused by the radiation of computing hardware, according to our opinion. Anyway, the radiation temperature in the laboratory, taking into account the background signal level and (11.8), is rather low at the time of measurements.
It is apparent that the mean voltage $\overline{s}$ and the standard deviation $\sigma$ of the matched load signal (Load) and background EM noise (BG) are beyond the main group of the individuals’ signals marked as D, G, D1, G1, I1, I, L, M, S, U, and V. The difference between the background noise and human-generated signals is observed in the time trends of the autocorrelation functions. The autocorrelation function of a time lag $k$ in a discrete time series $s(t) = s_1(t_1), s_2(t_2), ..., s_N(t_N)$ with $N$ samples is defined [25] as

$$R(k) = \frac{1}{(N-k)\sigma^2} \sum_{i=1}^{N-k} (s_i - \overline{s})(s_{i+k} - \overline{s}).$$ \quad (11.9)

The time coordinate of the first zero in the autocorrelation functions $R(n)$, termed the linear decorrelation time, is shown in Fig. 11.5. It is seen that the decorrelation times of all data sets excepting one are shorter than that of the background noise. This suggests that the human-body radiation has more in common with white noise than the background radiation does. This difference implies dissimilar nature of the human-body radiation and the EM noise patterns.

![Figure 11.5](image-url)  
**Fig. 11.5** Time coordinates of the first zeroes of the autocorrelation functions obtained for signals of individuals, of the matched load (Load), and of the background noise (BG)

The human-body radiation in the given frequency range is of the Gaussian noise shape, and the corresponding signals should be weakly correlated to each other in the ideal measurement environment. Fig. 11.6 shows the dependence of the statistical linear correlation factors [25] of all individuals, and one can see that they are different from zero. This is explained by the correlated digital noise inside
the radiometer and the EM-polluted environment in the lab, although some measures were taken to reduce this EM noise. The full shielding of the used computer was not realized to bring the method to the conditions, which are closer to the reality.

![Figure 11.6](image)

**Fig. 11.6** Correlation coefficients of the registered time series of signals of the measured individuals, matched load and background noise

Taking into account the influence of the correlated digital noise, these signals are studied by an algorithm allowing detection of the deterministic noise in the output signals. The noise nature can be discovered by comparing the calculated parameters of the signals from the individuals, the load, and the environment. It will allow improving the radiometer characteristics in the future. This research and techniques are described below.

### 11.5.2 Technique of Calculation of the Attractor Dimension

A formal look at the registered signals shows their chaotic time-dependence, whereas the elementary statistical analysis has detected some correlated contents with its, presumably, digital nature due to the clocked radiometer, A/D converter, and computer radiation and its induced noise [24]. This periodicity is nonlinearly mixed with the Gaussian thermal noise of hardware and the Gaussian-like human-body signals. It is interesting to study this non-thermal hidden deterministic noise with its subsequent separation from the radiometric signals for improving
the overall sensitivity of radiometers. There are several algorithms to find the quasi-periodicity or oscillatory contents in noisy signals, and the Grassberger-Procaccia and sphere-counting methods are chosen for calculation of the fractal dimension in this contribution.

Many natural signals are very complicated in their origin, and they may contain hidden oscillations. For instance, even deterministic processes can be chaotic due to their instability, but traces of this determinism can be detected using the Grassberger-Procaccia algorithm [22]. It allows to consider a one-dimensional time series in an extended phase space, and to find an attracting subset of this space, or an attractor, around which the trajectories are concentrated and where they display an oscillatory character. The low-dimensional attractors were found in a variety of processes, e.g. the weather and climate change [28]-[31], turbulence in flows [32], chaos in unipolar ion injection [33], economic time series [34], atmospheric turbulence [35], and predicting epileptic seizures from the electroencephalography (EEG) data [36],[37].

If the deterministic chaos (stochasticity) exists in a process in question, this procedure also enables calculating the fractal dimension of a stochastic system’s attractor. This dimension is an indication of how completely a fractal appears to fill the phase space, as one zooms down to finer and finer scales. The nearest integer above the attractor dimension indicates the minimum number of degrees of freedom which determine the system dynamics. The attractor dimension is a valuable measure since it allows finding the minimal number of variables which fully describe the stochastic dynamics of complex random processes.

There are several types of attractor dimension used to describe the deterministic chaos [26],[38],[39]. One of them is the correlation dimension $d_c$ introduced by Grassberger and Procaccia.

Consider the time series of $N$ samples $s(t)$ registered by the radiometer. It is formed by many spacio-temporal processes $X(t)$ which are unknown due to the complexity of the source dynamics. The idea of the algorithm is to obtain a minimal set of independent or orthogonal components of this vector $X(t)$.

The normalized orthogonal components of this vector are the orts of a phase space where an attractor can be found. Then the state-space reconstruction procedure consists in constructing an $m$-dimensional vector time series $X(t)$ corresponding to the initial series $s(t)$. In some cases, the vectors, being still chaotic, concentrate with time close to a compact space domain, and this domain of the phase space is called an attractor. Finding an attractor will give information on the influence of the deterministic component on the time behavior of the initial signal $s(t)$.

To find these vectors, a technique based on a rigorous proof [41] is used. It replaces the original time series $s(t)$ by its $(m-1)$ time lags $\tau$, which compose the vector time series in an $m$-dimensional state space [22]-[24],[26]-[31],[33]-[40],[42]-[45]:
where \( n = N - [(m-1)\tau/\Delta t] \).

This vector series is further processed to yield the attractor dimension estimates. The reconstructed-space dimension \( m \) is referred to as the embedding dimension.

The choice of the time delay \( \tau \) is an important issue since the correct state-space reconstruction requires that the vector components be decorrelated from each other. The simplest solution of this problem is construction of the autocorrelation function \( R(t) \) from (11.9) and finding the coordinate of its first zero [26],[31],[36],[38]. However, the autocorrelation measures the linear dependence among the points, and it might be inappropriate for the nonlinear analysis, as pointed out by Fraser and Swinney [42]. They propose that \( \tau \) should be found as the local minimum of mutual information among the successive points. Another suggestion was made to take \( \tau = T/m \) where \( T \) is the period of the dominant peak in the Fourier transformation of the signal [31] (see Fig. 11.3).

Next step in this study is to find an attractor of the time evolution of the vector \( \mathbf{X}(t) \) and the attractor dimension. Taking into account the discrete nature of the object in question, the dimension can be non-integer and different from the commonly understood bulk dimension.

Several types of calculation of the attractor dimension by the means of the time-delay state space reconstruction are proposed [26],[38]. Among them one can distinguish two measures, the correlation dimension \( d_c \) and the Hausdorff dimension \( d_H \). In general, the latter, also termed as the limit capacity, is the upper limit of the fractal dimension:

\[
d_c \leq d_H.
\]

For calculating \( d_c \), the correlation integral \( C(N,r) \) introduced by Grassberger and Procaccia is required:

\[
C(n,r) = \frac{1}{n(n-1)} \sum_{k \neq j}^{n} \theta(r - \|\mathbf{X}_k - \mathbf{X}_j\|)
\]

where \( \theta(x) \) is the Heaviside step function: \( \theta(x) = 0 \) for \( x < 0 \) and \( \theta(x) = 1 \) for \( x \geq 0 \). The absolute difference between the vectors is determined in the Euclidean norm as
\[ \|X_k - X_j\| = \sqrt{\sum_{i=1}^{m} (X_{k+(i-1)\varepsilon/M} - X_{j+(i-1)\varepsilon/M})^2}. \] (11.13)

This correlation integral is shown to be a power-law function of the correlation dimension \([22],[26]\):

\[ C(r) \sim r^{d_c} \quad (r \to 0). \] (11.14)

Consequently, it can be determined as the slope of the logarithms ratio at very small \(r\), once the fractal is completely embedded in the state space:

\[ d_c = \lim_{r \to 0} \frac{\ln C(r)}{\ln r}. \] (11.15)

The Hausdorff dimension dealing with the infinite number of points is usually expressed as the box-counting dimension for a finite set of vectors. In the box-counting procedure, one assesses how many \(m\)-dimensional hypercubes with the edge \(\varepsilon\) are sufficient to cover all points specified by vectors \(X(t)\) in the state space. Sometimes, it is more convenient to count hyperspheres of radius \(\varepsilon\) instead of the hyperboxes \([26]\).

Let \(n(\varepsilon)\) be the minimum number of the hyperspheres of radius \(\varepsilon\), which is necessary to cover all mentioned points of the \(m\)-dimensional phase space:

\[ N(\varepsilon) \sim \varepsilon^{-d_H} \quad (\varepsilon \to 0). \] (11.16)

This number of these spheres is then determined as the number of unique integer part combinations of \(X/\varepsilon\) \([43]\). Then under the stipulation that the fractal is completely embedded in the phase space, the Hausdorff dimension in its box-counting variant is \([41],[43]\)

\[ d_H = \lim_{\varepsilon \to 0} \frac{\ln n(\varepsilon)}{\ln (1/\varepsilon)}. \] (11.17)

According to (11.15) or (11.16) the fractal dimension is found as the slopes of straight lines plotted by the least-squares method in the coordinates \(\log C(r) - \log (r)\) and \(\log n(\varepsilon) - \log (1/\varepsilon)\) in the region of small \(r\) and \(\varepsilon\), respectively.

An idealized example of finding a single fractal dimension \(d_c\) is shown in Fig. 11.7. The slopes of lowermost linear sections of the logarithmic graphs (Fig. 11.7a) are plotted against the embedding dimension \(m\) (Fig. 11.7b). The convergence value \(d_c = 1.87\) is the correlation dimension of the fractal.
Fig. 11.7a Correlation integrals of a single-fractal system against the size parameter $r$ given in the logarithmic coordinates for the embedding dimension $m$ ranging from 2 to 8. The onset of linearity is marked with a horizontal line relative to which the plot slopes are determined.

Fig. 11.7b Slopes (dimensional estimates) plotted against the embedding dimension. The convergence, indicated by a dashed line, is attained at $d_c=1.87$. 
The procedure of finding the single-fractal Hausdorff dimension is very similar with the exception that the slopes are found for the uppermost linear part of the plots because \( \varepsilon \), by definition of the Hausdorff dimension (11.17), must approach zero.

The above-mentioned dimensions can be calculated using a formula given below [22],[26],[39]. For its derivation, an interval of the phase space is divided into \( n \) subintervals. Then the probability of the trajectory visiting a particular \( i \)-th sub-interval is defined as \( p_i \). Taking this into account, the definitions of dimension (11.15) and (11.17) can be combined into a generalized dimension of the order \( q \):

\[
d^{(q)} = \frac{1}{q-1} \lim_{\varepsilon \to 0} \frac{\ln \sum_{i=1}^{n} p_i^q}{\ln \varepsilon}.
\]

(11.18)

It was shown in [26],[39] that the generalized dimension acquires the form of the box-counting dimension (11.17) when \( q = 0 \), and it turns into the correlation dimension (11.15) when \( q = 2 \). The equality \( d_c = d_H \) in (11.11) is fulfilled only when trajectory points have uniform distribution over the phase space interval considered (\( p_i = 1/n \)), in accordance with (11.18). Noteworthy, the box-counting dimension is a purely geometrical measure, which estimates the total covering of the phase space, and it has no bearing on the probability of finding a trajectory point in a certain range of the phase space. This probability, however, is allowed for in the correlation dimension.

It is possible to find the Hausdorff dimension by means of another procedure, which is somewhat different from counting the minimum number of hyperspheres covering \( X \). Consider a set of vector differences \( X_i - X_j \). Similar to finding whether a phase space vector belongs to a certain hypersphere [43], the number \( G_i \) of unique combinations of integer parts of \((X_i - X_j) / \varepsilon\) determines the minimum number of hyperspheres sufficient to cover these differences. If \( X_i \) is a reference vector and \( X_j \) vectors are conditionally clustered in groups smaller than \( \varepsilon \), then \( G_i \) determines how many \( \varepsilon \)-sized groups exist with respect to \( X_j \). Hence, the average number of vectors in a hypersphere associated with the \( i-th \) vector is \( n / G_i \).

According to the interpretation set forth in [39], the correlation integral ensues from (11.18) with \( q = 2 \):

\[
C(\varepsilon) = \sum_{i=1}^{n} p_i^2 = \langle p_i \rangle = \frac{1}{n} \sum_{i=1}^{n} p_i \\ 
\approx \frac{1}{n} \sum_{i=1}^{n} \left( \text{average number of vectors in } i^{th} \text{ hypersphere} \right).
\]

(11.19)
Then

\[ C(\varepsilon) = \langle p_i \rangle = \frac{1}{n} \sum_{i=1}^{n} \frac{n}{G_i} = \frac{n}{\langle G_i \rangle} \] (11.20)

and

\[ 1/p_i \approx G_i/n. \] (11.21)

Hence, the box-counting dimension derived from (11.18) with \( q = 0 \) and finite \( n \) can be rewritten as

\[
d_{H1} = -\lim_{\varepsilon \to 0} \frac{\ln \sum_{i=1}^{n} p_i (1/p_i)}{\ln \varepsilon} = -\lim_{\varepsilon \to 0} \frac{\ln \langle G_i/n \rangle}{\ln \varepsilon} =
\]

\[
= -\lim_{\varepsilon \to 0} \frac{\ln \langle G_i \rangle - \ln n}{\ln \varepsilon} \approx -\lim_{\varepsilon \to 0} \ln \frac{\langle G_i \rangle}{\varepsilon}. \] (11.22)

The box-counting dimension defined according to (11.17) will be referred in this work to as the Method-1 Hausdorff dimension \( (d_{H1}) \) and that found from (11.22) will be termed the Method-2 Hausdorff dimension \( (d_{H2}) \).

Consider practical applications of the above formulas with the goal of verification of the developed codes by the example of the Lorenz attractor, for which the numerical results are well-known [46]. The Lorenz equations represent the derivatives of dimensionless convective motion functions with respect to dimensionless time \( t \) with \( \sigma=10, g=28, b=8/3 \) as in [30]:

\[
\frac{dx}{dt} = \sigma(y - x),
\]

\[
\frac{dy}{dt} = x(g - z) - y,
\]

\[
\frac{dz}{dt} = xy - bz. \] (11.23)

The Lorenz equations are integrated numerically in Matlab using the fourth-order Runge-Kutta algorithm [47] with \( \Delta t = 0.005 \) and the number of samples \( N = 2048 \). Using this data, the first zero \( \tau = 0.79 \) of the time-dependent autocorrelation function \( R(t) \) is found. It allows calculating the vectors \( X(t) \) according to (11.10), the correlation integral \( C(r) \), and the numbers of hyperspheres \( n(\varepsilon) \) and \( <G>(\varepsilon) \).
The range of $r$, in which the correlation dimension can be determined, is limited by the values of the correlation integral varying theoretically from $2/n^2$ to 1 [26]. However, the correlation integral (11.12) and the number of hypersphere groups $G_i$ related to the $i$-th hypersphere in (11.22) are meaningful when $r$ or $\varepsilon$ lie in the range between the smallest and the largest absolute vector differences. In practice, the ranges of these arguments used for finding the dimensions depend on $n$ and $m$ and the range of data set variation.

The Hausdorff dimension $d_{hl,1}$ calculated according to (11.17) has an upper limit for the argument $\varepsilon$, too. This limit is also related to the largest absolute vector difference in the series. However, there is no definable lower limit of $\varepsilon$ because the dimensional estimate logarithmically tends to zero, as it follows from (11.17). The lower boundary of the slope linearity shifts towards smaller values of $\varepsilon$ as the number of points in the series increases and embedding dimension decreases. An empirical method of finding the lower boundary of $\varepsilon$ and $r$ used in determining the dimensions of an attractor is described below in the section on data processing method.

All the three dimensions are calculated for $m = 2, 3, 4, \ldots, 10$ and $d_c$, $d_{hl,1}$, and $d_{hl,2}$ are found as the saturation levels of the dimensional estimate curves (Fig. 11.8). Takens suggested [41] that a functional series dimension converges when

$$2m + 1 \geq d. \quad (11.24)$$

As it is seen in Fig. 11.8, the convergence of the correlation dimension plot (squares) and Method-2 box-counting dimension plot (circles) is attained when the condition (11.24) is satisfied. The Method-1 box-counting dimension plot (triangles) comes most sluggishly to saturation, converging only at $m = 8$. The slower convergence of the Method-1 and Method-2 box-counting dimension plots is due to the relatively small number of data samples, which is most crucial for finding the Hausdorff dimension [26].

In theory, the slopes of the logarithmic plots will not change after the convergence has been reached. In practice, due to numerical errors and certain arbitrariness of choosing the linearity interval in the log-log plots (Fig. 11.7), the dimensional estimates fluctuate around mean dimension values. Thus, the dimension is assumed to be the average of the dimensional estimates, which are obtained for the embedding dimensions above the convergence. The uncertainty of calculating the dimensions is represented by the standard deviation from the mean value.

It is seen in Fig. 11.8 that the Lorenz attractor in our case converges to the correlation dimensions $d_c = 2.09$ with the standard deviations 0.06 and to the Hausdorff dimensions $d_{hl,1} = d_{hl,2} = 2.05$ with the standard deviations 0.02. Thus, in the case of the Lorenz attractor the correlation dimension estimation yields
lower precision than that of the Hausdorff dimension. Nearly equal precisions are found in both hypersphere-counting procedures. The found dimensions of the Lorenz attractor are in agreement with the results obtained by other authors [22],[30],[43].

![Fig. 11.8 Convergence of the Lorenz attractor as found from both the box-counting and correlation dimension estimates](image)

Although both the Grassberger-Procaccia and the box-counting methods have demonstrated their effectiveness in many applications, there are some problems in calculation of the attractor dimensions of signals polluted by the Gaussian noise which alone produces the slopes equal to the embedding dimension in the region of small $r$ [26],[27],[30], and thus it can affect the correlation dimension [26]. A simplified picture of the Gaussian noise influence is given in Fig. 11.9. It is seen that adding moderate levels of noise to the Lorentz attractor results in appearance of spurious higher correlation dimensions not observed in the absence of the noise. The box-counting dimension appears to be more noise-immune, according to [30], and it can be utilized in some cases for verifying correctness of correlation dimensions found for noisy systems.
Fig. 11.9 Estimates of the correlation dimension (red symbols) and box-counting dimension (black symbols) of the Lorenz attractor with the level of Gaussian noise 1% (squares) and 10% (circles) of the maximum value of the Lorentz attractor coordinate. Cyan triangles represent the dimensional estimates of pure Gaussian noise. Adapted from [30]

As it has been already mentioned, the number of data points is critical for measuring the fractal dimension. According to different approaches, a 5% error in the dimension estimation probability is attained for a data set with a minimum number of points \(5^d\) [26]. In [31], this error is obtained for \(10^{2+0.4d}\) points, and even the number of points \(42^d\) is suggested in [44]. The methods which can essentially reduce the minimum number of data points were reported, e.g. in [45]. Takens’ theory of best estimator results in the 5% error level for as few as \(1.25^d\) data points [26]. Theiler’s estimate indicates that an acceptable accuracy would be attained for the attractor dimensions not exceeding 3 in our data sets [26].

Although the ampler data sets are highly desirable in the measurements, we show below that even 121 points are sufficient to perform the task of calculation of dimension estimates in some cases. To verify these results, both the correlation dimension and the Method-2 Hausdorff dimension have been calculated. The Method-1 of the hypersphere-counting appears to be unworkable in this case because of slow convergence and insufficient number of samples.

Another problem arises in calculation of dimensions in multi-attractor processes. When a multiple-attractor pattern exists in the time series, it is helpful to reveal the full spectrum of local slopes over the whole range of \(r\) or \(\varepsilon\), although a failure to detect some dimensions is not excluded in this case, either. Below, some algorithmic ideas are considered to calculate the parameters of
multi-attractor time series, which is typical for the signals of complicated nature as the radiometric ones polluted by external and internal noise of digital and continuous nature.

### 11.5.3 Calculation of Parameters of Multi-attractor Signals

The above procedures describe finding of a single attractor dimension from the time-delay reconstruction of data series’ phase space. However, the time-dependent signals radiated by human body can contain more than one fractal set. The resulting signal will include traces of these fractals on different size scales. It will be referred to as the *multi-attractor* signal. Properly speaking, this signal contains only one attractor with the corresponding dimensions defined according to (11.15), (11.17), (11.18), but it is considered as if it were composed of several attractors isolated in delimited size ranges of the phase space. To put it another way, multi-attractors can have more than one dimension of a fixed order in different areas of the size parameter variation. The introduced concept of a multi-attractor should not be confused with the generally-accepted term *multiple fractal* or *multifractal*. Multiple fractals emerge when probability of a trajectory visiting different areas of the phase space is not uniform. The existence of multifractals is well documented in dynamics of a number of mathematical and physical systems (see, for example, [26],[48]-[50] and references therein, [51]-[54])

The singularity scaling formalism introduced in [49] yields analytical spectra of generalized dimensions (11.18) versus $q$ varying from $-\infty$ to $+\infty$ for several fractal sets. This method, however, is inapplicable in gaining dimension spectra of signals with originally unknown probability distribution in reconstructed phase space, as in our case. The procedure of calculating these probabilities utilized in [48],[51] solves this problem but complicates the dimension analysis to a considerable extent.

We propose a facile multi-attractor approach to the estimation of the fixed-order dimension patterns of the radiometric signals. As it is shown below, these spectra manifest themselves as imprecise, but they can be easily obtained and used for distinguishing the signals of individuals from those of the matched load and background noise.

To understand the origination of several local dimension measures in the correlation integral of a radiated signal, consider two cases of overlapping and non-overlapping fractal sets with different dimensions. If one fractal of the correlation dimension $d_1$ overlaps with another one of the correlation dimension $d_2$ starting from $r_0$, then their contribution $C_o$ to the correlation integral at distance $r > r_0$ is

$$
C_o = c_1 r^{d_1} + c_2 \left( r^{d_2} - r_0^{d_2} \right) = c_2 r^{d_2} \left[ 1 + \left( \frac{c_1}{c_2} \right) r^{d_1-d_2} - \left( \frac{r_0}{r} \right)^{d_2} \right]
$$

(11.25)

and

$$
\ln C_o = \ln c_2 + d_2 \ln r + \ln \left[ 1 + \left( \frac{c_1}{c_2} \right) r^{d_1-d_2} - \left( \frac{r_0}{r} \right)^{d_2} \right]
$$

(11.26)

where $c_1$ and $c_2$ are the proportionality factors.
The last term in the right-hand part of (11.26) is negligible if \(1 < d_i < d_2\) and \(c_1 \sim c_2\). Then \(\ln C_o\) has the slope \(d_2\) for \(r \gg r_0\) and the slope \(d_1\) at distances below \(r_0\). This case is represented by the correlation integral curves of Fig. 11.10a with the sharp bends between their linear sections corresponding to \(r_0\)-values. If, on the other hand, \(1 < d_2 < d_1\) (11.26) can be represented as

\[
\ln C_o = \ln c_i + d_i \ln r + \ln \left[1 + \left(c_2 / c_i\right) \left(r^{d_2} - r^{d_2}_0\right) / r^{d_1}\right]
\]

(11.27)

in which the last term can again be neglected. Here, the correlation integral has slope \(d_1\) over the whole range of distances except a narrow area near \(r_0\).

In the case of two non-overlapping fractals with the same parameters as above and the boundary lying at \(r_0\), the correlation integral is

\[
C_{no} = c_i r_0^{d_i} + c_2 \left(r^{d_2} - r^{d_2}_0\right) = c_2 r^{d_2} \left[1 + \left(c_1 / c_2\right) \left(r^{d_1}_0 / r^{d_2} - (r_0 / r)^{d_2}\right)\right]
\]

(11.28)

and

\[
\ln C_{no} = \ln c_2 + d_2 \ln r + \ln \left[1 + \left(c_1 / c_2\right) \left(r^{d_1}_0 / r^{d_2} - (r_0 / r)^{d_2}\right)\right]
\]

(11.29)

in which the last term is of the order of zero provided \(c_1 \sim c_2\). Then \(\ln C_{no}\) has slope \(d_2\) at distances above \(r_0\) and slope \(d_1\) at distances below \(r_0\).

Thus, finding the local slopes at the correlation integral curve against \(r\) in the log-log coordinates allows identifying the individual dimensions of a multi-attractor data set when the condition of the size parameter tending to zero is relaxed.

An ideal picture of the correlation integral plots describing two overlapping fractals are shown in Fig. 11.10a. In contrast to Fig. 11.7a, two distinct local slopes in these plots are discernable. As explicitly shown in Fig. 11.10b, the lower fractal dimension converges at \(d_{1c} = 0.97\) and the higher dimension converges at \(d_{2c} = 1.88\).

The similar reasoning of finding spectrum of fractal dimensions from the local slopes also applies to the Hausdorff dimension curves calculated using (11.22). Idealized bi-attractor box-counting plots resulting from the same hypothetic data set are given in Fig. 11.11a, and the convergence of the slopes is shown in Fig. 11.11b.

To obtain the spectrum of attractor dimensions of the human-radiated signals, analysis resting upon extracting local slopes of \(C(r)\) and \(\langle G \rangle(\varepsilon)\) in logarithmic coordinates in the whole region of \(r\)– and \(\varepsilon\)–variation has been performed. It is discussed in the next Section.
Fig. 11.10a Correlation integrals of an idealized bifractal system against the size parameter \( r \) in logarithmic coordinates for the embedding dimension \( m \) ranging from 2 to 7. The slope estimation sites are marked with the horizontal lines.

<table>
<thead>
<tr>
<th>( m )</th>
<th>slope 1</th>
<th>slope 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.68</td>
<td>1.24</td>
</tr>
<tr>
<td>3</td>
<td>0.90</td>
<td>1.46</td>
</tr>
<tr>
<td>4</td>
<td>0.94</td>
<td>1.61</td>
</tr>
<tr>
<td>5</td>
<td>0.95</td>
<td>1.78</td>
</tr>
<tr>
<td>6</td>
<td>0.96</td>
<td>1.85</td>
</tr>
<tr>
<td>7</td>
<td>0.97</td>
<td>1.88</td>
</tr>
</tbody>
</table>

Fig. 11.10b Slopes (dimensional estimates) plotted against the embedding dimension. The convergence, indicated by the dashed lines, is attained at \( d_{1,c}=0.97 \) and \( d_{2,c}=1.88 \).
Fig. 11.11a Box-counting plots of the same idealized bifractal system as in Fig. 11.10 against $1/\varepsilon$ in logarithmic coordinates for the embedding dimension $m$ ranging from 2 to 7. The slope estimation sites are marked with horizontal lines.

Fig. 11.11b Slopes (dimensional estimates) plotted against the embedding dimension. The convergence, indicated by the dashed lines, is attained at $d_{1,c}=0.97$ and $d_{2,c}=1.89$.
11.5.4 Data Processing

The Grassberger-Procaccia algorithm was first applied to microwave human-body radiometric signals in [23],[24]. It was found that the shape of the curves of fractal dimension was different from linear, and this shape depends on the measured object. A preliminary conclusion on some deterministic contents in the registered radiometric signals was made there. In this Chapter, the results of application of more advanced signal processing algorithms are considered, and more knowledge on the nature of the deterministic contents is obtained. The integrations of the emitted microwave signals were recorded and further processed using the time-delay state space reconstruction algorithms. The integration data were registered every 0.495055 s. The data accumulation was restricted to 121 readings for each individual, so the total measurement time was 60.39671 s for each person. The data fewness and diversity of fractal structures concealed in the body-emitted signal complicate the analysis and interpretation of the reconstructed time series largely. Therefore, one cannot distinguish between the human and device/background attractors if their dimensions coincide within the measurement error.

The time of the first zero of the autocorrelation function was adopted as the time delay in processing all data sets, excepting four cases (persons G1, I1, U, and background noise). The decorrelation time in these cases was too great for the state-space reconstruction at high embedding dimensions so that the higher-order dimensions could be overlooked. The time delay for these data sets was calculated from the period of the first peak in the Fourier spectrum of the signals (an example of spectrum is shown in Fig. 11.3).

It is seen in Figs. 11.10, and 11.11 that the linear sections corresponding to certain dimensional estimates are separated from each other by bends, i.e. the sections with the considerable curvature. This fact is used in this work in the slope-finding procedure.

The following algorithm for finding local slopes of the correlation integral and number of spheres in the logarithmic coordinates for a constant embedding dimension has been used. The lower limit of both of the correlation integral and hypersphere-counting slopes is determined as the boundary where the curvature of the line connecting the adjacent points falls to the near-zero values. The curvature of a function $y(x)$ is determined as

$$\kappa = \frac{d^2 y/dx^2}{\left[1+(dy/dx)^2\right]^{3/2}}.$$  \hspace{1cm} (11.30)

The assumption that $y_1(x_1) = \log C(r)$ and $y_2(x_2) = \log <G>(\epsilon)$ are continuous functions of $x_1 = \log r$ and $x_2 = \log (1/\epsilon)$, respectively, allows applying this formula to the dimension plots. By analogy drawn to the discrete data series, one can replace the first and second derivatives in (11.30) by the finite increment ratios, i.e. $dy_i/dx_i$ by $\Delta y_i/\Delta x_i$ and $d^2 y_i/dx_i^2$ by $\Delta (\Delta y_i/\Delta x_i)/\Delta x_i$ where $i=1, 2$. 
The area of the linear sections is bounded on the side of the small values of \( \log r \) and the great values of \( \log (1/\varepsilon) \) by the finite resolution of the phase space portraits. At the opposite sides of the arguments, it is restricted by the finite size of the fractals in the phase space. For demarcating the linearity region, the minimum value of slopes equal to unity is fixed. The first points from both sides fitted by a linear equation satisfying this criterion will designate the limits of the working area. Other points are discarded.

In fact, the points in the working areas never lie on smooth curves like those in Figs. 11.10, and 11.11. The twisting pattern of lines connecting the points in real profiles can be accounted for not only by traces of multiple dimensions, but also by the presence of errors, which are discussed in [26]. To detect the individual linearity areas, one should find the intervals of the arguments, in which the near-zero curvatures are continuous. Their deviations from zero should be described by a certain distribution function. Since these deviations are assumed to be random, the linear area curvatures, obtained using \( \kappa \), are expected to obey the normal distribution with a maximum close to zero.

Once the parameters of this Gaussian distribution function are found, one can determine the full range of curvatures satisfying the linearity conditions by means of the three-sigma rule. However, the curvature range, in which fitting by the Gaussian function is valid, is unknown. Furthermore, the normal distribution approximation is recognized to be not always justified in the statistical investigations. Hence, the statistical samplings require special tests for the normality. The Gaussian fittings are performed over various curvature extension ranges (from \( \pm 0.1 \) to \( \pm 15 \) with step 0.1). In each step, the 95%-probable validity of the normal distribution utilization is tested using the Shapiro-Wilk [55]-[57] and the D’Agostino K-squared tests [55],[58] realized in Matlab codes [59],[60]. Only those distributions are used for finding the zero-curvature scattering, which satisfy both tests for the normality.

After each step of the validated zero-curvature range determination, the slopes of linear sections in the working areas of the log-log plots are found and accumulated. A section is supposed to be linear if the curvatures in this section are within the found range of the zero-curvature scattering. The points, corresponding to the curvatures outside this range, separate the linear sections from each other.

The data sets are thus processed with the embedding dimensions varying from 2 to 21 for all the individual signals except the two ones (G and M), which display moderately long decorrelation times (over 3 s). Consequently, the phase space of the signals of these two persons could be reconstructed by means of the time delays only up to the embedding dimension 17. As already mentioned, the decorrelation times for three individuals (G1, I1, U) and background noise prove to be so long that the fractions of the main period of oscillation are employed instead in the state space reconstruction.

Due to the restrictions imposed by the finite time delays, the phase spaces can be embedded in no more than 21 dimensions. Furthermore, the saturation of the attractor dimensions sets in approximately in the last third of this embedding dimension range. It is the interval in which the observed dimensional estimates will be statistically processed. The slope values have been accumulated in the
embedding dimension range from 14 to 17 for G’s and M’s data sets and from 15 to 21 for the other signal series. Some examples of the dimension convergence plots are available in [61].

These slopes in arrays are not equally distributed over the dimension scale, but rather they are cumulated in groups (clusters). The clusters are separated from each other by large gaps. Because there is an uncertainty in finding the fractal dimensions, each of the dimensions is assumed to lie within a cluster. For the sake of simplicity, the uncertainty of locating the dimension is assumed to be the standard deviation from the mean in the group of slopes. Thus, the task of finding the dimension spectrum is reduced to the determination of the optimum number of the slope clusters, the mean values, and the standard deviations in each of them. For this purpose, the use of a special branch of mathematical statistics, namely, the cluster analysis and its partitioning method is used here.

The standard algorithm of this method, called the $k$-means algorithm, attempts to minimize the within-cluster sum of squares:

$$
\sum_{i=1}^{n} \sum_{j \in S_i} \| x_j - \mu_i \|^2
$$

where $S_i$ is the set of the mutually exclusive spherical clusters $\{S_1, S_2, \ldots, S_n\}$, $\mu_i$ is the mean, or the centre of the points $x_j$ in the $S_i$ cluster.

The algorithm tries the random starting points and eventually converges at local minima of the sum of the squared Euclidean distances. There is no guarantee, however, that the found minimum is global. Another drawback of the algorithm is that one has to assign the number of clusters in advance.

The global minimum of (11.31) can be secured by repeatedly applying the $k$-means algorithm to the arrays of attractor dimensions when a number of slope clusters has been predefined. A minimum of the residual sum of squares, found among the all trials, is taken as the global minimum.

In this work, the $k$-means algorithm, as a built-in function of Matlab 7, is applied 300 times to each of the correlation dimension and the Hausdorff dimension arrays. After the minimum of the squared distances has been found, the coordinates of the centers in this trial represent the mean attractor dimension.

Belonging of each slope to a certain cluster is stored and used for finding the standard deviations for each dimension in the spectrum after the optimum number of clusters has been found.

Finding the optimum number of slope clusters is less straightforward. It is shown in [61] for the groups of slopes of the same hierarchical level that the global minimum of the sum of distances varies exponentially with the assumed number of clusters. Then the optimum number of clusters is found as the first breakpoint, in which the hierarchical level of the clustering dramatically changes, i.e. this is the intersection point of two best linear fits of logarithms of the minimal sums plotted against the assumed number of clusters.

Summing up, the proposed method provides a reliable estimate of the number of attractors and their fractal dimensions. Like any time-delay phase space
reconstruction procedure, it has certain restrictions [26]. In particular, the method can yield the distorted or spurious dimensions if there is
- Insufficient amount of initial data
- Lacunarity in the phase space filling close to the fractal
- High level of the Gaussian noise in measured signals
- Correlation of the reconstructed vectors.

However, the influence of these errors is smoothed away in this method owing to
- Accumulation of slopes
- Detection of curvature scattering limits
- Statistical averaging of the slopes within a cluster.

In general, the above-mentioned errors can be further reduced by using the minimum mutual information method in the determination of the time delays [42] and utilizing more extensive data time series.

### 11.5.5 Results and Discussion

The data processing method described in Section 11.5.4 allows calculating the multi-attractor dimension spectra from the slopes clustering. Each dimension in the spectrum lies within a certain interval, specified by the standard deviation found for an individual group of slopes.

The mean values and spans of all the revealed clusters are shown in Fig. 11.12. The number of clusters for each kind of the dimensions varies from 3 to 10. Because of the method’s restrictions shown above, the slope spans like those in Fig. 11.12 may not quite accurately reproduce the location of specific attractors in the total pattern. However, the method’s advantages minimize the influence of these errors.

The analysis of the results plotted in Fig. 11.12 shows that 34 of 81 intervals in the correlation dimensions do not intersect with the corresponding Hausdorff dimension intervals. On the other hand, 37 of 77 intervals in the Hausdorff dimension chart have no correspondence in the correlation dimension results. This means that the data set processing produces, respectively, 42% and 48% results not confirmed by the alternative estimation. In the case of the Hausdorff dimensions, most of these intervals fall on the upper part of the chart. Nonetheless, these unconfirmed dimensions cannot be rejected either because their area of existence can be very narrow \((r \sim r_0)\) and they can be masked with overlapping dimensions (see (11.25)), or because of the very prolate generalized dimension spectra [26],[48],[49]. The joint pattern from the superposition of the correlation dimensions and the Hausdorff dimensions is demonstrated in Fig. 11.13.

Poorly resolved low-dimensional attractors in the signals of individuals may originate from the receiver’s own attractors and the induced EM noise from other equipment (Load and BG in Figs. 11.12 and 11.13). Thus, the human attractors with dimensions up to about 5.5, if they exist, cannot be discerned by this method. Some of the high-dimensional attractors (5.86–8.36, 9.64–11.56, and 14.80–15.71) can be ascribed to the background noise and equipment, too.

There are some empty spaces (8.36–9.64 and 11.56–14.80) in the combined dimension spectra of the background noise and matched load. One can notice that some of the dimension spans of certain individuals fall into these “windows”. 
In particular, the lower space contains the dimension intervals of the persons S and V, and, in the higher “window”, one can find the dimension intervals of the persons S, D1, G1, and U. Although all these spans, except for the person U, mutually intersect, and, therefore, cannot be used as the personal “fingerprints”, one can implement this peculiarity for separation of human-generated signals from those of the hardware and background EM noise.

Because the range of embedding dimensions covered in this work does not exceed 21, it is worthwhile to mention that the fractal dimensions above 10 may not attain the saturation, according to the Takens suggestion (11.24). Thus, the higher-order attractor dimensions in the signals are still disputable, and further research is required to determine them more accurately and to find the origins of these attractors. One can speculate that these attractors correlate to human-body tremor, heart beating, or even correspond to similar attractors registered in the normal state of human-brain activity.

More general point of view at the arising of fractals and attractors in signals or time-depending processes involves the projective approach. In fact, antenna collects the EM power from a larger area than the human-body torso, and these spatio-temporal signals are converted into the time-dependent ones processed by noisy hardware. This projection may lead to the fractal-like time dependence [27],[62].

Unfortunately, the available data does not allow any final conclusion, and more experimentation is needed. In particular, it should include the study of human-body radiation in more ideal conditions to avoid the intensive background EM noise, and longer expositions of individuals to obtain larger amount of time-dependent data are required.

**Fig. 11.12a** Correlation dimensions of found attractors in microwave signals of several individuals, matched load, and background noise
Fig. 11.12b Hausdorff dimensions of found attractors in microwave signals of several individuals, matched load, and background noise

Fig. 11.13 Combination of spectra of both dimensions from Figs 11.12a and 11.12b
Here the time- and frequency-domain characterization of a 1.88 GHz microwave radiometer has been performed. To obtain the reliable data, different sources of thermal microwave radiation have been used. Among them are the matched load, background noise in the laboratory, and thermal radiation from eleven individuals. Comparing the time- and frequency-dependent data, some traces of deterministic noise caused by non-ideal design have been found in the time series. To provide more details, the obtained data have been studied by several state-space reconstruction algorithms. They allow detection of the deterministic component in the noise-like signals. An original procedure of finding the Hausdorff dimension has been utilized in this work. In contrast to the well-known box-counting method, it is based on averaging the number of the unique integer parts of ratios between vector differences and the size parameter.

Multi-attractors have been found in the signals, and their dimensions have been calculated and compared with each other. It has been allowed to assign the majority of attractors to the hardware and EM noise in the laboratory or to associate them with the calculation errors. Some higher-order attractors detected only in the signals of the individuals have been unidentified and further experimentation has been suggested in the future.

The obtained results and developed techniques on time- and frequency-domain characterization of radiometers are of special interest for increasing the sensitivity and speed of the radiometric hardware used for observing large scenes where the exposition time must be as small as possible.

11.6 Radiometric Imagers

The studied radiometers collect the signals from an area of an observed object and they provide a pixel signal corresponding to this square [3],[4],[63]. Mechanically moved antennas can scan the surrounding space, and a radio image is created from the registered multiple pixels. The antenna or radiometer moving velocity must be adapted to the time constant of the used hardware. To improve this parameter, cooling of radiometers is recommended which increases their sensitivity.

The radiometers with their individual antennas can be placed in a line with the parallelization of the image registration, and moving of this linear array allows synthesizing a radio image along the direction of the movement. The obtained array of pixels is processed, stored in the computer memory, and it can be transformed into an optical image for visual processing [64]. These systems are known in the air-born and satellite applications where the scanning hardware is moved on the board of an airplane or a satellite, and they allow observing large areas of the Earth surface to define the effective temperature of the ground, soil moisture, salinity of water, ice, snow, cloudiness, atmosphere vapor, etc. [1]-[4],[63],[65].

An example [12],[13] of such systems working at 8-mm wavelength is shown in Fig. 11.14.
It consists of 10 radiometers equipped with horn antennas separated by 14.3-mm distance from each other with the isolation of them around 50 dB. The rays are focused at the antenna line by a PTFE dielectric lens of the 200-mm size placed at the 3-m distance from this line. The sensitivity of this 8-mm radiometric system is around 0.07 K, and the integration time constant is close to 1 s. Each channel is adjustable, and this system is calibrated by a computer and a calibration setup or gas-discharge noise generators. To avoid the thermal drift, this hardware is placed on a massive metallic plate heated up to 48°C and all sensitive hardware is thermally isolated from the environment. The received signals are digitized by 11-bit AC/DC converters, memorized by a computer, and this data can be processed further.

Additionally to linear array scanning vision systems, many results are known for the squared arrays composed of radiometers. They have miniaturized individual antennas receiving signals directly or being placed in a focus plane of a parabolic or an ellipsoidal antenna. The quality of these EM images can be improved using different means, including the neural networks for signal processing [64]. Today these radiometric systems can be manufactured using the discrete and monolithic technologies. In the first case, each individual radiometer consists of several integrations, and it allows its tuning by proper choice of components and integrated circuits. The main disadvantage is the increased cost and technologically caused variation of electric parameters. In fact, each channel needs individual calibration and tuning before the measurements.
Monolithic radio-imagers can integrate thousands of radiometers if an antenna system is not large [66]. Additionally, each radiometer has similar electric characteristics and it makes easier to tune such systems as a whole.

Tuning is realized using the surfaces with known radio-temperature, for instance. The controlling computer should regulate the amplification coefficients of channels to obtain a smooth distribution of received pixels. Further, depending on the amplification characteristics, the calibration of radiometers can be performed to define the radio temperature in Kelvin, if necessary.

To prevent thermal drift of amplifiers, the system should be thermostated, and cooling down to the nitrogen temperatures is recommended to increase the sensitivity of used radiometers, although it makes the exploitation cost higher.

Additional problem arising in exploitation of large number radiometric systems is the parasitic coupling of individual antennas. The each-antenna’s main and parasitic lobes can be overlapped with those of a neighboring sensing element, and the pixels are correlated with each other. To prevent it, the antennas should be placed at an increased distance from each other, or special algorithms of improved directivity should be used for processing these signals [67].

The square-array radio imagers can be used for real-time observation of large areas [1]-[3], human presence and hidden weaponry detection [10],[11],[68], medicine [5],[6], landmine detection [11], etc. Depending on the needs, the frequency of the radio imagers can be of several hundreds Gigahertz. They can perform spectral analysis [69], produce the stereoscopic or near-field 3-D images [70]-[72], combine passive and scattered radiation pictures [73], etc.

As an example of these combined imagers, consider one of the radiometric systems developed by us in the end of the 90s of the last Century [13]-[15]. The imager consists of 16 radiometers arranged on a square plane (Fig. 11.15).

![16-channel millimeter-wave radio imager](image-url)
The millimeter-wave rays are focused by an elliptical antenna designed to have another object focus at the 5-meter distance. Being equipped with a parabolic antenna, this radiometric system can visualize the objects placed at a larger distance.

Additionally to the radiometric regime, it works as a scatterometer, and a radiating horn antenna can illuminate the scene. In the near field, the phase can be registered, and a holographic regime is realized by this hardware. Although, the radiometric and scattering regimes could be realized in the stereoscopic variant by this hardware, the second necessary complex of this system was not manufactured at those times due to the tight budget. This manufactured hardware was created for experimentations in the security area to register the hidden weapons and dangerous stuff carried on the human bodies.

Detailed description of this imager is in [12],[13], and the results of some initial experimentations are in [14],[15]. Each channel of this radio imager has sensitivity around 0.05 K at the room temperature, and the integration time constant is 1.2 s in the radiometric regime. The frequency band of each channel is 3 GHz, and switching frequency of these Dicke-type radiometers is 9.2 KHz.

Before the measurements, the electronically controlled amplifiers should be tuned using the calibration noise generators or a plate of a known temperature, e.g. of liquid nitrogen. The electronics should be placed in a thermostat or be cooled by liquid nitrogen. In the last case, the calculated sensitivity is around 0.016 K.

The radiometer provides only 16 pixels of a 2-D image (1m x 0.5 m), and the developed software tool allows extending the number of points up to 64. The applied spline method smoothes the images, and the first results of experimentations are shown in Figs. 11.16-11.18.

![Fig. 11.16](image1.png)

**Fig. 11.16** Series of images of the chest of a human moving in front of the imager at the distance 3 meters. The brightest thermal spot is observed when the object is on the axis of the system. (Author’s archive)

![Fig. 11.17](image2.png)

**Fig. 11.17** Series of images of the chest of a human moving along the axis of the imager from 4 m to 0.2 m. The brightest image is for the 4-m distance due the proximity to the focus (5 m) of the elliptic antenna (Author’s archive)
The first experimentation confirmed the ability of this system to work in all the three mentioned regimes, although further research was terminated due to financial circumstances at those times. Overall research performed in 1994-1998 allowed us to gain an interesting and intensive experience in the development of high-sensitive hardware and software on the de-noising of the radiometer signals and imaging of millimeter-wave radiating objects.
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