High-speed and power-efficient analog integrated circuits can be used as standalone devices or to interface modern digital signal processors and micro-controllers in various applications, including multimedia, communication, instrumentation, and control systems. New circuit architectures and the ever-decreasing size of complementary metal-oxide semiconductor (CMOS) transistors have accelerated the trend toward system-on-a-chip design, which merges analog circuits with digital components onto a single chip. CMOS Analog Integrated Circuits: High-Speed and Power-Efficient Design describes the important aspects in designing these analog circuits and provides a comprehensive and in-depth examination of design techniques and circuit architectures, emphasizing practical aspects of integrated circuit implementations.

Focusing on designing and verifying analog integrated circuits, the author reviews design techniques for important components such as amplifiers, comparators, and multipliers. The book details all aspects, from specifications to the final chip, of the development and implementation process of continuous-time and switched-capacitor filters, analog-to-digital converters (ADCs), digital-to-analog converters (DACs), phase-locked loops (PLLs), and delay-locked loops (DLLs). It addresses performance limitation issues affecting the operation of an analog circuit at the architecture and transistor levels, along with conceptual and practical solutions to problems that can arise in the design process.

This comprehensive and illustrative book provides balanced coverage of theoretical and practical issues that will allow the reader to design CMOS analog integrated circuits with improved electrical performance. The chapters contain easy-to-follow mathematical derivations of all equations and formulas, graphical plots, and open-ended design problems to help determine the most suitable circuit architecture for a given set of performance specifications. This practical text can serve as a valuable resource for analog circuit designers and electrical engineering students with background knowledge in basic microelectronics.
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Preface

Hardware developments have been a major vehicle in popularizing the applications of signal processing theory in both science and engineering. The book describes the important trends of designing high-speed and power-efficient front-end analog circuits, which can be used alone or to interface modern digital signal processors and micro-controllers in various applications such as multimedia, communication, instrumentation, and control systems.

The book contains resources to allow the reader to design complementary metal oxide semiconductor (CMOS) analog integrated circuits with improved electrical performance. It offers a complete understanding of architectural- and transistor-level design issues of analog integrated circuits. It provides a comprehensive, self-contained, up-to-date, and in-depth treatment of design techniques, with an emphasis on practical aspects relevant to integrated circuit implementations.

Starting from an understanding of the basic physical behavior and modeling of MOS transistors, we review design techniques for more complex components such as amplifiers, comparators, and multipliers. The book details all aspects from specifications to the final chip related to the development and implementation process of filters, analog-to-digital converters (ADCs) and digital-to-analog converters (DACs), phase-locked loops (PLLs) and delay locked loops (DLLs). It provides the analysis of architectures and performance limitation issues affecting the circuit operation. The focus is on designing and verifying analog integrated circuits.

The book is intended to serve as a valuable guide and reference resource for analog circuit designers and graduate students in electrical engineering programs. It provides balanced coverage of both theoretical and practical issues in hierarchically organized format. With easy-to-follow mathematical derivations of all equations and formulas, the book also contains graphical plots, and a number of open-ended design problems to help determine the most suitable circuit architecture satisfying a given set of performance specifications. To appreciate the material in this book, it is expected that the reader has a rudimentary understanding of semiconductor physics, electronics, and signal processing.
Content overview

The book contains thirteen chapters and three appendices.

Chapter 1
Introduction
The use of CMOS technologies with a low device geometry and new architectures has accelerated the trend toward the system on a chip design, which merges analog, digital, and radio-frequency (RF) sections on a single integrated structure. While the manufacturing technology appears to be fundamentally limited by the material characteristics, the computer-aided design tools have to face the computational intractability of design optimizations. In this context, design techniques should be concerned with the automated conception, synthesis, and testing of microelectronic systems.

Chapter 2
MOS Transistors
A description of CMOS technology and transistor is provided. Different equivalent transistor models, including SPICE representations, are covered. The shrinking process of transistors results in an increase in the device physics complexity. Thus, advanced models, which can accurately describe the different electrical characteristics, are required to meet the circuit design specifications.

Chapter 3
Physical Design of MOS Integrated Circuits
Physical design and fabrication considerations for high-density integrated-circuits (ICs) in deep-submicrometer processes are reviewed. In addition to considering RLC models for the interconnect and package parasitic components, it appears also necessary to take into account the coupling through the common substrate during the IC design. Advances in packaging technology will be required to support high-performance ICs.

Chapter 4
Bias and Current Reference Circuits
Circuit structures for the design of current mirrors (current sources and sinks) and voltage references are reviewed. Generally, the effects of IC process and power supply variations on these basic blocks should be minimized to improve the overall performance of a device. Current mirrors are used in a variety of circuit building blocks to copy or scale a reference current, while voltage references are required to set an accurate and stable voltage for biasing circuits irrespective of fluctuations of the supply voltage and changes in operating temperature.
Chapter 5
CMOS Amplifiers
Topologies of amplifiers, which are suitable for the design of analog circuits, are described. The factors determining the nonideal behavior of an amplifier circuit are considered. To be tailored for a given application, an architecture has to meet the trade-off requirement among the different specifications, such as gain, bandwidth, phase margin, signal swing, noise, and slew rate. Design methods, which result in the optimization of specific performance characteristics, are summarized.

Chapter 6
Nonlinear Analog Components
Circuit architectures for comparators and multipliers are reviewed. Theoretical analysis is carried out for design and optimization purposes. The performances of comparators are essentially limited by the switching speed and mismatches of transistor characteristics, resulting in voltage offsets, while the main limitations affecting the operation of multipliers are nonlinear distortions. The design challenge is to meet the requirements of low-voltage and low-power circuits.

Chapter 7
Continuous-Time Circuits
Continuous-time circuits are required to interface digital signal processors to real-world signals. They are based on components such as transistors, resistors, capacitors, and inductors. The choice of an architecture and design technique depends on the performance parameters and application frequency range. The use of inductors, which can only be integrated with moderate efficiency (low quality factor, parasitic elements) in CMOS processes, is restricted to high-frequency building blocks with tuned characteristics. Using active components (transistor and operational amplifier) and capacitors, MOSFET-C and $G_m$-C structures have proven reliable for the design of integrated circuits in the video frequency (or MHz) range.

Chapter 8
Switched-Capacitor Circuits
Switched-capacitor circuits are used in the design of large-scale integrated systems. They are based on basic building blocks such as sample-and-hold, integrator, and gain stage, which can be optimized to meet the requirements of low power consumption and chip area. Design techniques, which result in the minimization of the circuit sensitivity to component imperfections, are described. Accurate switched-capacitor filters are obtained by performing the synthesis in the $z$-domain, and using stray insensitive circuits for the implementation of the resulting signal-flow graph.
Chapter 9
Data Converter Principles
The interface between real-world signals and digital-signal processors can be realized by data converters (analog-to-digital converters and digital-to-analog converters). An insight into the mathematical definitions of characteristics (quantization noise, component imperfections), which can affect the performance of data converters is provided. Depending on the sampling frequency, Nyquist and oversampling data converters can be distinguished. Generally, Nyquist converters based on a parallel operation exhibit a high speed. On the other hand, digital filtering is combined with oversampling, which relies on using a sampling rate which is several times higher than two times the signal bandwidth, to improve the converter resolution. For a given dynamic range, the reduced sensitivity of oversampling structures to component imperfections is the result of a trade-off between speed and accuracy.

Chapter 10
Nyquist Digital-to-Analog Converters
Digital-to-analog converters can be designed using various architectures, each with its distinctive advantages and limitations. A review of various Nyquist converter architectures illustrates the system level trade-offs and performance issues associated with the circuit design. For a given resolution, the difference between converter architectures can be an important factor for the selection of a specific application.

Chapter 11
Nyquist Analog-to-Digital Converters
A basic understanding of various ADC architectures is useful to meet the design challenges at the transistor level of high resolution converters. There are various ADC architectures, each with its peculiar advantages and limitations. The description of Nyquist converters are presented along with their performance modeling. Applications are key in selecting a given ADC architecture even though some overlap can exist between the characteristics of various architectures.

Chapter 12
Oversampling Data Converters
Oversampling data converters generally consist of a delta-sigma modulator and digital (decimation or interpolation) filter. By combining the noise shaping and oversampling, which is similar to the sampling of a signal at a rate higher than twice the maximum frequency in the input signal, their quantization noise is removed from the signal band and spread over a larger range of frequencies. Various modulator architectures will be reviewed, the effects of circuit nonidealities on the converter performance are analyzed, and the digital filters used to remove the out-of-band noise will be presented. An evaluation and a comparison of the different delta-sigma modulation-based approaches
used to improve the linearity of Nyquist converters are also provided. Another application area for delta-sigma modulators is the test and instrumentation where a precise test signal is required.

Chapter 13
Circuits for Clock Signal Generation and Synchronization
Due to the increase of the IC clock frequency and data rate, circuits (phase-locked loop, delay-locked loop) for the clock signal generation and synchronization are generally included in electronic systems to avoid data read and transmission failures. They should be designed to operate with a low voltage, feature a low timing jitter, and be less sensitive to process and temperature variations. A tutorial survey of timing circuit and frequency synthesis architectures is presented.

Appendices
Three appendices cover the following topics:
- Logic building blocks
- Transistor sizing in building blocks
- Signal flow graph
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The objective of designing a complete system on a single chip has resulted in the complexity increase of application-specific integrated circuits (ASICs), application-specific standard parts (ASSPs), and very-large scale integrated circuits. The system on a chip (SoC), as shown in Figure 1.1, generally possesses complex signal paths through both analog devices and digital components (nonvolatile memory (NVM), random access memory (RAM), and digital signal processor (DSP)).

**FIGURE 1.1**
Example of an SoC floorplan.

Examples include multimedia devices, wireless transceivers, sensor and actuator controllers, instrumentation systems, and biomedical devices. The functions, which are realized in the analog domain, include
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- Biasing
- Sensor and actuator signal conditioning
- Driver and buffer
- Signal down-conversion and up-conversion
- Mixed-signal DSP interfaces
- Clock signal generation and frequency synthesis

They are implemented using basic building blocks such as,

- Voltage and current references
- Low-noise and low-power amplifiers
- Variable-gain amplifier and automatic gain control circuit
- Filter
- Oscillator
- Mixer
- Sample-and-hold circuit
- Analog-to-digital converter
- Digital-to-analog converter
- Phase-locked loop (PLL) and delay-locked loop (DLL)

The SoC digital section essentially requires microprocessors, digital signal processors, memories, and control logics. The most important issues are then related to the integration of analog and digital sections. A fully monolithic chip appears to be limited, for instance, by the problematic isolation of analog sections with high-gain bandwidth from the noise generated by the substrate and digital circuits. Furthermore, the device-level simulation of mixed-signal integrated circuits in a realistic environment remains a challenge and testing chips with several complex functions is a difficult task.

1.1 Integrated circuit design flow

The specification partition into subsystems is illustrated in Figure 1.2. Tools such as SDL (Specification and Description Language), UML (Unified Modeling Language), and SystemC AMS are used to analyze the design at the higher
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At the system level, the design specifications are partitioned into hardware and software components. Note that SystemC AMS is particularly suited to provide functional modeling, architectural exploration, virtual prototyping, and integration validation for analog mixed-signal systems.

The development of signal processing algorithms can be performed using MATLAB®, SPW (Signal Processing Workbench), COSSAP (Communication System Simulation and Application Processor), DSP Station, C, and C++ (extended to handle concurrency). To help manage the complexity, the design implementation in hardware is supported by providing a link to hardware synthesis tools.
The functional description is realized by an analog circuit and a digital circuit, which can be designed and verified using various computer-aided design programs such as Cadence, Synopsys, and Mentor Graphics tools. When the data processing in the digital domain may require processors or microcontrollers, the design of a real-time operating system (RTOS), application software and device driver is necessary. Besides allowing a modular and scalable programming approach, the desirable features of an RTOS include the ability to provide basic support for task scheduling, resource management, inter-task and input-output communication such that the processor functionality is available to application software in an optimized and predictable way. Stateflow is an interactive design and simulation tool that can be used to describe complex logic, such as an RTOS, in a form that can easily be coded using C/C++ language or assembler.

The functional description can also be refined to analog and digital models, which can be analyzed and verified using a simulator that can interpret mixed-signal hardware description languages (MS-HDLs). Verilog-AMS and VHDL-AMS are two examples in this category (VHDL stands for very high-speed integrated-circuit HDL). MS-HDLs are particularly well suited for the verification of very large and complex mixed-signal integrated circuit designs. An MS-HDL testbench, as shown in Figure 1.3, provides the stimulus required to drive various representations of a circuit while the response signals at nodes of interest are monitored. Specifications are checked by comparing the behavioral and structural models, while the implementation is verified by emphasizing the similarities between the circuit schematic and the circuit extracted from the layout.

The design flow of an integrated system is illustrated in Figure 1.4. The top-down synthesis process consists of the topology selection, specification translation or circuit sizing, and design verification (design rule check (DRC), electrical rule check (ERC), and layout versus schematic (LVS)). It is then followed by a bottom-up generation and verification of the circuit layout. The performance specifications are required at each step. Throughout the design flow, any change should be taken into account by propagating the associated constraints down the hierarchy, thus ensuring that the top-level block meets the target specifications.

Nowadays, the methodologies of top-down design and bottom-up verification are well-accepted standards in the digital domain. From bit true models of signal processing algorithms, C, Verilog, or VHDL code is generated or written for custom hardware or a DSP-based software solution. By defining a digital circuit at an architectural or behavioral level rather than at the gate level, hardware description languages, such as Verilog or VHDL, can help manage more large designs than tools based on schematic entry. An automated design flow is then adopted to convert the high-level description of the circuit into industry-standard output formats, such as GDSII, that can be integrated into chip layout tools.

In the analog domain, the current design approach — design, simulate, op-
### FIGURE 1.4
Design flow for an integrated system.

- **Analog domain**
  - Specifications
  - Architectural exploration
  - Schematic entry
  - Transistor sizing
  - Post-layout simulation

- **Digital domain**
  - Specifications
  - RTL description & simulation
  - Synthesis
  - Scan insertion
  - Gate-level simulation

- **Layout integration & Verification**

---

To optimize circuit specifications taking into account parasitic effects and process variations, repeat — can be very time consuming for large circuits and relies mostly on designer experience. This is due to the fact that second-order effects in analog circuits are difficult to model as the design evolves and automated tools are actually not available. Furthermore, the use of deep submicrometer CMOS processes contributes to making the verification of analog circuits substantially more difficult, as self-calibration or error cancelation schemes are often required to overcome the limitations of the components, thereby increasing the number of operating modes, behavioral complexity, and size of analog circuits.

The integration of circuit components takes place either during the physical design phase or after the fabrication. Physical design involves the floorplanning, timing optimization, placement and routing, or layout. The system timing and signal integrity verification is achieved by checking the electrical and design rules and comparing the layout and schematic. Detailed physical design information is required for accurate resistance, inductance, and capacitance parasitic extraction, and delay estimation. Note that the final system should include both hardware and software. The software platform binds the programmable cores and memories via the RTOS, the input-output interface
via the device drivers, and the network connection via the communication subsystem.

### 1.2 Design technique issues

At the system level, an efficient solution is required for managing concurrency or assuring a real-time data flow. This is important for complex chips, which handle multiple tasks at the same time and in cases where the latency due to the interconnect delay dominates the signal bandwidth.

The design reuse results in a reduction of the cost and development time. A higher level of abstraction is necessary to create a library of subsystems that can be used for different designs.

The design of a complex chip should also include an adequate strategy for the verification of the functional blocks. The logic simulation is a suitable method for the functional verification. Here, the system is tested over a wide variety of operating conditions using simulated input patterns. However, the complexity of the chip can reduce the effectiveness of finding possible design errors. This is related to the higher number of likely events and the difficulty of determining whether the simulated behavior is correct. SoC testing suffers also from the lack of effective coverage metrics, that is, it is not always clear whether enough verification has been completed to confirm the reliability of a chip.

During the design, the circuit optimization is made with respect to timing, power, and area specifications for given values of interconnect load capacitances which can be different from the ones extracted from the final layout, specifically in deep submicrometer technologies. In addition, metal resistance effects are topology dependent and increase with the routing length, and the prediction of the delay propagation is not simple. That is, one-pass synthesis success becomes unlikely due to the requirement of physical design information. A possible solution can consist of using synthesis methods based on the delay equalization of all subsystems and the wire planning among blocks.

The speed-power performance of a design based on submicrometer integrated circuit (IC) process appears to be affected by the substrate and crosstalk-induced noises, signal delay, and parasitic inductance. The coupling effects can be controlled using low-swing differential pair structures, shield wires and repeater insertions, upper and lower bounding slew times, and increased spacing between wires. The increase in functionalities and operating frequencies results in more power dissipation. However, in addition to the supply voltage scaling, power consumption can be reduced by switching off unused subsystems via gated clocking modes.

It can be predicted that the use of IC process with low geometries will increase the impact of fabrication techniques on the design and verification.
The top-down design methodology provides a system-level model that can be used for the chip testing. But the mixed-signal nature of SoCs makes different test strategies suitable for each particular type of component, resulting in the requirement of a design for test and manufacturability across all abstraction levels.

1.3 Integrated system perspectives

The realization of integrated systems is influenced by several factors (IC process, circuit structure, package, software). Common goals such as performance optimization and development time reduction must be included in the suitable design framework.

Mixed-signal building blocks should be designed for reuse. Such a design is based on accurate high-level models, which can be used to evaluate the block suitability for a new design. The performance achievable in the hardware design reuse methodology seems to be limited in situations where the loading rules are highly complex or the circuit models exhibit interrelated features.

Due to the chip complexity, power and performance can be lost by using a single clocked-synchronous approach to manage the on-chip concurrency. An optimal implementation and verification of reliable communication among a collection of components may then be necessary. The programmable platform-based design emerges as a viable approach for the SoC implementation, and the optimal power/performance is dependent on the trade-off between hardware and software.

Methodologies for re-mapping and redesigning blocks based on physical information will be inessential only if the design approaches are either based on an improved nonideality (delay, noise, distortion) prediction or able to remove the requirement of predictability.

The performance of high-density ICs is mainly limited by noise and timing faults. For instance, the simultaneous switching of more devices increases the power supply noise. This can enlarge the timing delay by reducing the actual voltage that is applied to a device. The effect of capacitive coupling in submicrometer designs is also important and affects the signal integrity. Since the complexity of SoC makes a unified testing scheme difficult to implement, a self-test mechanism is required at the component and system levels. It can be developed based on new fault models with links to the layout and implemented as program executed by the processor core. This approach has the benefit of eliminating any additional built-in self-test (BIST) hardware, such as linear feedback shift registers. Another important issue in critical applications is related to self-repair techniques, which take advantage of the reconfigurability provided by adding coprocessors, appropriate instruction sets, and peripheral units to the embedded processor core.
To eliminate the need for external testers, the implementation of BIST for analog blocks should preferably exploit the capability of the digital processor for the signal generation and analysis and down-sampling techniques for the specific case of RF circuits.

1.4 Built-in self-test structures

With the increase in the density and complexity of mixed-signal integrated circuits (ICs), more complex measuring devices are required to meet ever more severe test specifications. The built-in self-test (BIST) appears as a suitable approach to resolve the problem related to the fact that mixed-signal circuits are verified by functionality, the number of which can be high in a single chip. Furthermore, a BIST section can facilitate the initialization and observation of the circuit nodes. BIST structures for digital circuits have reached a good level of maturity, and it can be expected that testing solutions for the analog section in mixed-signal systems will exploit the computation capability of logic gates and digital signal processors.

FIGURE 1.5
A chip including a built-in self-test structure.

The architecture of a chip including a BIST section is shown in Figure 1.5. It consists of a test pattern generator, a test response analyzer, and a control circuit, in addition to the circuit under test, which can be reconfigured by the control signals to support the test mode and the normal operation mode. Depending on the BIST flexibility, testing can be carried out while the circuit is in an idle state or during normal operation. A generator is used to provide the required test input signals and the analyzer features the capability of detecting various faults in the output response of the circuit under test.
1.5 Concluding remarks

The use of submicrometer process for the IC implementation extends the operating frequency range, but also results in the enhancement of nonideal effects related to the interconnect crosstalk and latency. The density of test data is growing as the complexity and the number of intellectual property cores required in a single chip is increasing. Thus, the viable development of SoCs should take into account aspects of the design, manufacturing and test at all abstraction levels.

1.6 To probe further
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In almost all modern electronic circuits, transistors are the key active element. By reducing the dimensions of MOS transistors and the wires connecting them in integrated circuits (ICs), it has been possible to increase the density and complexity of integrated systems. Figure 2.1 illustrates the reduction in feature size over time. It is expected that a chip designed in a 35-nm IC process will include more than $10^{11}$ transistors in a few years [1]. But up
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**FIGURE 2.1**
Transistor scaling advance: A plot of the feature size versus time.
to now, the scaling progress was essentially attributed to the improvements in manufacturing technology. However, as the physical limits are being met, some changes to the device structures and new materials will be necessary.

Next, we will describe the transistor structure and the different equivalent models that are generally used for simulations.

### 2.1 Transistor structure

Structures of MOS transistors are shown in Figure 2.2. The drain and source of the nMOS transistor (see Figure 2.2(a)) are realized by two heavily doped n-type semiconductor regions, which are implanted into a lightly doped p-type substrate or bulk. A thin layer of silicon dioxide (SiO$_2$) is thermally grown over the region between the source and drain, and is covered by a polycrystalline silicon (also shortly called, polysilicon or poly), which forms the gate of the transistor. The thickness $t_{ox}$ of the oxide layer is on the order of a few angstroms. The useful charge transfer takes place in the induced channel of the transistor, which is the substrate region under the gate oxide. The length $L$ and the width $W$ of the gate are estimated along and perpendicularly to the drain-source path, respectively. The substrate connection is provided by a doped $p^+$ regions. Generally, the substrate is connected to the most negative supply voltage of the circuit so that the source-drain junction diodes are reverse-biased.

In the case of the pMOS transistor (see Figure 2.2(b)), the drain and source are formed by $p^+$ diffusions in the n-type substrate. A doped $n^+$ region is required for the realization of the substrate connection. Otherwise, the cross-sections for the two transistor types are similar. Here, the substrate is to be connected to the most positive supply voltage.

**FIGURE 2.2**

Model and structure of (a) nMOS transistor and (b) pMOS transistor.
The gate and substrate of an nMOS transistor can be assumed to form the plates of a capacitor using the silicon dioxide as the dielectric. As a positive voltage is applied to the gate, there is a movement of charges resulting in an augmentation of holes at the gate side and electrons at the substrate edge. Initially, the mobile holes are pushed away from the substrate surface, leaving behind a depletion region below the gate as shown in Figure 2.3, and the electron enhancement is first attributed to a weak inversion. By increasing the gate voltage, the concentration of electrons (minority carriers) can become larger than the one of holes (majority carriers) at the surface of the p-type substrate. This is known as the strong inversion, which occurs for voltages greater than two times the Fermi potential. When the gate voltage is negative, the concentration of holes will increase at the surface and an accumulation region is formed.

**FIGURE 2.3**
Localization of the inversion and depletion regions in a MOS transistor.

For a pMOS transistor, the current is carried by holes instead of electrons. The source should be the node biased at the most positive voltage. Similar results can then be obtained for the pMOS device connected to a gate voltage with the inverse polarity. Generally, the electrical characteristics of pMOS transistors can be obtained from the ones of nMOS transistors by reversing the sign of all currents and voltages.

### 2.1.1 I/V characteristics of MOS transistors

The static characteristics of a MOS device can be determined by solving numerically a set of differential equations governing the movement of electrical charges, given the relevant boundary conditions. The behavior of the internal electrostatic potential \( \phi \) is given by the Poisson law,

\[
\nabla^2 \phi = -\frac{q}{\epsilon}(N_d - N_a + p - n),
\]

where \( q \) is the charge of the electron, \( \epsilon \) is the dielectric constant of the semiconductor, and \( N_a \) and \( N_d \) are the concentrations of the acceptors (n-type dopant) and donors (p-type dopant), respectively. The electron and hole concentrations, \( n \) and \( p \), can be derived respectively from the following conserva-
tion equations,

\[
\frac{\partial n}{\partial t} = \frac{1}{q} \nabla \cdot J_n - R_r + R_g ,
\]

(2.2)

\[
\frac{\partial p}{\partial t} = -\frac{1}{q} \nabla \cdot J_p - R_r + R_g ,
\]

(2.3)

where \( R_r \) and \( R_g \) denote, respectively, the recombination and generation rate of electrons and holes. The electron and hole current densities, \( J_n \) and \( J_p \), are, respectively, given by

\[
J_n = q\mu_n \left( -n \nabla \phi + \frac{kT}{q} \nabla n \right) ,
\]

(2.4)

\[
J_p = q\mu_p \left( -p \nabla \phi - \frac{kT}{q} \nabla p \right) ,
\]

(2.5)

where \( \mu_n \) and \( \mu_p \) are the electron and hole mobilities, respectively, \( k \) is Boltzmann’s constant \((k = 1.38 \times 10^{-23} \text{ J/K})\), and \( T \) represents the absolute temperature (in K). It should be noted that simple and compact transistor models are generally used for the analysis and design at the circuit level.

### 2.1.2 Drain current in the strong inversion approximation

Based on Boltzmann’s distribution [2, 3], the concentration of electrons and holes can be respectively computed as

\[
n = n_{dp} \exp \left[ \frac{q}{kT} (\phi - V - V_{SB}) \right] ,
\]

(2.6)

\[
p = p_{dp} \exp \left( -\frac{q \phi}{kT} \right) ,
\]

(2.7)

where \( n_{dp} \) is the electron concentration within the diffusion region on the p side, \( p_{dp} \) is the corresponding concentration for holes, \( \phi \) represents the potential of the field \( \mathbf{E} = -\nabla \phi \), and \( V \) is the applied voltage. Given the relation, \( p_{dp} \approx N_a \), we can write \( n_{dp} \approx n_i^2/N_A \), where \( n_i \) is the intrinsic charge density.

With the assumption that the current flow is essentially one-dimensional from the source to drain and the mobility is constant throughout the channel, the current density becomes

\[
J_n(x,y) = q\mu_n n(x) \frac{\partial V}{\partial y}
\]

(2.8)

and using a spatial integration, the drain-source current for long channel transistors can be written as

\[
I_{DS} = \int_0^L dy = \int_0^W dz \int_{V_{DS}}^{V_{DS}} dV \int_0^{x_w} q\mu_n n(x) dx
\]

(2.9)
and

\[ I_{DS} = \mu_n \left( \frac{W}{L} \right) \int_0^{V_{DS}} Q_n dV, \]  

(2.10)

where

\[ Q_n = q \int_0^{x_W} n(x) dx. \]  

(2.11)

The mobile charge per unit area in the inversion region, \( Q_n \), is related to the charge in the semiconductor, \( Q_s \), and the charge in the depletion region, \( Q_d \), that is,

\[ Q_n = Q_s - Q_d. \]  

(2.12)

To proceed further, we assume that

\[ V_{GS} - V_{FB} = V_{GB} = V_{ox} + \Phi_s, \]  

(2.13)

where \( V_{FB} \) is the flat-band voltage, \( V_{ox} \) is the voltage drop across the oxide, and \( \Phi_s \) is the potential at the silicon-oxide interface referenced to the bulk. Furthermore,

\[ \Phi_s = \Phi_s(0) + V(y) = -2\psi_F + V(y) \]  

(2.14)

with \( \psi_F \) being the bulk Fermi potential, which is negative for a p-type substrate.

---

**FIGURE 2.4**

Plot of the charge density versus the surface potential.

Figure 2.4 shows the variation of the total charge per unit area, \( Q_s \), as a function of the surface potential. The following relation can be written:

\[ Q_s = -C_{ox} V_{ox} = -C_{ox}[V_{GB} + 2\psi_F - V(y)], \]  

(2.15)

where \( C_{ox} = \epsilon_{ox}/t_{ox} \) is the gate oxide capacitance per unit area, \( \epsilon_{ox} \) is the oxide permittivity, and \( t_{ox} \) denotes the oxide thickness. As a small positive
voltage is applied to the gate, holes are lessened from the vicinity of the oxide-silicon interface, and a space-charge region consisting of stationary acceptor ions is established. The depletion charge is then given by

\[ Q_d = -qN_A W_d = -\sqrt{2q\epsilon N_A[V(y) - 2\psi_F]}, \]  

(2.16)

where \( W_d = \sqrt{2\epsilon[V(y) - 2\psi_F]/qN_A} \) is the width of the depletion region. In the small-signal analysis, the depletion capacitance can be obtained as \( C_d = \partial Q_d/\partial V \). The expression of the drain current reads

\[ I_{DS} = \mu_n C_{ox} \left( \frac{W}{L} \right) \times \int_0^{V_{DS}} \left[ V_{GB} + 2\psi_F - V(y) - \frac{1}{C_{ox}} 2q\epsilon N_A[V(y) - 2\psi_F]^{1/2} \right] dV. \]

Hence,

\[ I_{DS} = \mu_n C_{ox} \left( \frac{W}{L} \right) \left[ \left( V_{GS} - V_{FB} + 2\psi_F - \frac{V_{DS}}{2} \right) V_{DS} - \frac{2}{3} \gamma \left( (V_{DS} - 2\psi_F)^{3/2} - (-2\psi_F)^{3/2} \right) \right], \]

(2.17)

where

\[ \gamma = \frac{\sqrt{2q\epsilon N_A}}{C_{ox}}. \]

(2.19)

It is generally assumed that \( V_{DS} \ll -2\psi_F \) and the current \( I_{DS} \) in the triode region can be reduced to

\[ I_{DS} = \mu_n C_{ox} \left( \frac{W}{L} \right) (V_{GS} - V_T - V_{DS}/2)V_{DS}, \]

(2.20)

where

\[ V_T = V_{FB} - 2\psi_F + \gamma \sqrt{-2\psi_F}. \]

(2.21)

The current \( I_{DS} \) reaches its maximum at \( V_{DS_{(sat)}} = V_{GS} - V_T \), which can be obtained by solving the equation \( \partial I_{DS}/\partial V_{DS} = 0 \). Based on this result, the drain-source current in the saturation region is deduced from Equation (2.20) as follows:

\[ I_{DS} = \frac{1}{2} \mu_n C_{ox} \left( \frac{W}{L} \right) (V_{GS} - V_T)^2. \]

(2.22)

Without the above simplifying assumption, the equation of the drain current can be derived as

\[ I_{DS} = \mu_n C_{ox} \left( \frac{W}{L} \right) \left[ \left( V_{GS} - V_T + \gamma \sqrt{-2\psi_F} - \frac{V_{DS}}{2} \right) V_{DS} - \frac{2}{3} \gamma \left( (V_{DS} - 2\psi_F)^{3/2} - (-2\psi_F)^{3/2} \right) \right]. \]

(2.23)
In the saturation region, the drain-source voltage can be obtained by solving \( Q_n(L) = 0 \) with \( V(L) = V_{DS} \). Hence,

\[
V_{DS(sat)} = V_{GS} - V_{FB} + 2\psi_F + \frac{\gamma^2}{2} \left[ 1 - \sqrt{1 + \frac{4(V_{GS} - V_{FB})}{\gamma^2}} \right]. \tag{2.24}
\]

The triode and saturation regions are illustrated on the I/V characteristics shown in Figure 2.5. For a low drain-source voltage, \( V_{DS} \), the charges in the inversion layer are uniformly induced along the channel, resulting in a current flowing from the source to the drain. The current, \( I_{DS} \), grows proportionally to \( V_{DS} \) and the channel behaves as a voltage-controlled resistor in the triode or linear region. By increasing the drain voltage, there is a reduction of the charges at the drain boundary and the channel is pinched off. That is, \( V_{DS} \geq V_{DS(sat)} = V_{GS} - V_T \), where \( V_{GS} \) denotes the gate-source voltage, the channel ceases to conduct electricity and its resistance becomes zero. The current is now due to the charge drift and \( I_{DS} \) remains practically constant. In this case, the transistor is considered to operate in the saturation region.

**FIGURE 2.5**
Plot of the drain current versus the drain-source voltage.

**FIGURE 2.6**
Plot of the drain current versus the gate-source voltage.

A plot of the square root of the normalized drain current versus the gate-source voltage is shown in Figure 2.6 for several values of the bulk-source voltage, \( V_{BS} \). Remark that the threshold voltage changes with \( V_{BS} \), provided that this latter is different from zero.

### 2.1.3 Drain current in the subthreshold region

For a gate voltage, \( V_G \), greater than 0 and less than \( V_T \), the drain-source current still exhibits a magnitude different from zero, which decreases exponentially. This corresponds to the subthreshold region. Here, the current \( I_{DS} \) is due to the diffusion [4] instead of the drift process, as is the case in the
strong inversion region. Thus,

\[
I_{DS} = -\mu_n q A \frac{kT \Delta n}{q} \frac{\Delta y}{L} 
\]

(2.25)

\[
= \mu_n q A \frac{kT n(0) - n(L)}{q} ,
\]

(2.26)

where \( A = W \cdot \Delta d \) is the cross-section area of the current flow; \( \Delta d \) is the channel depth, which is defined as the distance from the silicon-oxide interface at which the potential is lowered by \( kT/q \), i.e., \( \Delta d = kT/qE_s \); and \( E_s \) is the surface field given by

\[
E_s = -\frac{Q_d}{\epsilon} = \sqrt{\frac{2qN_A \phi_s}{\epsilon}} .
\]

(2.27)

The electron densities near the source, \( n(0) \), and drain, \( n(L) \), are, respectively, given by

\[
n(0) = n_{dp} \exp \left[ \frac{q}{kT}(\phi_s + 2\psi_F - V_{SB}) \right] ,
\]

(2.28)

\[
n(L) = n_{dp} \exp \left[ \frac{q}{kT}(\phi_s + 2\psi_F - V_{DB}) \right] ,
\]

(2.29)

where \( n_{dp} \simeq N_a \), as the concentration of acceptors is the most significant. The drain-source current can be written as

\[
I_{DS} = \mu_n q \left( \frac{W}{L} \right) \left( \frac{kT}{q} \right)^2
\times \left[ \frac{\epsilon N_a}{2q\phi_s} \exp \left[ \frac{q}{kT}(\phi_s + 2\psi_F - V_{SB}) \right] \left[ 1 - \exp \left( -\frac{qV_{DS}}{kT} \right) \right] \right] .
\]

(2.30)

From Gauss’ law of charge balance applied to the silicon-oxide interface [5], the gate-source voltage for a given surface potential, \( \phi_s \), is of the form

\[
V_{GS} = V_{FB} + \phi_s - V_{SB} - \frac{Q_d + Q_i}{C_{ox}} ,
\]

(2.31)

where \( V_{FB} \) represents the flat-band voltage, \( V_{SB} \) is the source-substrate bias voltage, \( Q_d \) denotes the depletion charge, \( Q_i \) is the inversion charge at the silicon-oxide interface, and \( C_{ox} \) is the oxide capacitance per unit area. Due to the nonlinear dependence of the charge on \( \phi_s \), an expression of \( \phi_s \) is easily obtained from the next first-order Taylor series of \( V_{GS} \) around \( \phi_{so} + V_{SB} \) [6],

\[
V_{GS} = V_{GS}^* + \eta(\phi_s - \phi_{so} - V_{SB}) ,
\]

(2.32)

where

\[
V_{GS}^* = V_{GS}|_{\phi_s = \phi_{so} + V_{SB}}
\]

(2.33)
MOS Transistors

\[ \eta = \left. \frac{dV_{GS}}{d\phi_s} \right|_{\phi_s = \phi_{so} + V_{SB}}. \]  (2.34)

Thus,

\[ \phi_s = \frac{V_{GS} - V_{GS}^*}{\eta} + \phi_{so} + V_{SB} \]  (2.35)

and the subthreshold current becomes

\[
I_{DS} = \mu_n \left( \frac{W}{L} \right) \left( \frac{kT}{q} \right)^2 C_d \times \exp \left[ \frac{q}{kT} \left( \frac{V_{GS} - V_{GS}^*}{\eta} + \phi_{so} + 2\psi_F \right) \right] \left[ 1 - \exp \left( -\frac{qV_{DS}}{kT} \right) \right],
\]  (2.36)

where \( C_d \) denotes the depletion capacitance given by

\[ C_d = \sqrt{\frac{qN_a}{2\phi_s}}. \]  (2.37)

In the weak inversion region, \(-\psi_F + V_{SB} < \phi_s < -2\psi_F + V_{SB}\), and great accuracy can be ensured by choosing the reference point \( \phi_{so} = -3\psi_F/2 \). However, with \( \phi_{so} = -2\psi_F \), the voltage \( V_{GS} \) is reduced to \( V_T \). The current \( I_{DS} \) depends on the gate-source and drain-source voltages. But, its dependence on the voltage, \( V_{DS} \), is considerably reduced as \( V_{DS} \) becomes greater than a few \( kT/q \).

**FIGURE 2.7**

I/V characteristics of an nMOS transistor.

The I/V characteristics of an nMOS transistor is shown in Figure 2.7. For \( V_{DS} > 0.1 \) V, the current \( I_{DS} \) is almost independent of \( V_{DS} \), and we have

\[
I_{DS} \approx \mu_n \left( \frac{W}{L} \right) \left( \frac{kT}{q} \right)^2 C_d \exp \left[ \frac{q}{kT} \left( \frac{V_{GS} - V_{GS}^*}{\eta} + \phi_{so} + 2\psi_F \right) \right].
\]  (2.38)
It should be noted that nMOS and pMOS devices feature the characteristics that are the mirror of each other. In addition, pMOS transistors generally feature the lower holes mobility, \( \mu_p \simeq \mu_n/4 \). This can result in a lower current drive, transconductance and output resistance.

### 2.1.4 MOS transistor capacitances

A model for MOS transistor capacitances is required to accurately predict the \( \text{ac} \) behavior of circuits. The silicon oxide, which provides the isolation of the gate from the channel, can be considered the dielectric of a capacitor with the value \( C_{\text{ox}} \). Due to lateral diffusion, the effective channel length, \( L_{\text{eff}} \), is shorter than the drawn length, \( L \), as shown in Figure 2.8, and overlap capacitors are formed between the gate and drain/source. The expression of the overlap capacitance can be given by

\[
C_{\text{gso}} = C_{\text{gdo}} = C_{\text{ox}} W \Delta L, \tag{2.39}
\]

where \( \Delta L = (L - L_{\text{eff}})/2 \). Note that the accurate determination of the overlap capacitance per unit width, \( C_{\text{ov}} \), can require more precise calculations. The capacitors related to the silicon oxide, \( C_q = C_{\text{ox}} W L \), and the depletion region, \( C_d \), exist between the gate and channel and between the channel and substrate. In addition, junction capacitors are present between the source/drain and substrate. They consist of two geometry-dependent components related respectively to the bottom-plate and side-wall of the junction.

![MOS transistor layout](image.png)

**FIGURE 2.8**
MOS transistor layout.

A transistor can then be represented as shown in Figure 2.9 with parasitic capacitors between every two of the four output nodes \([7]\). It is assumed that the capacitance between the source and drain is negligible.

Let \( Q_G, Q_B, Q_S, \) and \( Q_D \) be the gate, bulk, source, and drain charges, respectively. The charge conservation principle results in the following relation:

\[
Q_G + Q_B + Q_S + Q_D = 0. \tag{2.40}
\]

The charges \( Q_G \) and \( Q_B \) can be computed from the Poisson equation. The sum of \( Q_D \) and \( Q_S \) is equal to the channel charge, and the drain and source charge partition changes uniformly from the \( Q_D/Q_S \) ratio of 50/50 in the triode
FIGURE 2.9
MOS transistor capacitance model.

region to 40/60 in the saturation region [8]. However, the charge partition will become closer to the ratio 0/100 when the transistor is switched at a speed greater than the channel charging time. Based on the charge model, the capacitances can be defined as

\[ C_{GS} = \frac{\partial Q_G}{\partial V_S}, \]  
(2.41)

\[ C_{GD} = \frac{\partial Q_G}{\partial V_D}, \]  
(2.42)

and

\[ C_{GB} = \frac{\partial Q_G}{\partial V_B}. \]  
(2.43)

There are normally two capacitors between a couple of nodes. Here, the capacitors are nonlinear and the condition of reciprocity is not fulfilled. That is, \( C_{SG} = \frac{\partial Q_S}{\partial V_G} \), \( C_{DG} = \frac{\partial Q_D}{\partial V_G} \), and \( C_{BG} = \frac{\partial Q_B}{\partial V_G} \). The three capacitances associated to the gate are represented in Figures 2.10 and 2.11.

The capacitors between the source/drain and the substrate, \( C_{SB} \) and \( C_{DB} \), are caused by the charge in the depletion region of the \( pn \) regions. They can be considered passive, but dependent on the reverse voltage across the junction. Note that the gate-source, gate-drain, and parasitic source/drain-bulk capacitance per unit gate width of pMOS and nMOS transistors, which are on the order of 1 fF/\( \mu m \), 0.5 fF/\( \mu m \), and 1.5 fF/\( \mu m \), respectively, remain almost unchanged across technology nodes [9].

2.1.5 Scaling effects on MOS transistors

Typical values of the threshold voltages and transconductance characteristics are provided in Table 2.1 for the 0.25 \( \mu m \), 0.18 \( \mu m \), and 0.13 \( \mu m \) CMOS process. Note that the transconductance is defined as half of the product of the charge carrier mobility and oxide capacitance.

While resulting in the improvement of the circuit performance (area, speed, power dissipation), the reduction of the transistor size is affected by limitations associated with the thickness and electrical characteristics of the gate
Figure 2.10: Plot of normalized capacitances ($C_{DG}$, $C_{GD}$, $C_{GS}$, and $C_{SG}$) versus the gate-source voltage. (Adapted from [7], ©1978 IEEE.)

Figure 2.11: Plot of normalized capacitances ($C_{GB}$ and $C_{BG}$) versus the gate-source voltage. (Adapted from [7], ©1978 IEEE.)

Table 2.1: CMOS Process Characteristics

<table>
<thead>
<tr>
<th></th>
<th>$V_{DD} = 2.5$ V</th>
<th>$V_{DD} = 1.8$ V</th>
<th>$V_{DD} = 1.5$ V</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_T$ (V)</td>
<td>0.65</td>
<td>0.49</td>
<td>0.44</td>
</tr>
<tr>
<td>$K'$ (μA/V$^2$)</td>
<td>114.9</td>
<td>25.5</td>
<td>283.1</td>
</tr>
</tbody>
</table>

dielectric. With the constant-voltage scaling, the magnitude of the electric field in the channel can increase considerably, placing some limitations in the transistor miniaturization.

- Small-geometry effects
  When the effective channel length is on the order of the source/drain junction depletion width, the potential distribution in the channel becomes dependent on the lateral electric field component in addition to the normal one and features a two-dimensional representation. As a result, the threshold voltage is now dependent on the drain bias, channel length, and channel width. The threshold voltage is decreased as the channel length is reduced and also as the drain bias is raised. By reducing excessively the channel length, the depletion region of the drain junction can punch through the one of the source junction and the drain-source current ceases to be controlled by the gate-source voltage. The variation of the threshold
voltage with the drain bias is caused by the drain-induced barrier lowering effect at the source junction.

- **Hot carrier effects**
  The lateral electric field increases quickly as the transistor is scaled down. During the displacement from the source to the drain, carriers can be accelerated by acquiring the energy related to the high electric field existing in the channel. They may collide with fixed atoms to generate additional electron/hole pairs. This process is repetitive and results in an abnormal increase in the drain current. The high-energy electrons may also be trapped at the silicon-oxide interface, and in turn cause the degradation of the device characteristics, such as the voltage threshold and transconductance. For the long-term operation, the transistor can exhibit reliability problems, due to the variation of the I/V characteristics.

- **Gate-induced drain leakage current**
  The gate-induced drain leakage current is observed in a transistor biased in the off-state. Due to the tunneling effect through the gate insulator, it is dependent on the drain-gate voltage and becomes important as the gate-dielectric thickness is decreased.

---

### 2.2 Transistor SPICE models

#### 2.2.1 Electrical characteristics

The first transistor SPICE models are known as level 1, 2, and 3 [10]. They were developed based on the equations characterizing the physical behavior of MOS devices. (Note that SPICE stands for Simulation Program with Integrated Circuit Emphasis).

The accuracy of the level 1 model is adequate for transistors with channel length and width greater than 4 µm. The drain-source current, \( I_{DS} \), in the cutoff, triode, and saturation regions is given by the next equation [11],

\[
I_{DS} = \begin{cases} 
0, & \text{for } V_{GS} \leq V_T \\
2K \left( (V_{GS} - V_T)V_{DS} - \frac{V_{DS}^2}{2} \right), & \text{for } V_{GS} > V_T \text{ and } V_{DS} < V_{GS} - V_T \\
K(V_{GS} - V_T)^2(1 + \lambda V_{DS}), & \text{for } V_{GS} > V_T \text{ and } V_{DS} \geq V_{GS} - V_T,
\end{cases}
\]

where

\[
V_T = V_{TO} + \gamma(\sqrt{\psi_B + V_{SB}} - \sqrt{\psi_B}) \quad (2.45)
\]

\[
V_{TO} = V_{FB} + \psi_B + \gamma\sqrt{\psi_B} \quad (2.46)
\]
The transconductance parameter $K$ is defined as

$$
\beta = 2K = \mu_n C_{ox} \frac{W}{L_{eff}},
$$

where $L_{eff}$ is the effective channel length, and the saturation voltage is given by $V_{DS(sat)} = V_{GS} - V_T$. The parameter $\gamma$ represents the body-effect coefficient, $\psi_B$ is the surface potential in the strong inversion for zero back-gate bias, and $\lambda$ is the channel-length modulation coefficient. By introducing the parameter $\lambda$, the slight increase in the drain current in the saturation region is taken into account. However, the drain current in the triode region can be multiplied by the term $1 + \lambda V_{DS}$ to provide a continuous transition to the saturation current during the simulation. The drain-bulk and source-bulk currents, $I_{DB}$ and $I_{SB}$, can be written as

$$
I_{DB} = I_{D0} \left[ \exp \left( \frac{qV_{DB}}{kT} \right) - 1 \right],
$$

and

$$
I_{SB} = I_{S0} \left[ \exp \left( \frac{qV_{SB}}{kT} \right) - 1 \right],
$$

where $I_{D0}$ and $I_{S0}$ are the saturation currents of the drain and source junctions, respectively.

A small-signal equivalent model of a MOS transistor [12] is shown in Figure 2.12. The gate-source and source-bulk (or simply bulk) transconductances, $g_m$ and $g_{mb}$, and the drain-source conductance, $g_{ds}$, can be related to the $I/V$
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characteristic as follows:

\[ g_m = \frac{\partial I_{DS}}{\partial V_{GS}} \bigg|_{V_{DS},V_{BS}} \tag{2.51} \]

\[ g_{mb} = \frac{\partial I_{DS}}{\partial V_{SB}} \bigg|_{V_{GS},V_{DS}} \tag{2.52} \]

and

\[ g_{ds} = \frac{\partial I_{DS}}{\partial V_{DS}} \bigg|_{V_{GS},V_{BS}} . \tag{2.53} \]

The five capacitances, \( C_{GD}, C_{GS}, C_{GB}, C_{DB}, \) and \( C_{SB}, \) are determined by the corresponding charges. The ohmic resistances, \( r_d \) and \( r_s, \) are not affected by the bias condition and are lower than the other transistor resistances. Due to the fact that the drain-bulk and source-bulk junctions are reverse-biased, the effect of the conductances \( g_{db} = \partial I_{DB}/\partial V_{DB} \) and \( g_{sb} = \partial I_{SB}/\partial V_{SB} \) on the device behavior is limited. It should be noted that additional substrate-coupling resistors and the gate resistor are to be included in the compact model of Figure 2.12 for an accurate description of the radio-frequency response.

Find the transconductances, \( g_m \) and \( g_{mb}, \) and the conductance, \( g_{ds}, \) for a transistor operating in the saturation region.

From the drain-source current in the saturation region

\[ I_{DS} = K(V_{GS} - V_T)^2(1 + \lambda V_{DS}), \tag{2.54} \]

the threshold voltage

\[ V_T = V_{T0} + \gamma(\sqrt{\psi_B + V_{SB}} - \sqrt{\psi_B}), \tag{2.55} \]

and \( V_{BS} = -V_{SB}, \) we can obtain the next relations

\[ g_m = \frac{\partial I_{DS}}{\partial V_{GS}} \bigg|_{V_{DS},V_{BS}} = \frac{2I_D}{V_{GS} - V_T}, \tag{2.56} \]

\[ g_{ds} = \frac{\partial I_{DS}}{\partial V_{DS}} \bigg|_{V_{GS},V_{BS}} = \lambda \frac{I_D}{1 + \lambda V_{GS}}, \tag{2.57} \]

and

\[ g_{mb} = \frac{\partial I_{DS}}{\partial V_{SB}} \bigg|_{V_{GS},V_{DS}} = -g_m \frac{\partial V_T}{\partial V_{SB}} = -g_m \frac{\gamma}{\sqrt{2\psi_B - V_{BS}}}. \tag{2.58} \]
The level 1 model is adequate for initial design calculations and does not support the transistor operation in the subthreshold region.

The level 2 model includes the bulk-source voltage, \( V_{BS} \), and the body-effect parameter, \( \gamma \), in the \( I/V \) characteristics. By defining the ON voltage as, \( V_{ON} = V_T + NkT/q \), the drain-source current in the subthreshold region can be written as

\[
I_{DS} = I_{DS(ON)} \exp \left( q \frac{V_{GS} - V_{ON}}{NkT} \right),
\]

where \( N = 1 + qNFS/C_{ox} + C_d/C_{ox} \). \( NFS \) is an empirical parameter, and \( C_d \) is the depletion capacitance. During the normal operation of the transistor, the current \( I_{DS} \) takes the next form

\[
I_{DS} = 2K_{eff} \left[ (V_{GS} - V_{FB} - \psi_B - V_{DS}/2)V_{DS}
- \frac{2}{3} \gamma [(V_{DS} - V_{BS} + \psi_B)^{3/2} - (-V_{BS} + \psi_B)^{3/2}] \right],
\]

where

\[
K_{eff} = K \left( \frac{1}{1 - \lambda V_{DS}} \right) \left( \frac{E_{CRIT}C_{ox}}{V_{GS} - V_{ON}} \right)^{U_{EXP}},
\]

and

\[
\gamma = \sqrt{2\epsilon qN_A}. \quad (2.62)
\]

Note that \( E_{CRIT} \) and \( U_{EXP} \) are empirical parameters, \( V_{ON} \) is the ON voltage, \( V_{FB} \) is the flat-band voltage, and \( N_A \) denotes the substrate doping concentration. The parameter \( I_{DS(ON)} \) is the value of the above drain-source current at the subthreshold boundary, that is, for \( V_{GS} = V_{ON} \). Here, the drain-source voltage in the saturation region becomes

\[
V_{DS(\text{sat})} = V_{GS} - V_{FB} - \psi_B + \frac{\gamma^2}{2} \left[ 1 - \sqrt{1 + 4 \frac{(V_{GS} - V_{FB} - V_{BS})}{\gamma^2}} \right]. \quad (2.63)
\]

In the level 2 representation, the slope of \( I_{DS} \) features a discontinuity between the subthreshold and strong inversion regions.

To improve the efficiency of the simulation results for transistors with channel length on the order of 1 \( \mu \)m, the level 3 model relies on empirical equations of the effective mobility and a correction factor, \( F_B \), in order to take into account short-channel effects. The drain-source current is given by

\[
I_{DS} = 2K \left[ V_{GS} - V_T - \left( \frac{1 + F_B}{2} \right) V_{DS} \right] V_{DS},
\]

where

\[
K = \mu_{eff}C_{ox} \frac{W_{eff}}{L_{eff}}.
\]
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$W_{eff}$ and $L_{eff}$ are the effective width and length, respectively. Let

$$V_C = \frac{V_{MAX}L_{eff}}{\mu_s},$$

(2.66)

where $\mu_s$ is the surface mobility and $V_{MAX}$ is used to steer the carrier velocity saturation. The expression of the effective mobility takes into account the degradation due to the lateral field and the carrier velocity saturation. Thus,

$$\mu_{eff} = \begin{cases} 
\mu_s, & \text{for } V_{MAX} > 0 \\
\frac{\mu_s}{1 + V_{DS}/V_C}, & \text{otherwise}
\end{cases}$$

(2.67)

and

$$\mu_s = \frac{U_0}{1 + \theta(V_{GS} - V_T)},$$

(2.68)

where $U_0$ denotes the mobility constant value and $\theta$ is the mobility degradation coefficient.

By including the coefficients $K_1$, $K_2$, and $\eta$ in the threshold voltage, which is now given by

$$V_T = V_{FB} + \psi_B + K_1\sqrt{\psi_B - V_{BS}} - K_2(\psi_B - V_{BS}) - \eta V_{DS}$$

(2.69)

the contributions due to the body, short-channel, narrow width, and drain-induced barrier lowering effects are considered.

The drain-source voltage in the saturation region, that is, where the displacement of carriers is governed by a constant mobility, is obtained as

$$V_{DS(sat)} = V_C + \frac{V_{GS} - V_T}{1 + F_B} - \sqrt{V_C^2 + \left(\frac{V_{GS} - V_T}{1 + F_B}\right)^2}.$$ 

(2.70)

The level 3 model exhibits some discontinuities (output conductance at $V_{DS} = V_{DS(sat)}$, transconductance at $V_{GS} = V_T$), which can result in the nonconvergence of simulations. The Berkeley short-channel IGFET models (BSIMs) were proposed to achieve an accurate description of transistors with submicrometer sizes [13] (IGFET stands for Insulated Gate Field Effect Transistor). They rely on empirical parameters obtained by data fitting to reduce the complexity of the equations of the device characteristics. In the BSIM4 transistor model, the continuity of the drain-source current and conductances is maintained using a single current equation for the different operating regions of the transistor.

2.2.2 Temperature effects

Due to the fact that a circuit can operate at a temperature different from the nominal one ($T_0 = 300$ K) at which the model parameters are extracted,
the temperature effects must be taken into account in the transistor representation. The mobility, \( \mu \), and the threshold voltage, \( V_T \), are related to the absolute temperature, \( T \), according to

\[
\mu(T) = \mu(T_0) \left( \frac{T}{T_0} \right)^{3/2}
\]

and

\[
V_T(T) = V_T(T_0) + VTC \left( \frac{T}{T_0} - 1 \right),
\]

where VTC is a voltage temperature coefficient. The saturation current of the junction diodes (at the drain and source side) can be written as

\[
J_s(T) = J_s(T_0) \exp \left\{ \frac{1}{N} \left[ \frac{q}{k} \left( \frac{E_g(T_0)}{T_0} - \frac{E_g(T)}{T} \right) + XT \cdot \ln \left( \frac{T}{T_0} \right) \right] \right\},
\]

where \( N \) and \( XT \) are two constant parameters, and the energy-band gap of the silicon, \( E_g \), is given by

\[
E_g(T) = 1.16 - \frac{7.02 \times 10^{-4} T^2}{T + 1108}.
\]

The next equations can be used to express the temperature dependence of a resistor and capacitor:

\[
R(T) = R(T_0) + RTC \left( \frac{T}{T_0} - 1 \right)
\]

and

\[
C(T) = C(T_0) + CTC(T - T_0),
\]

where RTC and CTC are the resistor and capacitor temperature coefficients, respectively.

### 2.2.3 Noise models

Different noise sources caused by fluctuations of the device characteristics affect the operation of MOS transistors. A simplified noise model of a transistor is depicted in Figure 2.13(a). It includes the flicker (or 1/f noise) and thermal channel noises, the spectrum density of which is represented in Figure 2.13(b).

Note that \( \frac{i_{ff}^2}{1/f} = g_m^2 \frac{i_{ff}^2}{1/f} \), where \( g_m \) is the transistor transconductance. The corner frequency, \( f_c \), denotes the point at which both noise types intersect.

Specifically, the flicker noise, the spectral density of which is inversely proportional to the frequency, is given by an empirical equation of the form

\[
\frac{i_{ff}^2}{1/f} = KF \cdot \frac{I_{DS}^{AF}}{C_{ox} L_{eff}^{1/f}} \frac{1}{f^{EF}},
\]

where

\[
K = 0.8 \times 10^{-15}, \quad F = 1, \quad I_{DS}^{AF} = 1 A, \quad C_{ox} = 3 \times 10^{-5} F / \mu m^2, \quad L_{eff} = 0.1 \mu m.
\]
FIGURE 2.13
(a) Simplified noise model of a transistor; (b) plot of the noise spectrum density versus the frequency.

where $K_F$ is the flicker noise coefficient, $I_{DS}$ is the drain-source current, $AF$ is the flicker noise current exponent, $C_{ox}$ is the oxide capacitance per unit area, $L_{eff}$ is the effective length of the transistor, $f$ is the operating frequency, and $EF$ is the flicker noise frequency exponent. The other expressions are

$$
\bar{V}_d = \frac{K_F \cdot I_{DS}^{AF}}{C_{ox} W_{eff} L_{eff} f} \frac{1}{f}
$$

(2.78)

and

$$
\bar{I}_d = \frac{K_F \cdot g_m^2}{C_{ox} W_{eff} L_{eff} f^{EF}} \frac{1}{f}
$$

(2.79)

where $W_{eff}$ and $g_m$ are the effective width and transconductance of the transistor, respectively. In the BSIM model used for submicrometer transistors, the flicker noise equation includes more parameters because it takes into account the fluctuations of the carrier number and surface mobility.

Let $k$ represent the Boltzmann constant and $T$ denote the absolute temperature. The drain channel thermal noise can be written as [14]

$$
\overline{\Delta f} = 4kT \theta g_{do},
$$

(2.80)

where $\Delta f$ is the noise bandwidth, $g_{do}$ is the channel conductance at $V_{DS} = 0$, i.e., $g_{do} = (\partial I_{DS}/\partial V_{DS})|_{V_{DS}=0}$, and $\theta$ is a bias-dependent noise coefficient, which, for long channel transistors, is unity at zero drain bias and about $2/3$ in the saturation region. However, the channel thermal noise can be accurately predicted for submicrometer transistors by the next model,

$$
\overline{\Delta f} = FP \frac{4kT}{r_{ds} + \frac{L_{eff}^2 \mu_{eff} Q_{inv}}{\mu_{eff} |Q_{inv}|}},
$$

(2.81)

where $r_{ds}$ is the drain-source resistance, $\mu_{eff}$ is the effective mobility, $Q_{inv}$ is the inversion layer charge, and $FP$ is a fitting parameter.
The induced gate current noise, \( i_{g}^{2} \), which is generally negligible, can become important for submicrometer devices operating at high frequencies or close to the transition frequency of the transistor. It is partially correlated with the drain current noise and is expressed as [15]

\[
\frac{i_{g}^{2}}{\Delta f} = 4kT\delta g_{g}(1 - |c|^{2}) + 4kT\delta g_{g}|c|^{2},
\]

(2.82)

where \( c \) is a correlation coefficient given by

\[
c = \frac{i_{g}^{2}}{\sqrt{i_{g}^{2} i_{d}^{2}}}
\]

(2.83)

and \( \delta \) is the gate noise coefficient. Because the conductance \( g_{g} \) increases with the square of the frequency, the power spectral density of the gate noise is different from that of a white noise.

\[
\begin{align*}
\text{(a)} & & \text{(b)} \\
\begin{array}{c}
\text{FIGURE 2.14} \\
\text{Representation of a resistor thermal noise: (a) voltage source, (b) current source.}
\end{array}
\end{align*}
\]

Other noise sources include the thermal noise, which is related to various terminal resistances, and shot noise. For a resistor \( r_{x} \), the thermal noise can be modeled either by a series voltage source with the power spectral density, \( \overline{v_{r_{x}}^{2}} \), as shown in Figure 2.14(a), and given by

\[
\frac{\overline{v_{r_{x}}^{2}}}{\Delta f} = 4kT r_{x}
\]

(2.84)

or by a shunt current source with the power spectral density, \( \overline{i_{r_{x}}^{2}} \), as illustrated in Figure 2.14(b), and of the form

\[
\frac{\overline{i_{r_{x}}^{2}}}{\Delta f} = 4kT r_{x},
\]

(2.85)

where \( k \) is Boltzmann’s constant, \( T \) is the absolute temperature, and \( \Delta f \) denotes the measurement bandwidth in hertz (Hz).
Considering a resistor \( r_x = 1 \, \text{k}\Omega \), the power spectral densities of the thermal noise voltage and current at room temperature, (i.e., \( T = 300 \, \text{K} \)), are
\[
\frac{v_x^2}{\Delta f} \simeq 16 \times 10^{-18} \, \text{V}^2/\text{Hz} \quad \text{and} \quad \frac{i_x^2}{\Delta f} \simeq 16 \times 10^{-22} \, \text{A}^2/\text{Hz}
\]
or equivalently in terms of root-mean-square (rms) units,
\[
\sqrt{\frac{v_x^2}{\Delta f}} \simeq 4 \, \text{nV}/\sqrt{\text{Hz}} \quad \text{and} \quad \sqrt{\frac{i_x^2}{\Delta f}} \simeq 4 \, \text{pA}/\sqrt{\text{Hz}},
\]
respectively. Assuming a bandwidth of 1 kHz, we can obtain
\[
\sqrt{\frac{v_x^2}{r_x}} \simeq 4 \, \mu\text{V}_{\text{rms}} \quad \text{and} \quad \sqrt{\frac{i_x^2}{r_x}} \simeq 4 \, \text{nA}_{\text{rms}}.
\]
Note that the contributions of independent noise sources should be added using mean squared quantities, instead of rms quantities.

The shot noise is related to the tunneling currents and can be written as
\[
\frac{\overline{i_{sh}^2}}{\Delta f} = 2MqI, \quad (2.86)
\]
where \( M \) is a multiplication factor, \( q \) is the electron charge, and \( I \) is the forward junction current. Note that the thermal noise is due to the random motion of charge carriers caused by an increase in the temperature, while the shot noise depends on the energy of carriers near a potential barrier or junction.

Using the transistor transconductance, \( g_m \), the drain current noise, \( \overline{i_d^2} \), can be related to the gate voltage noise, \( \overline{v_{gs}^2} \), or the input referred noise. That is, \( \overline{i_d^2} = g_m^2 \overline{v_{gs}^2} \). Note that the thermal noise generated by the transistor substrate is transmitted through the bulk transconductance, \( g_{mb} \), as a noise current source at the drain. Its contribution to the input-referred voltage noise is
\[
4kTr_b(g_{mb}/g_m)^2,
\]
where \( r_b \) is the bulk resistance.

Typical values of the equivalent input voltage and current noises are generally expressed in \( \text{pA}/\sqrt{\text{Hz}} \) and \( \text{nV}/\sqrt{\text{Hz}} \) units, respectively.

### 2.3 Summary

Miniaturization of transistors has influenced almost all levels of the circuit design. While being subject to laws of physics, device technology development, and economic factors, the limits to this trend should also be application dependent due to power consumption issues. Accurate device models are
essential for circuit design and analysis. They should exhibit a continuous and scalable electrical characteristics to meet the requirements of mixed-signal circuits based on submicrometer technologies. Recent modeling approaches rely on device physics and a suitable choice of empirical parameters to account for the different short-channel effects of transistors.

2.4 Circuit design assessment

1. Capacitance due to the depletion charge

Consider a pn junction. The junction diffusion potential, $\psi_0$, is given by

$$\psi_0 = \psi_n - \psi_p = \frac{kT}{q} \ln \frac{N_a N_d}{n_i^2} , \quad (2.87)$$

where $\psi_n = (kT/q) \ln (N_d/n_i)$ and $\psi_p = -(kT/q) \ln (N_a/n_i)$ are the potentials across the n-type and p-type regions, respectively; $n_i$ is the intrinsic carrier concentration; and $N_a$ and $N_d$ are the acceptor and donor concentrations, respectively. The depletion width on the n and p regions, $x_n$ and $x_p$, respectively, are related to the overall width of the depletion region, $W_d$, according to

$$x_n = \frac{N_a}{N_a + N_d} W_d \quad (2.88)$$

and

$$x_n = \frac{N_d}{N_a + N_d} W_d . \quad (2.89)$$

The Poisson equation can then be written as

$$\frac{d^2 \phi(x)}{dx^2} = \begin{cases} \frac{q N_a}{\epsilon}, & \text{for } -x_p \leq x < 0 \\ -\frac{q N_d}{\epsilon}, & \text{for } 0 < x \leq x_n . \end{cases} \quad (2.90)$$

Show that the junction voltage is given by

$$\phi(x) = \begin{cases} \frac{q N_a}{\epsilon} \left( \frac{x^2}{2} + x_p x + \frac{x_p^2}{2} \right), & \text{for } -x_p \leq x < 0 \\ \frac{q N_d}{\epsilon} \left( -\frac{x^2}{2} + x_n x + \frac{x_n x_p}{2} \right), & \text{for } 0 < x \leq x_n . \end{cases} \quad (2.91)$$

Based on the relation, $\psi_0 + V_r = \phi(x_n)$, determine $x_n$ and $x_p$. 
The depletion charge per unit area, \( Q_d \), for a junction under reverse bias (i.e., the applied voltage \( V_r \) is negative) reads

\[
Q_d = qN_dx_n = qN_ax_p = \sqrt{2q\epsilon N_a N_d (\psi_0 + V_r)},
\]

(2.92)

where \( q \) is the electron charge and \( \epsilon \) is the silicon dielectric.

Show that the junction capacitance can be obtained as

\[
C_j = \frac{C_{j0}}{\sqrt{1 + \frac{V_r}{\psi_0}}},
\]

(2.93)

where \( C_{j0} \) is the capacitance under the zero-bias condition to be determined.

Find the expression of \( C_{j0} \) in the case where \( N_a \gg N_d \).

Use the following parameters, \( C_{j0} = 0.47 \, \text{fF}/\mu\text{m}^2 \), \( \psi_0 = 0.65 \, \text{V} \), and \( V_r = -3.3 \, \text{V} \) to determine \( C_j \).

2. **Analysis of common-source amplifier stages**

Consider the inverting amplifier stages shown in Figure 2.15. Figure 2.16 shows the small-signal model of the transistor, where \( g_m = \partial I_{DS}/\partial V_{GS} \big|_{V_{DS}} \) and \( r_0 = \partial V_{DS}/\partial I_D \). Only the width, \( W \), and length, \( L \), of the transistors are assumed to be variable.

Determine the small-signal voltage gain \( A_v = v_0/v_i \).

Compare the analytical analysis and SPICE simulations, and justify the dissimilarity between both results.

![Figure 2.15](image)

**FIGURE 2.15**

Circuit diagram of common-source amplifier stages.

3. **Analysis of source-degeneration amplifier stages**

Repeat the previous exercise using the source-degeneration amplifier stages of Figure 2.17.

4. **Cascode amplifier**

Using the transistor equivalent model of Figure 2.16, estimate the small-signal gain \( G_m = v_0/i_i \) and the output resistance, \( r_{out} \), of the cascode amplifier stage shown in Figure 2.18.
5. CMOS inverter

The circuit diagram of a CMOS inverter is depicted in Figure 2.19. When the input voltage is equal to $V_{DD}$, the transistor $T_1$ is on, while $T_2$ is off. On the other hand, the transistors $T_1$ and $T_2$ are, respectively off and on when the input voltage is equal to zero.

Determine the small-signal voltage gain $A_v = v_0/v_i$.

Let the charge stored on the capacitor $C_L$ be

$$Q = C_L V_{DD} = I_0 T,$$  \hspace{1cm} (2.94)

where $I_0$ is the output current and $T = 1/f$ is the signal period.
FIGURE 2.19
Circuit diagram of a CMOS inverter.

Show that
\[ P = V_{DD}I_{DDQ} + C_L V_{DD}^2 f, \]  
(2.95)
where \( P \) is the power dissipated over a single signal cycle and \( I_{DDQ} \) denotes the quiescent leakage current, which flows through the transistor when it is off (\( V_{SB} \) or \( V_{DB} \) is different from zero).

6. Transistor arrays
Consider the transistor array shown in Figure 2.20(a). The transistors \( T_i \) (\( i = 1, 2, 3 \)) are designed to have the same length but different widths. Verify that the structure of Figure 2.20(a) is equivalent to a single transistor (see Figure 2.20(b)) with the width equal to the sum of \( T_i \) widths and the same length as \( T_i \).

FIGURE 2.20
Circuit diagram of a transistor array.

For the circuit of Figure 2.21(a), the transistors \( T_i \) operate in the triode region and their drain-source voltage is fixed by the loop consisting of \( T_A, T_B \), and the bias current \( I_B \) [16].
Find the current \( I_D \) and establish the equivalence between the structures of Figure 2.21.
Show that the transconductance of a transistor \( T_i \) is given by
\[ g_{mi} = \frac{dI_{Di}}{dV_{GSi}} = K_i V_{DS}, \]  
(2.96)
where \( K_i \) is the transconductance parameter.
7. **Simplified noise analysis of a single-stage amplifier**

Verify that the output noise per unit bandwidth of the amplifier stage shown in Figure 2.15(a) is given by

\[
\overline{v_{n,o}^2} = \left( \overline{i_{th}^2} + \overline{i_{f}^2} \right) R^2 + 4kTR, \tag{2.97}
\]

where \( \overline{i_{th}^2} \) and \( \overline{i_{f}^2} \) denote the thermal and flicker noises of the transistor, respectively. It should be assumed that the thermal noise of the resistor \( R \) is equivalent to a current source with the value \( 4kT/R \) and \( \overline{i_{f}^2} = g_m \overline{i_{f}^2} \), where \( g_m \) is the transistor transconductance.
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Modern lithography systems used in the integrated circuit (IC) fabrication employ an optical projection printing that operates almost at the diffraction limit. The mask of each IC layout layer is projected onto the wafer substrate, which has been coated with a photoresist material, also called resist. The structure of the resist is altered by the exposure to light so that, after the development, a silicon pattern can emerge. The next step can consist in implanting the dopant ions. Note that the small feature, which can be printed in this way, is about the wavelength of the light used.

Even with the great capabilities of lithography, it is impossible to produce completely identical devices over an entire wafer, or a much smaller die. As the size features are scaled down, the likelihood of process variations increases and the actual performance of a chip becomes more unpredictable. It is then necessary to take care of the process variation effects during the IC design phase, so that even worst-case fabrication conditions may provide a working circuit. The suitable design technique can consist of using worst-case (slow), nominal (typical), and best-case (fast) transistor models based on device measurements for SPICE simulations. However, to meet the demand for greater bandwidths and higher levels of integration, interconnects have to undergo a considerable reduction in size and currently represent an important limitation to the development of IC technology. To address this challenge, CAD and testing tools are required to link the interconnect characteristics to the circuit performance. Efficient interconnect models rely on simplifying assumptions, the validity of which is to be confirmed by on-chip measurements.
3.1 MOS Transistors

The structures of MOS transistors [1,2] are shown in Figure 3.1. The drain and source of the nMOS transistor (see Figure 3.1(a)) are realized by two heavily doped $n$-type semiconductor regions, which are implanted into a lightly doped $p$-type substrate or bulk. A thin layer of silicon dioxide ($\text{SiO}_2$) is thermally grown over the region between the source and drain, and is covered by the polycrystalline silicon (also shortly called, polysilicon or poly), which forms the gate of the transistor. The thickness $t_{ox}$ of the oxide layer is on the order of a few angstroms. The length $L$ and the width $W$ of the gate are estimated along and perpendicularly to the drain-source path, respectively. Due to the lateral diffusion of the doped regions, the actual length is slightly smaller than $L$. The overlap region is symmetrical and is extended on the distance $L_D$ on both sides. As a result, the effective length between the drain and source is given by, $L_{\text{eff}} = L_{\text{drawn}} - 2L_D$, where $L_{\text{drawn}}$ is the dimension drawn in the layout. The width of the gate is also less than the drawn value due to a reduction in the active area by the field oxide growth. The substrate connection is provided by a doped $p^+$ region. Generally, the substrate is connected to the most negative supply voltage of the circuit so that the source-drain junction diodes are reverse-biased.

In the case of the pMOS transistor (see Figure 3.1(b)), the drain and source are formed by $p^+$ diffusions in the $n$-type substrate. A doped $n^+$ region is required for the realization of the substrate connection. Otherwise, the cross-sections for the two transistor types are similar. Here, the substrate is to be connected to the most positive supply voltage.

The layout of a transistor is shown in Figure 3.2. In addition to the active region representing the substrate, it is formed by the overlap of the active and polysilicon layers.

In practice, nMOS and pMOS transistors are fabricated on a wafer based on only one substrate, say of the $p$-type. In this case, the pMOS device is realized in an $n$-well as shown in Figure 3.3. Two transistor layouts are shown in Figures 3.4(a) and (b). The transistor can be fabricated in a well as is the
3.2 Passive components

The integrated-circuit (IC) performance is determined by the characteristics of basic components [1, 2] or elements, which can be fabricated in the MOS technology.
3.2.1 Capacitors

Let us consider a structure with a dominant parallel-plate capacitor having the length, $L$, width, $W$, and thickness, $t_{ox}$. The capacitance can be obtained as,

$$C = \frac{\epsilon_0 \epsilon_{ox} LW}{t_{ox}},$$

(3.1)

where $\epsilon_0$ is the vacuum dielectric constant and $\epsilon_{ox}$ represents the relative dielectric constant of the insulator (silicon dioxide). Accurate capacitances are the result of the reduction in the errors associated to the dielectric constants, also called oxide effects, and the variations due to geometrical parameters, known as edge effects.

A capacitor can be realized using the structures of Figure 3.5. The silicon dioxide dielectric layer can be deposited between a heavily doped crystalline silicon and polycrystalline silicon (see Figure 3.5(a)), two polycrystalline silicon layers (see Figure 3.5(b)), or polycrystalline silicon and metal layers (see Figure 3.5(c)). The capacitor value depends on the dielectric thickness, which can exhibit large variations in the case of the silicon dioxide. As a result, capacitance values can fluctuate by a few percent and the achievable device matching is limited. Specifically, the width of the depletion regions formed at the oxide contact-surface of the capacitor shown in Figure 3.5(a) depends on the applied voltage. As a result, the effective dielectric thickness is not constant and the capacitance is affected by the voltage variation and the bottom-plate parasitic capacitance. In the structures of Figure 3.5(b)-(c), the polysilicon region is isolated from the substrate by an oxide layer, which forms a parasitic capacitance to be included in the equivalent circuit model.

The layout of a capacitor based on two polysilicon layers is depicted in Figure 3.6. To minimize the contact resistance, contacts can be made everywhere it is possible on the polysilicon layer. It should be noted that a given capacitor consisting of two conducting planes separated by a thin insulator can occupy more area than the one implemented as a combination of several layers of conductors and insulators.

The transistor configuration of Figure 3.7(a) can also be used as a capacitor. The resulting capacitance, as shown in Figure 3.7(b) is a function of the voltage, $V = V_{GS}$, which should be chosen sufficiently greater than
the threshold voltage, $V_T$, to take advantage of the linear capacitance-voltage characteristic of the transistor operating in the strong inversion region. The total capacitance, $C$, is given by the series connection of the gate-oxide capacitance, $C_{ox}$, and the depletion capacitance, $C_d$, between the channel induced under the oxide by increasing $V_{GS}$. That is,

$$C = \left(\frac{1}{C_{ox}} + \frac{1}{C_d}\right)^{-1}.$$  \hspace{1cm} (3.2)

The capacitance $C_d$ is a function of the gate-substrate voltage. Between the gate and drain/source, we simply have overlap capacitances. Note that a MOS capacitor is generally designed with a minimum length to reduce the influence of the channel resistance.

3.2.2 Resistors

The resistance of a uniformly doped structure of the length, $L$, width, $W$, and thickness, $t$, can be computed as

$$R = \rho \frac{L}{tW} = R_{\Box} \frac{L}{W},$$  \hspace{1cm} (3.3)

where $\rho$ is the resistivity of the sample and $R_{\Box}$ denotes the sheet resistance. The resistivity is determined by the type and concentration of impurity atoms. The temperature variation of the resistance can be modeled as

$$R = R(T_0[1 + (T - T_0)TC(R)],$$  \hspace{1cm} (3.4)
where the first-order temperature coefficient is given by

\[ TC(R) = \frac{1}{R} \frac{dR}{dT} \quad (3.5) \]

The cross-section diagram of a polysilicon resistor is shown in Figure 3.8(a).

![Cross-section diagram of a polysilicon resistor](image)

**FIGURE 3.8**
Structures of (a) polysilicon and (b) n-well resistors.

The corresponding layouts are depicted in Figure 3.9. The resistor consists of the silicon dioxide thermally grown on a p-type substrate, undoped polysilicon settled by a low-pressure chemical-vapor deposition, and ohmic contact realized with aluminum electrodes. Experimental results show that the resistances vary depending on the polysilicon thickness. The resistor can feature a good linearity. However, for an accurate characterization of the high-frequency performance, the parallel-plate capacitance formed between the polysilicon and substrate must be taken into account.

The cross-section diagram of an n+ diffusion resistor is shown in Figure 3.8(b). The diffusion layer is located within the n-well and isolated using the silicon dioxide. The sheet resistance of the device can be on the order of a kiloohm with a typical absolute value tolerance of a few percent.

### 3.2.3 Inductors

Although inductors are generally realized off-chip, there is an increasing interest in the integration all circuits elements in a single structure. To this end, MOS processes made up of lightly doped substrate and wells can be used for the inductor design. Due to the mutual magnetic coupling, the inductance value can be increased using a series connection of \( N \) wire segments in the
FIGURE 3.10
Layout of integrated inductors.

FIGURE 3.11
Layout of coupled inductors or transformers.

metal layer. This results in the inductance given by

\[ L = \sum_{i=1}^{N} L_i + 2 \sum_{i=1}^{N} \sum_{i \neq j} M_{ij}, \]  

(3.6)

where \( L_i \) is the inductance of the metal segment \( i \), and \( M_{ij} \) is the mutual magnetic coupling between the segment \( i \) and \( j \). The mutual inductance between two segments is determined by their length, separation distance, and intersection angle. The coupling between two perpendicular wires is negligible. However, the behavior of on-chip inductors is perturbed by dissipative mechanisms beyond the ones of a simple conductor loss. The planar spiral inductor has parasitic capacitors between the metal layer and substrate due to the insulating oxide. At high frequencies, a current can flow through these capacitors into the substrate, which can be modeled as RC networks. The achievable Q-factor is then about 5–20 for inductances in the range of a few nanohenries.

The inductors shown in Figure 3.10 consist of windings, which are fabricated with a metal layer patterned on the field oxide. The total self-inductance increases with the number of layers. Note that the difficulty in the realization of high-Q IC inductors is related to the creation of local insulating regions on the wafer for the device isolation.

A coupled inductor can be implemented using a center tapped inductor,
as shown in Figure 3.11(a). The magnetic coupling coefficient is determined by the line width, spacing between conductors, and the substrate thickness.

A monolithic transformer can be designed using conductors overlaid as stacked metals or interwound in the same plane [3], as shown in Figures 3.11(b) and (c). The mutual inductance (and capacitance) is related to the common periphery between conductors. In practice, the achievable coupling coefficient can be as high as 0.9. Transformers using stacked conductors provide a slightly higher coupling coefficient, but their operating frequency can be limited by the lower self-resonance frequency associated with the large parallel-plate capacitance available between the windings.

### 3.3 Integrated-circuit (IC) interconnects

![IC cross-section with three metal layers.](image)

**FIGURE 3.12**

An IC cross-section with three metal layers.

The fabrication of an IC starts with the production of silicon wafers, which are then processed using various deposition and etching techniques, such as photolithography. The transistors are formed in wafer regions protected from oxidation and often referred to as moat regions. The area between adjacent transistors, which is generally covered with a thick-field oxide to prevent the formation of parasitic channel components, is called field region. Figure 3.12 shows the cross-section of an IC with three metal layers.

Unlike transistors, the interconnect performance is not improved through miniaturization. By scaling down the interconnect size, the crosstalk and latency effects are increased, while the inductance influence on the signal transients becomes dominant for large interconnect geometries. This is the case of power wires, which are connected to a large number of devices. Basically, a signal propagating on an interconnect is influenced by effects (delay, attenuation, reflection, and crosstalk) similar to the ones known in transmission lines. Depending on the IC process and signal operating frequency, the interconnects can be described by a lumped, or distributed (frequency independent/dependent parameters) model. All wires have a resistance, which is a function of the material resistivity. In the case of thin-film aluminum (Al) and
copper (Cu), the resistivity is of 3.3 mΩ·cm and 2.2 mΩ·cm, respectively. Interconnections between metal layers, also called plugs or vias (see Figure 3.12), and made of tungsten (W) for aluminum wires, appear to be somewhat resistive (a few ohms). The current density in a metal wire is limited by the electromigration effect. At high current densities, the aluminum ions tend to migrate from one wire end, leaving voids, which can grow to a discontinuity after some time. At the other end, an accumulation of atoms in microscopic structures called hillocks can be observed. This failure is prevented by using via arrays for long wires and specifying design rules, which includes the minimum sizes of the wire to keep the current density less than 0.5-1 mA/µm. At the process level, alloying elements such as copper can be added to aluminum to avoid the ion displacement. Copper has also been introduced as a substitute to aluminum. In this case, the effect of electromigration is reduced because the IC process also permits vias made of copper.

The schematic of the equivalent model of a two-wire interconnect with the active line linked to a signal generator [4] is illustrated in Figure 3.13. To reduce the resistance, wires are generally designed to be taller than they are wide. Coupling noise can be important due to the high values of parasitic capacitance and inductance. The top and bottom capacitors are typically assumed to be grounded because they are associated with a set of orthogonally routed conductors that, averaged over the wire length, maintain a constant voltage. Due to the fact that a given wire is coupled to the neighbors by significant capacitances rather than ground, the signal integrity becomes dependent on the neighboring wire activity. At high frequencies, inductive effects become significant and the inductance can dominate the impedance of interconnect wires. Specifically, the coupling related to inductors is a nonlocal effect because the mutual inductance does not sink rapidly, as does the coupling capacitance. In fact, the inductance can be directly determined in cases where a time-varying current is supposed to flow in a known closed-loop and the flux of the resulting magnetic field is proportional to the loop area. But, the ambiguity in the determination of the current return path, which may include the ground, power lines, and neighboring wires, complicates the estimation of the interconnect inductance.

The computation of the interconnect resistance, inductance, and capacitance.
3.4 Physical design considerations

Generally, the physical design involves steps of floor planning, timing optimization, placement, routing, and layout generation. The design process is increasingly interlaced with the verification, which consists of electrical rule checking (ERC), design rule checking (DRC), layout-versus-schematic (LVS) comparison, as well as resistance, inductance and capacitance parasitic extraction, and interconnect and signal integrity characterization.

Lay out the inverter shown in Figure 3.14(a) using the design rules of a given CMOS process with $n$-well.

Two possible layouts can be derived, as illustrated in Figures 3.14(b) and (c). A metal layer is required between the $n$ and $p$ diffusion areas, as they should not be directly in contact. Note that contact openings can only be realized between metal and any other layer. To avoid the forward-biasing of $pn$ junc-
ERC involves checking a circuit design for proper geometry and connectivity specifications. Examples of electrical rule violations include floating nodes, open circuits, improper supply voltage/ground and well/substrate connections, and limited power-carrying capacity on wires. The main objective of DRC is to provide a high overall die yield and reliability for a given design. Design rules specify certain geometric and connectivity restrictions (active-to-active spacing, metal-to-metal spacing, well-to-well spacing, minimum metal width, minimum channel length of transistors, ...) to ensure sufficient margins to account for common variations, and are specific to an integrated-circuit fabrication process. They can be based on the $\lambda$ rule or micron rule. In the first case, all geometric specifications in a design are specified as integer multiples of the scalable parameter, $\lambda$, which is chosen such that the minimum gate length of a transistor is equal to $2\lambda$, and micrometer units (or absolute measurements) are used in the second case. With the $\lambda$ rule, the migration from one fabrication process to another is simplified. On the other hand, micron rules have the advantage of minimizing the resulting layout size. Computer-aided tools for DRC and ERC enable the verification of a circuit design prior to the fabrication. The ERC performs the syntax analysis on the circuit network, while the DRC verifies that the circuit layout does not have any specific errors.

Physical design results in a layout or geometric patterns, which are used for the IC manufacturing. Each fabrication step is based on a different layer mask extracted from the layout.

![Figure 3.15](image)

**FIGURE 3.15**
(a) Cross-section of an $n^+$ region and (b) the corresponding layout.

The fabrication of basic MOS structures requires several masking sequences, such as $n$-well, active, polysilicon, select, contact, metal, via, and overglass. The geometric size of features on every layer is defined by relevant design rules. Let us consider the $n^+$-doped region shown in Figure 3.15. It is realized by implanting ions into the substrate through the area described by the active mask. The minimum width of the active area is specified by the design rule. The active contact is shaped in the oxide to allow a connection between the first layer of metal and active region. Here, the minimum spacing...
between the active and contact area, vertical and horizontal sizes of the contact have to be defined. The metal, which is deposited after the oxide layer, is used as interconnect. It is subject to rules such as the metal-to-active contact minimum spacing and minimum width of the metal line.

Different layout techniques are often adopted to minimize the parasitic effect and improve the device matching. As shown in the transistor layout of Figure 3.16(a), the overall contact resistance can be reduced by using as many contacts as the design rules allow. With $N$ contacts, the resulting resistance is $1/N$ times the value of a single contact, as it is the case in a parallel configuration of resistors.

The design hierarchy permits the use of library cells to construct more complex circuits. The layout of a large transistor, which consists of a parallel connection of three minimum-size structures with the same length, is shown in Figure 3.16(b). The final transistor features the length of a single device and the sum of the individual widths. Note that by using a transistor with parallel fingers, the gate resistance can be reduced while the capacitance related to the source-to-drain areas increased. For this reason, excessively long geometries should preferably be avoided in the design of wide transistors.

In CMOS circuits in which a thyristor consisting of parasitic npn and pnp bipolar transistors, $Q_n$ and $Q_p$, (see Figure 3.17) are formed, a latch-up effect can occur [5]. The parasitic circuit includes the substrate and well resistors,
$r_s$ and $r_w$, and a positive feedback is formed around $Q_n$ and $Q_p$. Due to transient noises, one of the two transistors can become forward biased and feeds the base of the other transistor. As a result, a current flows between the supply voltage lines and the circuit is unable to deliver a response to an input signal. Provided the feedback gain is greater than or equal to unity, this current will increase until the circuit burns out.

The latch-up effect can be mitigated by minimizing the current gains of the parasitic bipolar transistors, and the substrate and well resistances. This can be achieved by placing guard rings or $n^+$ and $p^+$ regions around MOS transistors. Suitable layout design rules, and appropriate selection of doping concentrations and profiles, can contribute to the reduction of latch-up susceptibility.

However, it should be noted that a substrate with a low resistivity can exhibit various parasitic paths between on-chip devices, thereby coupling the substrate noise to the signal of interest. The problem of substrate coupling is remarkable in mixed-signal circuits, where the analog components can be perturbed by the switching noise generated during the transitions of the clock signal used to control the switched devices. It is solved at the circuit level using a differential configuration, which is less sensitive to the common-mode noise. Another solution can consist of isolating sensitive circuit sections from the substrate noise.

Device matching can be enhanced by adopting layout techniques, which can reduce the statistical variations of the IC process. To this end, symmetry must be applied to the device layout as well as its nearby environment. In a set of transistors, for instance, a better matching is achieved by adopting the same orientation to place the transistors in the layout. This is due to the fact that the transconductances of MOS transistors depend on carrier mobilities, which are known to be sensitive to orientation-dependent stress.

Matched pairs of devices can be laid out with interdigitated or common-centroid structure [6]. Two layout examples of two capacitors $X$ and $Y$ are shown in Figure 3.18. In Figure 3.18(a), the construction is realized simply by cross-coupling the connection between the different cells. A common-centroid layout (see Figure 3.18(b)) features more symmetry and can be obtained by arranging elements as $XYYXYXYX$, or $XYXYXYX$. It can also be obtained by using a two-dimensional configuration of the following form:

\[
\begin{align*}
XYYX \\
YXXY \\
XYYX
\end{align*}
\]

As a result, the linear gradient in the oxide thickness for instance is equally distributed to the capacitor pairs and its effect is attenuated. Note that patterns of the form

\[
XYXY
\]

and

\[
XYYXYX
\]
are often avoided because they exhibit a symmetry for each set of elements rather than for the whole pattern or are not uniformly distributed. The layout of Figure 3.19 can be used for the implementation of two capacitors $C_1$ and $C_2$. The unit cell located in the layout center is required for $C_1$, while $C_2$ is formed using eight unit capacitors. Dummy capacitors without an electrical role are added to similarly provide the same adjacent environment to both devices.
3.5 IC packaging

The IC package should provide a protection from external environments and facilitate the mounting of components in a test fixture without the risk of damage. In most demanding applications, multi-chip modules seem to be one of the few moderate-to-high lead count structures that can provide adequate electrical and thermal performance. The trend is toward thinner, smaller, and lighter packages with a high pin count. Advances in electronic packaging are based on improvements in the IC fabrication facilities, as well as in the deposited and laminated multi-chip processes. Generally, the interconnect non-ideal components together with the resistor, inductor, and capacitor of the package, pads, and bond wires form various parasitic RLC circuits that can add substantial noises to the signal of interest. The quality factor determines the amplitude and sharpness of the resonance. It can be tuned by steering the value of on-chip and off-chip passive devices. An accurate circuit model for packages is then indispensable for high-performance designs.

3.6 Summary

The design of high-density IC with deep-submicrometer process faces increasingly difficult challenges. Due to the scaling, transistors have become smaller and faster, while the chip power dissipation has increased. The size reduction of interconnects and packaging has led to an increase of parasitic effects. It is then necessary to adopt innovative approaches for the modeling, design, simulation, fabrication, and testing. Design technology, which includes software and hardware tools, and methodology, is thus the mean in approaching and realizing the limits imposed at the different levels of the IC development. Its quality determines the design time, performance, cost, and reliability of the final chip.

3.7 Circuit design assessment

1. High-dynamic range MOS capacitor

   The main disadvantage of capacitors implemented using a MOS transistor is the nonlinear capacitance-voltage characteristic due to different charge distributions in the accumulation, depletion, and inversion regions. Two gate-coupled transistors, $T_1 - T_2$, can be config-
ured as shown in Figure 3.20 to compensate the voltage dependence and provide a linear capacitor over a wide dynamic range [7, 8].

![Circuit diagram of a high-dynamic range MOS capacitor.](image)

**FIGURE 3.20**
Circuit diagram of a high-dynamic range MOS capacitor.

Analyze the capacitance-voltage characteristic of the circuit using SPICE simulations.

2. **Inductor analysis**
Consider the equivalent circuit model of a MOS spiral inductor shown in Figure 3.21 [9]. Estimate the Q-factor defined as

\[
Q = 2\pi \frac{E_m - E_e}{\Delta E},
\]

(3.7)

where \(E_m\) and \(E_e\) are the peak magnetic and electric energies, respectively, and \(\Delta E\) denotes the energy loss in one oscillation cycle. Verify that the maximum value of \(Q\), \(Q_{\text{max}} = \omega L/R_p\), is obtained at low frequencies.

![Equivalent circuit model of a MOS inductor.](image)

**FIGURE 3.21**
Equivalent circuit model of a MOS inductor.

3. **NAND gate and current mirror layouts**
- The circuit diagram and layout of a NAND gate are shown in Figures 3.22(a) and (b), respectively.

Verify the NAND gate layout and estimate the aspect ratios of transistors.
- Consider the circuit diagram and layout of a current mirror depicted in Figures 3.23(a) and (b), respectively.
Determine the aspect ratios of the transistors from the layout.
Lay out the current mirror assuming that each transistor is now realized with a single gate structure.
Determine the errors introduced in the current ratio in each of the layouts.

4. Differential amplifier layout
To obtain a rectangular layout of a circuit, a transistor with the aspect ratio $W/L$ can be realized as a single or a series stack structure.

Establish the equivalence between the characteristics (e.g., drain-
substrate and source-substrate capacitances) of the transistor described by the layouts depicted in Figure 3.24, where the transistor width are (a) $W$, (b) $W/2$, and (c) $W/3$.

The differential amplifier of Figure 3.25(a) can be laid out as shown in Figure 3.25(b). The aspect ratios of transistors are as follows:

$T_1$-$T_2 : W/L = 3$  $T_3$-$T_4 : W/L = 9$  $T_5$-$T_6 : W/L = 6$

Assuming that the differential amplifier should be realized using a CMOS process with an $n$-well, complete the layout by placing all pMOS transistors in the same well to be tied to the voltage $V_{DD}$, and by connecting the substrate to the ground.

Use a layout tool to perform the design rule check.

---

**FIGURE 3.25**

Differential amplifier layout.
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As the power supply is scaled down, the operation of analog circuits becomes difficult because the threshold voltage of MOS transistors and dc operating points are not scaling proportionally. The bias and current reference circuits should be designed to feature a good stability over the IC process, and supply voltage and temperature variations. A review of different techniques used to achieve this goal is then necessary.

Current mirrors should desirably feature a high output resistance, which is required for an accurate replication of currents, and high output swing, which is essential for a low-voltage operation. There are many current mirror architectures, each with its advantages and inconveniences.

A voltage reference is commonly used in IC design for providing a constant voltage in spite of the IC process, supply voltage, and temperature variations. Various voltage reference structures are available with varying degrees of initial accuracy and drift over the temperature range of operation. Some voltage reference circuits provide an output voltage that is determined by a resistor or transistor. However, the resulting reference voltage is limited by IC process deviations. Band-gap voltage reference circuits generate an output voltage that is less sensitive to variations of the operating temperature. But often, external voltage references, which exhibit a much higher accuracy and lower drift than on-chip voltage references, are required in high-precision applications.
4.1 Current mirrors

Current mirrors find applications in analog ICs as biasing elements, which can set transistor bias levels such that the circuit characteristics are less affected by power supply and temperature variations. They are also used in the amplifier design as load devices, whose high impedance is exploited to increase the resulting gain. The operation of current mirrors relies on the principle that a reference current in the input stage is either sunk or sourced in such a way as to be reproduced with a given scaling factor in the output stage. Generally, the generated output current or bias current is used to drive a given load.

4.1.1 Simple current mirror

The circuit diagram of a simple current mirror is shown in Figure 4.1(a). Because the transistor $T_1$ is diode-connected, it operates in the saturation region, and $T_2$ is also assumed to operate in the saturation region.

The minimum voltage at the output node of the current mirror is

$$V_{bmin} = V_{DS(sat)} = V_{GS} - V_T,$$

where $V_{DS(sat)}$ is the drain-source saturation voltage. The drain currents $I_{D1}$ and $I_{D2}$ are given by

$$I_{D1} = K'_1 \left( \frac{W_1}{L_1} \right) (V_{GS1} - V_T)^2 (1 + \lambda V_{DS1})$$

$$I_{D2} = K'_2 \left( \frac{W_2}{L_2} \right) (V_{GS2} - V_T)^2 (1 + \lambda V_{DS2}),$$

where $K'_1 = K'_2 = \mu C_{ox}/2$ is the transconductance parameter, $\mu$ denotes the electron mobility, $C_{ox}$ is the gate oxide capacitance per unit area, and $\lambda$ is the channel-length modulation coefficient. With $V_{GS1} = V_{GS2} = V_{GS}$, the current
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Ratio can be obtained as

\[ \frac{I_{D_2}}{I_{D_1}} = \frac{W_2/L_2}{W_1/L_1} \cdot \frac{1 + \lambda V_{DS_2}}{1 + \lambda V_{DS_1}}. \] (4.4)

Neglecting the effect due to the channel-length modulation and assuming that \( I_{D_1} = I_r \) and \( I_{D_2} = I_b \), we can write

\[ \frac{I_{D_2}}{I_{D_1}} = \frac{I_b}{I_r} \simeq \frac{W_2/L_2}{W_1/L_1}. \] (4.5)

With reference to the small-signal equivalent model of Figure 4.1(b), where \( i_i = 0 \) and the transistor body transconductances are assumed to be negligible, it can be deduced that \( v = 0 \) and the output resistance is obtained as

\[ r_0 = \frac{v_0}{i_0} = \frac{1}{g_2} = r_{DS_2} = \frac{1 + \lambda V_{DS_2}}{\lambda I_{D_2}}. \] (4.6)

For typical values of the transistor parameters, the resistance \( r_0 \), which is about a few hundreds kiloohms, can appear to be too small in high-accuracy applications. Figure 4.1(c) shows the output characteristics of current mirrors. The effect of the higher output resistance exhibited by an improved current mirror can be clearly observed in these plots.

**FIGURE 4.2**

(a) Current mirror with source degeneration resistors and (b) its small-signal equivalent model.

A simple approach to increase the current mirror resistance can consist of using source degeneration resistors, as illustrated in Figure 4.2. Both transistors operate in the saturation region and it can be shown that

\[ R_2 I_b + V_{GS_2} = R_1 I_r + V_{GS_1}, \] (4.7)

where \( V_{GS_1} = V_{DS_1(sat)} + V_{T_1} \) and \( V_{GS_2} = V_{DS_2(sat)} + V_{T_2} \). Because the transistor threshold voltages are matched and \( V_{DS_1(sat)} = \sqrt{I_b/[K'_2(W_2/L_2)]} \), we have

\[ R_2 I_b + \sqrt{\frac{I_b}{K'_2(W_2/L_2)}} - (R_1 I_r + V_{DS_1(sat)}) = 0. \] (4.8)
The square of the only positive root of this quadratic equation is given by

\[ I_b = \frac{1}{4R_2^2} \left( -\sqrt{\frac{1}{K_2(W_2/L_2)} + \sqrt{\frac{1}{K_2(W_2/L_2)} + 4R_2 \left(R_1I_r + V_{DS_1(sat)}\right)}} \right)^2, \]

where \( V_{DS_2(sat)} = \sqrt{I_r/[K_1(W_1/L_1)]}. \) In the specific case of a Widlar MOS current mirror, \( R_1 = 0 \) and the source of \( T_1 \) is directly connected either to a supply voltage terminal or ground.

With reference to the small-signal equivalent model of Figure 4.2(b), we have

\[ v_0 = \left[\frac{i_0 - (g_{m2}v_{gs2} + g_{mb2}v_{bs2})}{g_2} + v_{s2}\right], \]

where \( v_{s2} = R_2i_0. \) For the determination of the output resistance, the voltage at the input node is set to zero, that is, \( v_{d1} = v_{g1} = v_{g2} = 0. \) As a result, \( v_{gs2} = -v_{s2}. \) With \( v_{bs2} = -v_{s2}, \) the output resistance can be computed as

\[ r_0 = \frac{v_0}{i_0} = \frac{1}{g_2} + R_2 \left(1 + \frac{g_{m2} + g_{mb2}}{g_2}\right). \]

Hence, the use of source degeneration resistors leads to an increase in the current mirror output resistance. By reducing the sensitivity of the output current to variations of the voltage at the current mirror output, a high output resistance helps provide an accurate replication of currents.

### 4.1.2 Cascode current mirror

In order to obtain a high resistance, current mirrors can be designed using cascode transistor structures. However, an adequate transistor biasing is required to achieve a high output swing, which is desired for the low-voltage operation.

The cascode current mirror shown in Figure 4.3(a) has the advantage of reducing the effect of the channel-length modulation and increasing the output resistance. It is assumed that the effects due to the bulk of the transistors \( T_1 \) and \( T_2 \) are negligible, and all transistors are matched. To ensure the operation of all the transistors in the saturation region, the drain-source voltages of the diode-connected transistors, \( T_1 \) and \( T_3, \) should be at least \( V_{DS_1} = V_{DS_3} = V_{DS(sat)} + V_T, \) yielding the minimum voltages of the value

\[ V_{r_{min}} = V_{DS_1} + V_{DS_3} = V_{G_2} = 2(V_{DS(sat)} + V_T) \]

and

\[ V_{b_{min}} = V_{G_2} - V_T = 2(V_{DS(sat)} + V_T) - V_T = 2V_{DS(sat)} + V_T, \]

respectively, at the input and output nodes. Note that \( V_{b_{min}} \) represents the
sum of two overdrive voltages and one threshold voltage. The drain-source voltages of the transistors $T_1$ and $T_2$ are then given by

$$V_{DS1} = V_{G2} - V_{GS2} = 2(V_{DS(sat)} + V_T) - (V_{DS(sat)} + V_T) = V_{DS(sat)} + V_T \quad (4.14)$$

and

$$V_{DS2} = V_{bmin} - V_{DS4} = V_{DS(sat)} \quad (4.15)$$

In general, the relation $V_{GS1} + V_{DS1} = V_{GS2} + V_{DS4}$ holds for the circuit of Figure 4.3(a). Thus, $V_{GS1} = V_{GS2}$ and $V_{DS1} = V_{DS4}$ provided $(W_2/L_2)(W_3/L_3) = (W_1/L_1)(W_4/L_4)$. In this case, the current $I_b$ has a value close to the one of $I_r$.

The output resistance of the cascode current mirror can be derived using the small-signal equivalent circuit shown in Figure 4.3(b). Then, we can write

$$v_2 = \left[i_0 + g_{mb2}v_4 - g_{m2}(v_1 + v_3 - v_4)\right]/g_2 \quad (4.16)$$

$$v_4 = \left(i_0 - g_{m4}v_3\right)/g_4 \quad (4.17)$$

Assuming that $i_r = 0$, the values of the voltage $v_1$ and $v_3$ are reduced to zero and the output resistance is given by

$$r_0 = \frac{v_0}{i_0} = \frac{1}{g_2} + \frac{1}{g_4} + \frac{g_{m2} + g_{mb2}}{g_2g_4} \quad (4.18)$$

where $v_0 = v_2 + v_4$. Note that $v_{sb2} \neq 0$ in contrast to the source-substrate voltage of the other transistors. The body effect due to the $g_{mb2}$ contribution tends to increase the output resistance.

In the cascode current mirror shown in Figure 4.4(a), the output current will follow $I_r$ if $V_B$ is chosen such that $V_{G2} = V_{D2}$. Applying Kirchhoff’s current and voltage laws to the small-signal equivalent model of Figure 4.4(b),
FIGURE 4.4  
(a) Cascode current mirror with a single input transistor and (b) its small-signal equivalent model.

we obtain

\[ i_0 = g_{m3}v + g_{mb3}v_{bs3} + g_3(v_0 - v_x) \]  
(4.19)

\[ v_x = i_0/g_2 \]  
(4.20)

\[ v_{bs3} = v = -v_x, \]  
(4.21)

where \( g_{mb3} \) denotes the transconductance due to the body of the transistor \( T_3 \). The output resistance \( r_0 \) is then given by

\[ r_0 = \frac{v_0}{i_0} = \frac{1}{g_2} + \frac{1}{g_3} + \frac{g_{m3} + g_{mb3}}{g_2g_3}. \]  
(4.22)

FIGURE 4.5  
(a) High-swing cascode current mirror; (b) high-swing cascode current mirror using a source follower output stage.

A high-swing cascode current mirror is illustrated in Figure 4.5(a), where \( I_{r1} = I_{r2} = I_r \). All transistors are assumed to operate in the saturation region where the \( I - V \) characteristic is reduced to a square law for \( V_{DS} \geq V_{DS(sat)} = V_{GS} - V_T \). The currents flowing through transistors \( T_5, T_4, \) and \( T_2 \) can be respectively expressed as

\[ I_r = K_5^2 \left( \frac{W_5}{L_5} \right) (V_{GS5} - V_{T5})^2 \quad \text{or} \quad V_{GS5} = \sqrt{\frac{I_r}{K_5^2(W_5/L_5)}} + V_{T5}, \]  
(4.23)
$$I_r = K'_4 \left( \frac{W_4}{L_4} \right) (V_{GS4} - V_{T4})^2 \text{ or } V_{GS4} = \sqrt{\frac{I_r}{K'_4(W_4/L_4)}} + V_{T2}, \quad (4.24)$$

and

$$I_r = K'_2 \left( \frac{W_2}{L_2} \right) (V_{GS2} - V_{T2})^2 \text{ or } V_{GS2} = \sqrt{\frac{I_r}{K'_2(W_2/L_2)}} + V_{T2}. \quad (4.25)$$

With the assumption that the size of transistors $T_1$ and $T_3$ is identical to the one of $T_2$ and $T_4$, the current $I_b$ should be a replica of $I_r$. The drain-source voltage of $T_4$ is given by

$$V_{DS4} = V_{GS5} - V_{GS2} \quad (4.26)$$

$$= V_{DS4(sat)} = V_{GS4} - V_{T4}. \quad (4.27)$$

Upon substitution of $V_{GS5}$, $V_{GS2}$, and $V_{GS4}$ into Equations (4.26) and (4.27), we obtain

$$\left( \sqrt{\frac{I_r}{K'_5(W_5/L_5)}} + V_{T5} \right) - \left( \sqrt{\frac{I_r}{K'_2(W_2/L_2)}} + V_{T2} \right) = \sqrt{\frac{I_r}{K'_4(W_4/L_4)}} \quad (4.28)$$

or, equivalently,

$$\sqrt{\frac{1}{K'_5(W_5/L_5)}} + \sqrt{\frac{1}{K'_2(W_2/L_2)}} - \sqrt{\frac{1}{K'_4(W_4/L_4)}} = \frac{V_{T5} - V_{T2}}{\sqrt{I_r}}. \quad (4.29)$$

Assuming that transistors are designed with identical parameters $K'_i$ and $V_{T_i}$ ($i = 1, 2, 3, 4, 5$), the requirement, $V_{DS4} = V_{DS4(sat)}$, is met provided

$$\sqrt{\frac{1}{(W_5/L_5)}} = \sqrt{\frac{1}{(W_4/L_4)}} + \sqrt{\frac{1}{(W_2/L_2)}}. \quad (4.30)$$

A proper operation of the current mirror then relies on the insensitivity of the achievable transistor matching to the effects of process variations. Furthermore, the use of long channel transistors whose substrates are connected to the corresponding sources may be necessary to reduce current variations related to the effects of the channel length modulation.

In the particular cases where the transistors $T_1 - T_4$ are designed with the same $W/L$ ratio while the ratio of $T_5$ is $W/(4L)$, the minimum voltages needed at the input and output nodes can be expressed as

$$V_{r1min} = V_{GS5} = V_{GS4} = V_{GS2} = \sqrt{\frac{I_r}{K'(W/L)}} + V_T \quad (4.31)$$

$$= V_{DS(sat)} + V_T$$
where

\[ V_{b\text{min}} = V_{DS4} + V_{DS2} = (V_{GS4} - V_T) + (V_{GS2} - V_T) = 2V_{DS(\text{sat})} \]  

(4.33)

and \( K' = \mu C_{ox}/2 \). Here, the minimum output voltage or compliance voltage is reduced to the sum of two overdrive voltages.

Consider the high-swing cascode current mirror using a source follower output stage, as shown in Figure 4.5(b). It is assumed that \( I_{r1} = I_{r2} = I_b \) and all transistors operate in the saturation region. The use of Kirchhoff’s voltage law can yield

\[ V_{DS4} = V_{GS3} + V_{GS1} - V_{GS5} - V_{GS2} \]  

(4.34)

and

\[ V_{GS3} = V_{GS6} = V_{GS4}. \]  

(4.35)

Because \( V_{DS4} = V_{DS4(\text{sat})} = V_{GS4} - V_{T4} \) and \( V_{GS4} = V_{GS3} \), Equation (4.34) becomes

\[ -V_{T4} = V_{GS1} - V_{GS5} - V_{GS2}. \]  

(4.36)

Based on the simplified \( I - V \) characteristic for MOS transistors operating in the saturation region, we obtain

\[ I_r = K'_2 \left( \frac{W_2}{L_2} \right) (V_{GS2} - V_{T2})^2 \quad \text{or} \quad V_{GS2} = \sqrt{\frac{I_r}{K'_2(W_2/L_2)}} + V_{T2}, \]  

(4.37)

\[ I_r = K'_2 \left( \frac{W_1}{L_1} \right) (V_{GS1} - V_{T1})^2 \quad \text{or} \quad V_{GS1} = \sqrt{\frac{I_r}{K'_1(W_1/L_1)}} + V_{T1}. \]  

(4.38)

and

\[ I_r = K'_1 \left( \frac{W_5}{L_5} \right) (V_{GS5} - V_{T5})^2 \quad \text{or} \quad V_{GS5} = \sqrt{\frac{I_r}{K'_1(W_5/L_5)}} + V_{T5}. \]  

(4.39)

Upon substitution of \( V_{GS5}, V_{GS2}, \) and \( V_{GS1} \) into Equation (4.36), we arrive at

\[
\sqrt{\frac{1}{K'_1(W_4/L_4)}} - \sqrt{\frac{1}{K'_2(W_2/L_2)}} - \sqrt{\frac{1}{K'_3(W_5/L_5)}} = \frac{V_{T2} + V_{T5} - (V_{T1} + V_{T4})}{\sqrt{I_r}}. \]  

(4.40)

In the case where the parameters \( K'_i \) and \( V_{T_i} \) (\( i = 1, 2, 3, 4, 5, 6 \)) are identical for all transistors, it can be deduced that

\[
\sqrt{\frac{1}{K'_4(W_4/L_4)}} = \sqrt{\frac{1}{K'_2(W_2/L_2)}} + \sqrt{\frac{1}{K'_3(W_5/L_5)}}. \]  

(4.41)
The choice of the same W/L ratio for transistors $T_2 - T_6$ results in a ratio of $W/(4L)$ for $T_1$. Hence, the gate-source voltages for transistors $T_5$, $T_3$, $T_2$, and $T_1$ are given by

$$V_{GS_3} = V_{GS_5} = V_{GS_2} = \sqrt{\frac{I_r}{K'(W/L)}} + V_T = V_{DS_{(sat)}} + V_T$$  \hspace{1cm} (4.42)

$$V_{GS_1} = \sqrt{\frac{I_r}{K'(W/(4L))}} + V_T = 2V_{DS_{(sat)}} + V_T,$$  \hspace{1cm} (4.43)

where $K' = \mu C_{ox}/2$. Because the transistors $T_6$ and $T_2$ are biased at the boundary of the saturation region, we have

$$V_{DS_6} = V_{DS_2} = V_{DS_{(sat)}}.$$

(4.44)

The minimum voltages required at the input and output nodes can then be obtained as

$$V_{r_{1 min}} = V_{GS_1} + V_{GS_3} = 3V_{DS_{(sat)}} + 2V_T,$$  \hspace{1cm} (4.45)

$$V_{r_{2 min}} = V_{DS_5} + V_{DS_6} = (V_{r_{1 min}} - V_{GS_5}) + V_{DS_6} = 3V_{DS_{(sat)}} + V_T,$$  \hspace{1cm} (4.46)

and

$$V_{b_{min}} = V_{DS_4} + V_{DS_2} = (V_{DS_6} - V_{GS_2}) + V_{DS_2} = 2V_{DS_{(sat)}}.$$  \hspace{1cm} (4.47)

Although the aforementioned cascode current mirror requires a minimum output voltage of only two overdrive voltages, its accuracy can be limited by the difference in the body effects of transistors $T_2$ and $T_5$, and the discrepancy between the drain-source voltages of transistors $T_1$ and $T_6$.

**FIGURE 4.6**

(a) High-swing cascode current mirror with voltage-controlled reference currents; (b) high-swing cascode current mirror with a reference current duplicated by a complementary circuit.

In general, variations in the IC process and supply voltage can lead to
changes in the saturation voltage margin so that the output resistance and swing of the current mirror are reduced. The use of an adequate bias circuit may then be required to maintain the cascode connected transistors in the saturation region regardless of changes in the current and voltage levels due to nonideal effects.

The circuit diagram of a high-swing cascode current mirror with a bias circuit driven by a reference voltage is shown in Figure 4.6(a). An accurate control of the bias voltage applied between the drain and source of the transistor $T_3$ is achieved by inserting the resistor $R_S$ in series with the source of $T_5$ [1]. With the assumption that the operational amplifier is ideal, the reference current $I$ is of the form $I = V_{REF}/R$. For transistors $T_{B3}$, $T_{B2}$, and $T_{B1}$ designed with identical threshold voltage and process transconductance parameters, and operating with the same biasing condition, the drain current is proportional to the ratio of the width to the length, and we have

$$\frac{I}{W_{B3}/L_{B3}} = \frac{I_{r2}}{W_{B2}/L_{B2}} = \frac{I_{r1}}{W_{B1}/L_{B1}}. \quad (4.48)$$

Because $V_{GS_5} = V_{GS_1}$, the drain-source voltage of $T_3$ is given by

$$V_{DS_3} = V_{S_5} = R_SI_{r2} = \left(\frac{W_{B2}/L_{B2}}{W_{B3}/L_{B3}}\right) R \frac{V_{REF}}{R}. \quad (4.49)$$

In order to reduce the dependence of the current mirror performance to variations in the IC process, supply voltage, and temperature, the voltage $V_{REF}$ should be generated by a bandgap reference source and the resistor ratio should be accurately matched.

Another cascode bias circuit is illustrated in Figure 4.6(b) [2]. The transistors $T_{B1}$ and $T_{B2}$ of the bias circuit dynamically detect the actual gate voltages of the current mirror transistors $T_1 - T_4$ and this information is used to appropriately set the value of the current $I_{r2}$. As a result, the current mirror output exhibits a low swing regardless of variations in the IC process and supply voltage, and the operating range or headroom available to the output load is maximized.

Note that degeneration resistors may be included between the transistor sources and $V_{SS}$ to help maintain a constant current flowing through transistors over a wider range of the supply voltages.

The regulated cascode structure [8], which is based on a transistor arrangement featuring a very high output resistance, can be used to improve the performance of current mirrors, as shown in Figure 4.7. In the circuit of Figure 4.7(a), the input and output currents are denoted by $I_{r1}$ and $I_{b}$, respectively, while $I_{r2}$ is used to bias the transistors $T_1$ and $T_2$. With reference to the practical implementation shown in Figure 4.7(b), the input and biasing currents delivered, respectively, by transistors $T_{B1}$ and $T_{B2}$ should nominally be identical to achieve $V_{GS_1} = V_{GS_4}$ for any level of the input current, which is mirrored through $T_3$ [3]. If $T_1$ and $T_3$ have the same size, $V_{GS_1} = V_{DS_3} = V_{GS_3}$.
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and $T_3$ will be saturated because $V_{DS_3} \geq V_{GS_3} - V_T$. The minimum output voltage is then primarily determined by the drain-source saturation voltage required to keep $T_2$ in the saturation region. However, the accuracy of the equality between the input and output currents can be limited by the achievable matching between the gate-source voltages of $T_1$ and $T_4$.

Consider the equivalent circuit of the active-feedback cascode current mirror shown in Figure 4.8(a) [8], where $V_B$ is a bias voltage, and $G_i$ is the conductance of the current source $I_1$. From its small-signal equivalent model depicted in Figure 4.8(a), the output current can be computed as

$$i_0 = g_{m2}(v_x - v_y) - g_{mb2}v_y + g_2(v_0 - v_y), \quad (4.50)$$

Because

$$v_y = v_1 = i_0/g_3 \quad (4.51)$$

and

$$v_x - v_y = - \frac{g_{m1}v_1}{g_1 + G_i} - v_1 = - \left(1 + \frac{g_{m1}}{g_1 + G_i}\right) \frac{i_0}{g_3}, \quad (4.52)$$
we obtain

\[ i_0 = - \left[ \frac{g_{m2}}{g_3} \left( 1 + \frac{g_{m1}}{g_1 + G_i} \right) + \frac{g_{mb2}}{g_3} + \frac{g_2}{g_3} \right] i_0 + g_2 v_0. \]  

(4.53)

Hence, the output resistance is given by

\[ r_0 = \frac{v_0}{i_0} = \frac{1}{g_2} \left[ 1 + \frac{g_{m2}}{g_3} \left( 1 + \frac{g_{m1}}{g_1 + G_i} \right) + \frac{g_{mb2}}{g_3} + \frac{g_2}{g_3} \right]. \]  

(4.54)

Assuming that the drain-source voltage of the transistor \( T_3 \) is kept constant by the structure consisting of \( T_1 - T_2 \) and the current source \( I_1 \) to reduce the effect of the body transconductance, \( g_{mb2} \), and that the ratio \( g_2/g_3 \) is relatively negligible, we can write

\[ r_0 = \frac{v_0}{i_0} \approx \frac{g_{m1} g_{m2}}{g_2 g_3 (g_1 + G_i)}. \]  

(4.55)

With identical transconductances and all conductances being equal to the inverse of the drain-source resistance, the output resistance of the active-feedback cascode current mirror is approximately \( g_m^2 r_{ds}^3 / 2 \). On the other hand, the transistors should operate in the saturation region to ensure proper operation of the current mirror, leading to the minimum output voltage of

\[ V_{bmin} = V_{GS1} + V_{DS2} = 2V_{DS(sat)} + V_T. \]  

(4.56)

It was assumed that the transistors feature the same drain-source saturation voltage and threshold voltage.

**FIGURE 4.9**

(a) Regulated cascode current mirror; (b) regulated cascode current mirror with the optimum output swing.

The regulated cascode current mirror of Figure 4.9(a) consists of the same transistor structure in the input and output paths and the biasing current sources \( I_1 \) and \( I_2 \). Its overall symmetric structure results in the reduction of the systematic matching error in the current ratio at \( dc \).
For low-voltage applications, the minimum output voltage of the regulated cascode current mirror can be reduced using source followers operating as level shifters to lower the transistor bias voltages [4], as shown in Figure 4.9(b). It is assumed that the pMOS and nMOS transistors are designed with the process transconductance and threshold voltage of the form $K_n' = K_p' = K'$ and $V_{T_n} = -V_{T_p} = V_T$, and that the value of the bias current $I_2$ is four times that of $I_1$. Under these conditions, we can have

$$V_{G_3} = V_{GS_1} = \sqrt{\frac{I_2}{K'(W/L)}} + V_T = 2V_{DS(sat)} + V_T,$$  \hspace{1cm} (4.57)

where $I_2 = 4I_1$ and $V_{DS(sat)} = \sqrt{I_1/[K'(W/L)]}$. The drain-source voltage of the transistor $T_4$ is computed as

$$V_{DS_4} = V_{GS_1} + V_{GS_2} = V_{DS(sat)},$$  \hspace{1cm} (4.58)

where $V_{GS_2} = -V_{DS(sat)} - V_T$, and the gate-source voltage of the transistor $T_3$ is given by

$$V_{GS_3} = V_{GS_1} - V_{DS_4} = V_{DS(sat)} + V_T.$$  \hspace{1cm} (4.59)

The minimum output voltage is reduced to

$$V_{bmin} = V_{DS_3} + V_{DS_4} = 2V_{DS(sat)},$$  \hspace{1cm} (4.60)

where $V_{DS_3} = V_{GS_3} - V_T = V_{DS(sat)}$. The current mirror then features a high output impedance over a wide output swing, but this performance can be affected by mismatches between the parameters of the nMOS and pMOS transistors.

**FIGURE 4.10**
Active cascode current mirror with a wide output swing.

Another architecture for a cascode current mirror with a high output resistance and a wide output swing is shown in Figure 4.10 [5]. In the ideal case, the amplifier should have a high $dc$ gain and a zero offset voltage. This
makes the voltages at both input terminals of the amplifier to be equal, that is, \( V_{DS_2} = V_{REF} \).

The structure of the amplifier is chosen such that the transistor is biased to operate in the saturation region with \( V_{DS_1} = V_{DS_1(sat)} \) and the reference voltage, \( V_{REF} \), is determined by the drain-source voltage of \( T_9 \). Hence, the minimum output voltage is given by

\[
V_{b_{min}} = V_{DS_1(sat)} + V_{REF}. \tag{4.61}
\]

The amplifier is designed such that the level of \( V_{REF} \) is appropriate for the biasing of the transistor \( T_2 \) in the saturation region, while maintaining the minimum output voltage as low as possible. With reference to the amplifier of Figure 4.10, we have

\[
V_{GS_9} = V_{DS_7} + V_{DS_9}, \tag{4.62}
\]

where \( V_{REF} = V_{DS_9} \). The transistors \( T_6 - T_9 \) all have equal threshold voltages. Because the transistor \( T_7 \) operates in the saturation region, its \( I/V \) characteristic leads to

\[
V_{DS_7} = V_{GS_7} = \sqrt{\frac{I}{K_7'(W_7/L_7)}} + V_T. \tag{4.63}
\]

In the case of the transistor \( T_9 \), which operates in the triode region, we can write

\[
V_{GS_9} = \frac{1}{2V_{DS_9}} \left( \frac{I}{K_9'(W_9/L_9)} + V_{DS_9}^2 \right) + V_T. \tag{4.64}
\]

Substituting Equations (4.63) and (4.64) into Equation (4.62) gives

\[
V_{DS_9}^2 + 2V_{DS_9}V_{DS_9} - \frac{I}{K_9'(W_9/L_9)} = 0. \tag{4.65}
\]

The only positive solution of this quadratic equation is of the form

\[
V_{DS_9} = \sqrt{\frac{I}{K_7'(W_7/L_7)} \left( 1 + \frac{K_7'(W_7/L_7)}{K_9'(W_9/L_9)} - 1 \right)}. \tag{4.66}
\]

The transistor parameters can then be sized such that the reference voltage is on the order of the drain-source saturation voltage of \( T_2 \).

The small-signal equivalent model depicted in Figure 4.11 can be considered for the determination of the output resistance. With the assumption that the input voltage is equal to zero, \( v_{gs3} = v_{gs2} = 0 \), we have

\[
v_0 = [i_0 - (g_{m1}v_{gs1} + g_{mb1}v_{bs1})]/g_1 + i_0/g_2, \tag{4.67}
\]
where $v_{bs1} = -v_{ds2}$. The effect of the body transconductance of $T_2$ is considered negligible because $v_{bs2} = 0$. Noting that the gate voltage of the transistor $T_1$ is $v_{g1} = -Av_{ds2}$, we can write

$$v_{gs1} = v_{g1} - v_{s1} = -(A + 1)v_{ds2}, \quad (4.68)$$

where $v_{ds2} = i_0/g_2$ and $A$ denotes the amplifier gain. The output resistance can then be derived as

$$r_0 = \frac{v_0}{i_0} = \frac{1}{g_1} + \frac{1}{g_2} + \frac{1}{g_1g_2}[(A + 1)g_{m1} + g_{mb1}]. \quad (4.69)$$

In addition to a low output compliance, the active cascode current mirror can also feature a high output resistance.

The aforementioned cascode current mirrors do provide a high output resistance, but at the cost of a large power consumption due to the additional circuit branches or components required for adequate biasing. Self-biased cascode current mirrors, which require only one reference current source, may be used to reduce power consumption.

With reference to Figure 4.12(a), a self-biased high-swing cascode current mirror with the bias voltage fixed by a resistor [6] is shown in schematic form. Assuming that all transistors are matched and operate in the saturation region, we have $V_{GS3} = V_{GS4}$ and it follows that $I_b = I_r$. The transistors $T_3$ and $T_1$, which are in series, are traversed by the same current. Their gate-source voltages are then equal, that is,

$$V_{GS3} = V_{GS1} = V_T + V_{DS(sat)}. \quad (4.70)$$

The current $I_r$ flowing through the resistor $R$ establishes a bias voltage at the gate of $T_2$, which is by an amount $RI_r$ greater than the one at the gate of $T_4$. With an appropriate selection of $R$, $V_{DS(sat)} = RI_r$ and we obtain

$$V_{G1} = V_{G2} = V_T + 2V_{DS(sat)}. \quad (4.71)$$

Hence, a minimum output voltage of $V_{min} = 2V_{DS(sat)}$ is required to maintain a high resistance at the output of the self-biased cascode current mirror.
An alternative self-biased cascode current mirror is depicted in Figure 4.12(b) [7], where the difference between the gate voltages of transistors $T_4$ and $T_2$ is equal to the drain-source voltage of the transistor $T_5$. It is assumed that all transistors are designed with the same process transconductance parameter, $K'$, and threshold voltage, $V_T$. With $V_{DS_6} \geq V_{DS6(sat)} = V_{GS6} - V_T$, the transistor $T_6$ operates in the saturation region and we can write

$$I_r = K'(W_6/L_6)(V_{GS6} - V_T)^2,$$

(4.72)

where $K' = \mu C_{ox}/2$. The characteristic of $T_5$, which is assumed to operate in the triode region, is given by

$$I_r = K'(W_5/L_5)[2(V_{GS5} - V_T)V_{DS5} - V_{DS5}^2]$$

(4.73)

when $V_{DS_5} \leq V_{DS5(sat)} = V_{GS5} - V_T$. For the optimum biasing condition,

$$V_{DS5} = V_{DS(sat)}$$

(4.74)

and

$$V_{GS6} = V_{DS(sat)} + V_T.$$  

(4.75)

Applying Kirchhoff’s voltage law around the loop including transistors $T_6$ and $T_5$, we obtain

$$V_{GS5} = V_{GS6} + V_{DS5} = 2V_{DS(sat)} + V_T.$$  

(4.76)

Because the same current flows through transistors $T_6$ and $T_5$, it can be deduced that

$$K'(W_6/L_6)V_{DS(sat)}^2 = K'(W_5/L_5)[2(2V_{DS(sat)})V_{DS(sat)} - V_{DS(sat)}^2].$$  

(4.77)

Hence,

$$W_5/L_5 = (1/3)(W_6/L_6).$$  

(4.78)
All the transistors except $T_6$ operate in the saturation region and can be designed with the same width-to-length ratio as the transistor $T_5$. The currents $I_r$ and $I_b$ are matched provided the gate-source voltages of transistors $T_3$ and $T_4$ are identical, that is,

$$V_{GS_3} = V_{GS_4} = V_{DS(sat)} + V_T. \quad (4.79)$$

The voltage at the gates of transistors $T_1$ and $T_2$ is

$$V_{G_1} = V_{G_2} = 2V_{DS(sat)} + V_T, \quad (4.80)$$

and the minimum output voltage for which a high resistance is ensured is $2V_{DS(sat)}$.

### 4.1.3 Low-voltage active current mirror

Cascode-based current mirrors generally feature a high output resistance with a minimum output voltage of about $2V_{DS(sat)}$. This, however, may still be too large for low-voltage applications. In the current mirror of Figure 4.13(a), a sensing amplifier is used to force the similar transistors $T_1$ and $T_2$ to have the same drain-source voltage, and hence the same drain current. The minimum output voltage is reduced to $V_{DS(sat)}$ when the transistor operates in the saturation region.

**FIGURE 4.13**

(a) Current mirror using a sensing amplifier and (b) its small-signal equivalent circuit.

Consider the small-signal equivalent circuit shown in Figure 4.13(b). Applying the current and voltage laws, we have

$$i_0 = g_{m2}v + g_2v_y, \quad (4.81)$$

$$v_x = -g_{m1}g_1v, \quad (4.82)$$

$$v = A(v_x - v_y). \quad (4.83)$$

The output resistance, $r_0$, of the current mirror can then be computed as

$$r_0 = \frac{v_0}{i_0} = \frac{1 + Ag_{m1}/g_1}{g_2(1 + Ag_{m1}/g_1 - Ag_{m2}/g_2)}, \quad (4.84)$$
where \( v_0 = v_y \) and \( A \) denotes the amplifier gain. It should be noted that a more accurate analysis taking into account the parasitic impedances may be necessary in order to predict the stability and high-frequency behavior of the circuit.

### 4.2 Current and voltage references

![Diagram of voltage and current references](image)

**FIGURE 4.14**
Simple (a) voltage and (b) current references.

A simple voltage reference is shown in Figure 4.14(a). It operates with a current level set by the resistor \( R \). The transistor \( T \), whose gate and drain are linked, operates in the saturation region provided that \( V_{GS} \geq V_T \). That is, we have

\[
I_r = K(V_b - V_{SS} - V_T)^2 = \frac{V_{DD} - V_b}{R},
\]

where \( K = (1/2)\mu C_{ox}(W/L) \) is the transconductance parameter. The equation for the output voltage can be written as

\[
KRV_b^2 + [1 - 2KR(V_{SS} + V_T)]V_b + KR(V_{SS} + V_T)^2 - V_{DD} = 0.
\]

Because \( V_{GS} = V_b - V_{SS} \geq V_T \), the only valid root of this quadratic equation is given by

\[
V_b = V_{SS} + V_T - \frac{1}{2KR} + \sqrt{\frac{1}{KR} \left[ V_{DD} - (V_{SS} + V_T) + \frac{1}{4KR} \right]}.
\]

The bias voltage, \( V_b \), is a function of the resistance, the threshold voltage, \( V_T \), of the transistor, and the supply voltages. Thus, the accuracy of the current reference will be affected by the supply-voltage variations and the changes in \( V_T \) due to the temperature and IC process fluctuations.
A current reference based on a simple current is shown in Figure 4.14(b). The reference current $I_r$ is defined by the resistor $R$. Let

$$I_{D1} = I_r = \frac{V_{DD} - V_{GS} - V_{SS}}{R};$$

(4.89)

the current $I_{D2}$ reads

$$I_{D2} = I_b = \frac{(W_2/L_2) V_{DD} - V_{GS} - V_{SS}}{(W_1/L_1)} R.$$ 

(4.90)

Thus, the bias current $I_b$ is affected by the variations in the supply voltages.

The sensitivity of $I_b$ to the supply voltage, $V_{sup} = V_{DD} - V_{SS}$, can be defined by

$$S_{I_b V_{sup}} = \lim_{\Delta V_{sup} \to 0} \frac{\triangle I_b/I_b}{\Delta V_{sup}/V_{sup}} = \frac{V_{sup}}{I_b} \frac{\partial I_b}{\partial V_{sup}}.$$ 

(4.91)

Assuming that $V_{GS}$ is constant, we can write

$$S_{I_b V_{sup}} = \frac{1}{1 - \frac{V_{GS}}{V_{sup}}}.$$ 

(4.92)

Given the percentage variation in $V_{sup}$, the change in the bias current can be computed as

$$\frac{\Delta I_b}{I_b} = S_{I_b V_{sup}} \frac{\Delta V_{sup}}{V_{sup}}.$$ 

(4.93)

Generally, the reference circuit must be designed to feature a sensitivity to the supply-voltage change less than 1%.

In the case of the temperature dependence of $I_b$, the fractional temperature coefficient, which is given by

$$TC(I_b) = \frac{1}{I_b} \frac{\partial I_b}{\partial T},$$ 

(4.94)

appears to be useful. Using the expression of the bias current, we obtain

$$TC(I_b) = -\frac{1}{I_b} \left[ \frac{(W_2/L_2)}{(W_1/L_1)} \frac{1}{R} \frac{\partial V_{GS}}{\partial T} + \frac{I_b \partial R}{R \partial T} \right].$$ 

(4.95)

The voltage $V_{GS}$ is related to the parameters, such as the transistor transconductance parameter and threshold voltage, and the resistor $R$, whose values depend on the temperature. Note that the fractional temperature coefficient is a function of the temperature, that is, it is specified only at a given temperature. Ideally, a reference circuit can be temperature-independent due to the cancelation of the temperature coefficients of the individual components.
4.2.1 Supply-voltage independent current reference

A supply-voltage independent current reference is depicted in Figure 4.15(a) [9]. It is based on two current mirrors interconnected into a closed loop. A resistor $R$ is linked to the source of the transistor $T_1$. The requirement, $I_1 = I_1 = I_r$, is met because the $p$-channel transistors are designed to have the same size. The next equations can be written as

$$V_{GS1} = V_{GS2} + R I_r,$$  \hspace{1cm} (4.96)

$$V_{GS1} = \sqrt{\frac{2I_r}{\mu n C_{ox}(W_1/L_1)}} + V_{T1},$$  \hspace{1cm} (4.97)

$$V_{GS2} = \sqrt{\frac{2I_r}{\mu n C_{ox}(W_2/L_2)}} + V_{T2}. \hspace{2cm} (4.98)$$

With the assumption that $V_{T1} = V_{T2}$ and $(W_1/L_1) = \kappa(W_2/L_2)$, the current $I_r$ is given by

$$I_r = \frac{2}{\mu n C_{ox}(W_1/L_1)} \left[ \frac{1}{R} \left( 1 - \frac{1}{\sqrt{R}} \right) \right]^2. \hspace{2cm} (4.99)$$

The versions of the reference current, $I_{bn}$ and $I_{bp}$, which are respectively suitable for the biasing of $n$- and $p$-channel transistors, are generated by $T_5$ and $T_6$.

The start-up circuit $T_{s1} - T_{s3}$ of the reference circuit of Figure 4.15(b) injects a current into one branch during the initial power-on to prevent the occurrence of the zero current state. It is designed so that $T_{s1}$ will turn off (i.e., $V_{SG} < V_T$) during normal operation of the current reference.
4.2.2 Bandgap references

The bandgap reference is designed to provide a voltage, that is independent of supply voltage and temperature variations. The temperature insensitivity is practically realized by adding a voltage with a positive temperature coefficient to a voltage with an equal but negative temperature coefficient. The first type of voltage can be obtained by amplifying the difference between the base-emitter voltages of two forward-biased bipolar transistors operating at different current densities, while the second one is proportional to the base-emitter voltage of a forward-biased bipolar transistor. Numerous variations can be introduced in the bandgap reference circuitry to improve some performance characteristics, such as the temperature coefficient, initial accuracy, noise, and stability.

The collector current of a bipolar transistor operating in the forward-active region, that is, $V_{BC} \leq 0$, may be expressed as

$$I_c = I_s(e^{V_{BE}/\eta V_T} - 1) \simeq I_s e^{V_{BE}/\eta V_T},$$

(4.100)

where $I_s$ is the saturation current, $V_T = kT/q$ is the thermal voltage, $k = 1.38 \cdot 10^{-23}$ J/K is Boltzmann’s constant, $q = 1.6 \cdot 10^{-19}$ C is the electronic charge, and $\eta$ is an empirical scaling constant, which depends on the geometry, material, and doping levels. The current $I_s$ can be defined by

$$I_s = CT^{1/2}e^{-E_g/kT},$$

(4.101)

where $E_g \simeq 1.12$ eV is the silicon bandgap energy and $C$ is a proportionality constant. With

$$V_{BE} = \eta V_T \ln \left( \frac{I_c}{I_s} \right)$$

(4.102)

we can compute

$$\frac{\partial V_{BE}}{\partial T} = \eta \left[ \frac{\partial V_T}{\partial T} \ln \left( \frac{I_c}{I_s} \right) - \frac{\partial I_s}{\partial T} \frac{V_T}{I_s} \right].$$

(4.103)

Therefore,

$$\frac{\partial V_{BE}}{\partial T} = \eta \frac{V_{BE} - V_T/2 - E_g/q}{T}.$$  

(4.104)

Let $\eta = 1$, $T = 300$K or $27^\circ$C (room temperature), and $V_{BE} \simeq 0.75$ V, $\partial V_{BE}/\partial T$ is on the order of $-2.2$ mV/$^\circ$C, while $V_T$, which is proportional to absolute temperature (PTAT), exhibits a temperature coefficient of $+0.086$ mV/$^\circ$C. The base-emitter voltage of a bipolar transistor possesses a negative temperature coefficient and has a complementary to absolute temperature (CTAT) dependency. In general, the bandgap voltage, $V_{REF}$, is generated as a linear combination of $V_T$ and $V_{BE}$, that is,

$$V_{REF} = V_{BE} + \alpha V_T,$$

(4.105)
where the constant parameter $\alpha$ is set by the circuit component such that $V_{\text{REF}}$ is almost independent of the temperature variations.

In the bandgap reference of Figure 4.16(a), the voltage drop across $R_3$ is equal to the difference, $\Delta V_{BE}$, between the $V_{BE}$’s of the bipolar transistors. The reference voltage is then a combination of the $V_{BE}$ of one transistor and a version of $\Delta V_{BE}$ scaled by a factor determined by the resistances, which may be chosen so that the opposite temperature coefficients of $V_{BE}$ and $\Delta V_{BE}$ counterbalance. We have

\[ V_{\text{REF}} = V_{BE1} + (R_1 + R_3)I_1. \]  \hspace{1cm} (4.106)

For a high-gain amplifier, the voltage drop between the input nodes is reduced to zero, and the next relationships can be written:

\[ I_1 = \frac{V_{BE2} - V_{BE1}}{R_3}, \] \hspace{1cm} (4.107)

\[ R_1I_1 = R_2I_2. \] \hspace{1cm} (4.108)

The reference voltage $V_{\text{REF}}$ is then given by

\[ V_{\text{REF}} = V_{BE1} + \left(1 + \frac{R_1}{R_3}\right)V_T \ln \left(\frac{R_1}{R_2} \frac{I_{S1}}{I_{S2}}\right), \] \hspace{1cm} (4.109)

where $I_{S1}$ and $I_{S2}$ are the saturation currents of transistors $Q_1$ and $Q_2$. The temperature coefficient $\partial V_{\text{REF}}/\partial T$ is about $+0.087$ mV/K. For $(1 + R_1/R_3) \ln(R_1I_{S1}/R_2I_{S2}) \approx 17.2$, the reference voltage will feature a zero temperature coefficient. Furthermore, by using the relationship $\partial V_{\text{REF}}/\partial T = 0$, the dependence of $V_{\text{REF}}$ to the bandgap voltage, $E_g$, can be established.
In order to provide an output voltage that is independent of the variations in the supply voltage, the bandgap reference circuit is designed to be self-biased. As a consequence, the operating point obtained when all currents in the circuit are equal to zero can also be stable. A start-up circuit is required to force the bandgap reference circuit to operate with nonzero bias currents. Figure 4.16(b) shows a bandgap reference with a start-up circuit [10] connected between the output and the noninverting input of the amplifier. In normal operation, the output level of the bandgap reference circuit is greater than the threshold voltage of the transistor $T_1$, assumed to be the start-up voltage threshold, and the start-up circuit is disabled so as not to interfere with the normal operation of the band-gap reference circuit. On the contrary, if the bandgap reference circuit is in the zero-current state, the output of the inverter including transistors $T_3$ and $T_4$ will generate a logic high voltage and an initial current will be injected into the bandgap reference circuit by the start-up circuit. Note that the p-channel transistor $T_2$ is always activated because its gate is connected to ground.

In practice, the accurate prediction of the temperature coefficient should rely on simulations due to the nonideal effects such as

- The temperature dependence of the collector current
- The amplifier offset voltage and output impedance

Furthermore, note that the temperature compensation achieved in a bandgap reference is limited to first order.

Due to the fact that the transistor collectors are not connected to the most negative supply voltage, the circuit of Figure 4.16(a) can be incompatible with implementations using the CMOS process where the p-type substrate has to serve as the collector. This problem is solved in the bandgap reference shown in Figure 4.16(c).

**FIGURE 4.17**
Bandgap reference generating a bias current: Implementations based on (a) amplifier and (b) transistor loads.

Bandgap reference implementations using amplifier and transistor loads
are shown in Figures 4.17(a) and (b), respectively. These structures generate a bias current, \( I_b \), which is proportional-to-absolute temperature. With the assumption that all MOS transistors are identical, \( I_b \) is similar to the currents \( I_1 \) and \( I_2 \), which are given by

\[
I_1 = I_2 = \frac{V_T}{R} \ln \left( \frac{I_{S1}}{I_{S2}} \right)
\]

A supply voltage dependence can be observed in the circuit of Figure 4.17(b) due to the channel-length modulation of the MOS transistors. A solution to this problem can consist of using cascode structures.

### 4.2.2.1 Low-voltage bandgap voltage reference

![Figure 4.18](image)

(a) Current mode low-supply voltage bandgap reference; (b) low-supply voltage bandgap reference based on the reverse bandgap voltage principle.

Generally, the normal operation of conventional bandgap references requires the use of a power supply voltage higher than the resulting reference voltage. For instance, a 2.5-V supply voltage is needed for the generation of an output voltage of about 1.25 V. To satisfy the requirements for low-voltage applications, the current-mode operation principle, which relies on the combination of current sources with positive and negative temperature coefficients to create a temperature-independent current, can be exploited, as illustrated in Figure 4.18(a) [11]. The resulting current is transferred by a current mirror to a network operating as a current divider, and the output voltage level can be scaled to a given value of the form

\[
V_{REF} = \frac{R_3}{R_2 + R_3} (V_{EB3} + R_2 I).
\]  

(4.110)

Hence,

\[
V_{REF} = \frac{R_3}{R_2 + R_3} \left[ V_{EB3} + \frac{R_2}{R_1} V_T \ln \left( \frac{I_{S1}}{I_{S2}} \right) \right].
\]  

(4.111)

It should be noted that a low-voltage amplifier structure may be required to reduce the influence of the input common-mode range on the minimum supply voltage of the bandgap reference. Furthermore, the accuracy of the reference
Bias and Current Reference Circuits

voltage is limited by the nonideal characteristics of the current mirror, resistor mismatches, and noises.

To reduce the nonideal effect introduced by the active current mirror, the reversed bandgap voltage principle can be exploited for the voltage reference design, as illustrated in Figure 4.18(b) [14]. Assuming that the transistors $T_1$ and $T_2$ are identical and $R_3 = R_1 + R_2$, the collector currents of transistors $Q_1$ and $Q_2$ should be equal, provided the base current of $Q_2$ is negligible. According to the voltage divider principle, the voltage applied to the inverting node of the amplifier is the sum of $V_{EB_2}$ and $V_{EB_2}(R_1/R_2)$. Because the voltages at the input nodes of an ideal amplifier are equal, we have

$$V_{EB_2} \left(1 + \frac{R_1}{R_2}\right) = V_{REF} + V_{EB_1}. \quad (4.112)$$

Hence,

$$V_{REF} = \frac{R_1}{R_2} V_{EB_2} + \Delta V_{EB}, \quad (4.113)$$

where $\Delta V_{EB} = V_{EB_2} - V_{EB_1}$. For bipolar transistors, the collector currents are of the form

$$I_{c_1} = I_{s_1} e^{V_{EB_1}/V_T}, \quad (4.114)$$
$$I_{c_2} = I_{s_2} e^{V_{EB_2}/V_T}. \quad (4.115)$$

Here $I_{c_1} = I_{c_2}$, and we can obtain

$$\Delta V_{EB} = V_{EB_2} - V_{EB_1} = V_T \ln (I_{s_1}/I_{s_2}). \quad (4.116)$$

The reference voltage can then be expressed as

$$V_{REF} = \frac{R_1}{R_2} V_{EB_2} + V_T \ln \left(\frac{I_{s_1}}{I_{s_2}}\right). \quad (4.117)$$

With the voltage reference architecture based on the reversed bandgap voltage, the supply voltage can be on the order of 1 V while the value of $V_{REF}$ is set as low as 200 mV.

4.2.2.2 Curvature-compensated bandgap voltage reference

In practice, the base-emitter voltage of a bipolar transistor exhibits a nonlinear temperature relationship. However, the temperature compensation of the reference voltage in classical structures of the bandgap voltage reference is realized only in a vicinity of the reference temperature value and is limited to the first order. Due to this nonlinearity, the reference voltage is generated with a temperature curvature error, which is proportional to $T \ln(T)$, where $T$
is the absolute temperature. Uncompensated bandgap references have a temperature coefficient\(^1\) greater than 20 ppm/°C (parts-per-million per degree Celsius) over a typical industrial temperature range from −40°C to 85°C.

\[ V_{\text{REF}} = V_{G0} - \left[ V_{G0} - V_{\text{BE}}(T_R) \right] \frac{T}{T_R} - (\eta - x)V_T \ln \left( \frac{T}{T_R} \right), \]  
\[ (4.118) \]

where \( V_{G0} \) is the energy-bandgap voltage at zero degree Kelvin, \( T \) is the absolute temperature in degrees Kelvin, \( T_R \) is the reference temperature, \( V_{\text{BE}}(T_R) \) is the base-emitter voltage at the temperature \( T_R \), \( n \) denotes a temperature constant depending on the IC process, \( \eta \) represents a process-dependent constant, \( x \) is the exponential order of the temperature dependence of the collector current (i.e., \( I_C \propto T^x \)), and \( V_T \) is the thermal voltage. Typical values for these parameters are \( V_{G0} = 1.17 \) V, \( \eta = 3.5 \), and at \( T_R = 300K \), \( V_{\text{BE}}(T_R) = 0.65 \)

\(^1\)The temperature coefficient \( TC \) can be defined using the difference in the maximum and minimum values of the reference voltage over the entire temperature range, i.e.,

\[ TC \, (\text{ppm/°C}) = \frac{10^6}{T_{\text{max}} - T_{\text{min}}} \left( \frac{V_{\text{REF,max}} - V_{\text{REF,min}}}{V_{\text{REF,25°C}}} \right) \]

where \( V_{\text{REF,25°C}} \) is the value of the reference voltage at the room temperature, and \( T_{\text{max}} \) and \( T_{\text{min}} \) are respectively the maximum and minimum temperatures.
V. A high-order compensation of the bandgap voltage reference is required to reduce the effect of the nonlinearity related to the logarithmic temperature ratio. Its principle can be based on a proper combination of the base-emitter voltage across a junction with a temperature-independent current \((x = 0)\) and the one across a junction with a PTAT current \((x = 1)\). The transistor \(Q_2\) is biased by a PTAT current so that

\[
V_{EB_2} = V_{G0} - [V_{G0} - V_{EB_2}(TR)] \frac{T}{TR} - (\eta - 1)V_T \ln \left( \frac{T}{TR} \right), \tag{4.119}
\]

while \(Q_3\) is biased by a temperature-independent current delivered by a \(p\)-channel MOS transistor, and

\[
V_{EB_3} = V_{G0} - [V_{G0} - V_{EB_3}(TR)] \frac{T}{TR} - \eta V_T \ln \left( \frac{T}{TR} \right). \tag{4.120}
\]

Because the voltage across the resistor \(R_4\) is equal to the difference of the base-emitter voltages of \(Q_2\) and \(Q_3\), the curvature correction current is given by

\[
I' = \frac{V_{EB_2} - V_{EB_3}}{R_4} = V_T \frac{I}{R_4} \ln \left( \frac{T}{TR} \right). \tag{4.121}
\]

The reference voltage can then be computed as

\[
V_{REF} = R_3 I, \tag{4.122}
\]

where

\[
I = \frac{V_{EB_2} - V_{EB_1}}{R_2} + \frac{V_{EB_2}}{R_1} + I', \quad I' = \frac{V_T}{R_2} \ln \left( \frac{I_{s1}}{I_{s2}} \right) + \frac{V_{EB_2}}{R_1} + \frac{V_T}{R_4} \ln \left( \frac{T}{TR} \right). \tag{4.123}
\]

Hence,

\[
V_{REF} = \frac{R_3}{R_1} \left[ \frac{R_1}{R_2} V_T \ln \left( \frac{I_{s1}}{I_{s2}} \right) + V_{EB_2} + \frac{R_1}{R_4} V_T \ln \left( \frac{T}{TR} \right) \right]. \tag{4.124}
\]

The curvature compensation will be realized if the following requirement \([16]\) is met:

\[
R_4 = R_1/(\eta - 1) \tag{4.125}
\]

and the value of the ratio \(R_1/R_2\) should be determined to minimize the drift of \(V_{REF}\) due to the linear variation of the temperature. Ideally, the resulting voltage reference is reduced to

\[
V_{REF} = R_3 V_{G0}/R_1. \tag{4.126}
\]

However, the output voltage reference, as illustrated in Figure 4.19(b), may not remain constant with respect to the temperature due to component mismatches and the ignored temperature coefficients of resistors.
4.2.3 Floating-gate voltage reference

FIGURE 4.20
Floating-gate voltage reference.

A typical bandgap voltage reference, which consists of bipolar transistors combined with either the resistive feedback network of an amplifier or MOS transistor load, can exhibit a number of shortcomings. This is the case, for instance, for high circuit complexity, large silicon area, and high power consumption. Furthermore, the reference voltage precision depends on bipolar transistor matching and may be affected by the offset voltage introduced by the amplification circuit required to appropriately scale the base-emitter voltage difference. For applications requiring a reference voltage that is less than 1.25 V, the reference voltage must be scaled to values other than the one set by the silicon bandgap by using additional circuit components, which not only increase the circuit size and power consumption but also can constitute a source of distortions affecting the output accuracy.

One method to overcome the problems related to the implementation of bandgap voltage references using CMOS processes with parasitic bipolar devices and integrated resistors is to design the voltage reference using floating-gate transistors. Generally employed for its capability to store an electrical charge for extended periods of time even without a connection to a power supply, a floating-gate transistor can be fabricated by inserting a layer of oxide to electrically isolate the gate of a conventional MOS transistor and depositing extra secondary gates or input nodes. The control signal applied to each input is capacitively coupled to the floating gate, and then appears to be attenuated by a factor $C_i/C_T$, where $C_i$ is the coupling capacitance for the $i$-th input and $C_T$ is the total load capacitance seen from the gate. Programming involves adding charges to the floating gate to raise the threshold voltage, while erasing is achieved by removing charge from the floating gate to lower the threshold voltage. This is generally realized under high applied voltages ($> 10$ V) that can create electric fields with sufficient strength to allow electrons to gain kinetic energy to overcome the potential barrier, or to tunnel
through the potential barrier. Essentially, the performance characteristics of physical mechanisms that may be used to vary the amount of charge on the floating gate, such as hot electron injection and Fowler-Nordheim tunneling, are affected by the programming voltage and time.

The design of precise and stable voltage references in a standard CMOS process without using parasitic bipolar devices and integrated resistors makes use of floating-gate transistors, whose charge storage capability can be exploited for the post-fabrication programmability. An amplifier based on two floating-gate transistors in the differential configuration, as shown in Figure 4.20(a), can constitute the main building block required for the voltage reference design [17]. It is needed to provide a reproduction of the programmed voltage level at a low impedance node. Figure 4.20(b) illustrates the operation as a unity-gain voltage follower, where \( V_0 = V_{\text{REF}} \). In the noninverting amplifier configuration in Figure 4.20(c), the output voltage is of the form \( V_0 = (1 + R_2/R_1)V_{\text{REF}} \). Here, the nature of the feedback forces \( V_0 \) to be dependent on \( V_{\text{REF}} \), which is a function of the difference in the amount of charge stored on the floating gates of the transistor differential pairs. The switch \( S \) is in open state during the reference voltage programming, which may require many iterations to obtain the target, depending on the adopted technique.

4.3 Summary

Basic building blocks necessary for the design of active components such as amplifiers, comparators, and multipliers, were presented. They include current mirrors, voltage, and current references. The accuracy of a current mirror is improved by increasing the output resistance. This objective can be met by using cascode or feedback structures. On the other hand, the techniques that can be used to reduce the dependence of the supply voltage and temperature on the output signal provided by the reference circuit were reviewed.

4.4 Circuit design assessment

1. **Improved cascode current mirror**
   Analyze each of the improved cascode current mirrors of Figure 4.21 with its respective transistor sizes given in Table 4.1 and show that the minimum output voltage is about \( 2V_{DS(\text{sat})} \).

2. **Low-voltage current mirror**
   Determine the small-signal transfer function, \( a_i = i_0/i_i \), of the current mirror shown in Figure 4.22.
FIGURE 4.21
Circuit diagram of improved cascode current mirrors.

TABLE 4.1
Transistor Sizes

<table>
<thead>
<tr>
<th></th>
<th>$T_1 - T_5$</th>
<th>$T_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 4.21(a):</td>
<td>($W/L$)</td>
<td>(1/4)($W/L$)</td>
</tr>
<tr>
<td>Figure 4.21(b):</td>
<td>($W/L$)</td>
<td>(1/3)($W/L$)</td>
</tr>
</tbody>
</table>

FIGURE 4.22
Circuit diagram of a low-voltage current mirror.

3. **Self-biasing current reference**
   The self-biasing current reference of Figure 4.23 is designed with $(W_2/L_2) = \kappa(W_1/L_1)$ and $(W_4/L_4) = (W_3/L_3)$. Here, the body effect is eliminated because the transistors, $T_1$ and $T_2$, have the same source potential.
   
   Show that
   $$I = \frac{1}{KR^2} \left(1 - \frac{1}{\sqrt{\kappa}} \right)^2,$$
   (4.127)
   
   where $K$ is the transistor transconductance parameter.

   Propose a start-up circuit for the current reference.

4. **Analysis of an active cascode current mirror**
Consider the current mirror shown in Figure 4.24 [18]. The difference between the drain-source voltages of transistors $T_2$ and $T_3$ is detected by the amplifier and used to control the gate voltage of $T_1$. Assuming that all transistors feature the same drain-source saturation voltage, $V_{DS(sat)}$, determine the resistance $R$ as a function of $I_r$.

Estimate the minimum output voltage of the current mirror.

Derive an expression for the output resistance $r_0$.

5. **Voltage-controlled current source**

For the voltage-controlled current source/sink of Figure 4.25, determine the current $I$ as a function of the resistor $R$.

Show that $I_r = I$, provided the transistors $T_{B1}$ and $T_{B2}$ are matched.

Consider the circuit structures shown in Figure 4.26 [12]. The cur-
rent mirror transistors $T_{B3}$ and $T_{B4}$ are used to improve the accuracy of the relation between the current $I$ and the output current, $I_r$.

Assuming that the width-to-length ratio of $T_{B1}$ and $T_{B3}$ is equal to $W_1/L_1$, and that for $T_{B2}$ and $T_{B4}$ is equal to $W_2/L_2$, determine the current $I_r$ as a function of $I$.

With $V_{DSB1} + V_{DSB3}$ being either equal to $V_{DD} - V_{REF}$ or $V_{REF} - V_{SS}$, find the minimum value of $V_{REF}$ to maintain the transistors in the saturation region.

6. Bandgap reference for low supply-voltage applications

The implementation of a low-voltage bandgap reference [13] is depicted in Figure 4.27(a). To reduce the minimum supply voltage to about 1 V, MOS transistors with a low threshold voltage are required in the amplifier implementation. The transistors are assumed to be identical and $R_1 = R_3$.

Taking into account the amplifier offset voltage, $V_{off}$, show that

$$V_{REF} = \frac{R_4}{R_1} \left[ V_{EB2} + \frac{R_1}{R_2} V_T \ln \left( \frac{I_{S1}}{I_{S2}} \right) - \left( 1 + \frac{R_1}{R_2} \right) V_{off} \right].$$

(4.128)
Estimate the contribution of the offset dispersion, $\Delta V_{\text{off}}$, on the variation of $V_{\text{REF}}$.

The requirement of using a CMOS fabrication process with low threshold voltages can be avoided in the case of the low-voltage bandgap reference shown in Figure 4.27(b) [19]. To maintain the same voltage at the drain of transistors $T_1$ and $T_2$, it is necessary to have $R_{1x} = R_{1y}$ and $R_1 = R_{1x} + R_{1y}$.

Verify that

$$V_{\text{REF}} = \frac{R_3}{R_1} \left[ V_{EB2} + \frac{R_1}{R_2} \left( V_T \ln \left( \frac{I_{S1}}{I_{S2}} \right) + 2V_{\text{off}} \right) \right]. \quad (4.129)$$

Compare these circuits for use as bandgap voltage references with a low supply-voltage.
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The performance of mixed-signal circuits are generally determined by the characteristics of active components. Analog cells used inside the chip have to drive well-defined loads that are often purely capacitive, while the output buffer may demonstrate the capability of driving variable resistive and capacitive loads with low distortion. For this reason, the choice of the architecture and the design approach are mainly determined by the function to be realized. Furthermore, the realization of an amplifier, which features both high dc gain and bandwidth, can lead to conflicting demands. The high gain requirement is met by multistage designs with long-channel transistors biased at a low current level, while the high bandwidth specification is achieved in single-stage structures using short-channel transistors biased by a high-level current source.

Many architectures are available for the design of amplifiers [1]. However, these integrated circuits (ICs) would only benefit marginally from the decrease in transistor feature sizes and power supply voltages due to noise and offset requirements. Efficient solutions should be able to associate the low-voltage operation with high power efficiency and result in simple structures, that is, with a low die area.

Various performance specifications can be taken into consideration for the choice of an amplifier structure. They include dc characteristics such as input common-mode range, output swing, and offset voltage. In addition, there are specifications that can be described in the frequency domain (gain, bandwidth, phase margin) and in the time domain (slew rate, settling time).

5.1 Differential amplifier

![Circuit diagram of the single-stage differential amplifier based on (a) n-channel and (b) p-channel transistor pair.](image)

**FIGURE 5.1**

Circuit diagram of the single-stage differential amplifier based on (a) n-channel and (b) p-channel transistor pair.

The circuit diagram of a basic differential amplifier is shown in Figure 5.1. Note that, to achieve an accurate biasing of the amplifier in the presence
of process, voltage, and temperature variations, the resistor $R_B$ is generally implemented off-chip. The input differential transistor pair is biased by a constant current source and loaded by a current mirror. In the $n$-well process, a better threshold voltage matching can be achieved with the differential stage using $n$-channel transistors (see Figure 5.1(a)). On the other hand, the body effect can be removed by implementing the amplifier input stage with $p$-channel transistors as shown in Figure 5.1(b). Furthermore, the output noise is minimized because a $p$-channel transistor is less affected by $1/f$ noise than an $n$-channel transistor. In general, a large transconductance is obtained by designing the input transistors with a high $W/L$ ratio. The parameter $L$ is chosen to keep the channel length modulation effects low and $W$ is sized for a given gate-source voltage.

5.1.1 Dynamic range

In general, the minimum supply voltage is determined based on the input common-mode range and output swing specifications. The input common-mode range is the range of the dc input voltage for which the specified gain of the differential stage is maintained unchanged. The output swing is the range over which the output voltage can be driven without being distorted. These specifications are estimated by assuming that the input voltage applied to both inputs is reduced to its common-mode dc component.

A differential stage is designed to amplify the voltage difference between both inputs and reject the common-mode input voltage. Let us consider the differential stage shown in Figure 5.1(a). In the worst case, the common-mode input voltage can be given by

$$V_{ICM} = V_{DD} - V_{SG3} - V_{DS1} + V_{GS1}$$

or

$$V_{ICM} = V_{SS} + V_{DS5} + V_{GS1}.$$  (5.1)

Because $V_{DS1} = V_{DS1(sat)} = V_{GS1} - V_{Tn}$, $V_{SG3} = V_{SD3} = V_{SD3(sat)} - V_{Tp}$, and $V_{DS5} = V_{DS5(sat)} = V_{GS5} - V_{Tn}$, the maximum and minimum values of the common-mode input voltage can be found as

$$V_{ICM} = V_{DD} - V_{SD3(sat)} + V_{Tp} + V_{Tn} = V_{ICM,max}$$  (5.3)

and

$$V_{ICM} = V_{SS} + V_{DS5(sat)} + V_{DS1(sat)} + V_{Tn} = V_{ICM,min}.$$  (5.4)

Thus,

$$V_{SS} + V_{DS5(sat)} + V_{DS1(sat)} + V_{Tn} \leq V_{ICM} \leq V_{DD} - V_{SD3(sat)} + V_{Tp} + V_{Tn}. \quad (5.5)$$
The limits of the output voltage swing are set by the requirement of maintaining the transistors $T_2$ and $T_4$ in the saturation region. For the transistor $T_2$, this results in the condition

$$V_{DS_2} \geq V_{DS_2(sat)} = V_{GS_2} - V_{T_n}.$$  \hspace{1cm} (5.6)

Because $V_{DS_2} = V_0 - V_{S_2}$ and $V_{GS_2} = V_{ICM} - V_{S_2}$, we can obtain

$$V_0 \geq V_{ICM} - V_{T_n}.$$  \hspace{1cm} (5.7)

In the case of the transistor $T_4$, we have

$$V_{SD_4} \geq V_{SD_4(sat)} = V_{SG_4} + V_{T_p},$$  \hspace{1cm} (5.8)

where $V_{SD_4} = V_{DD} - V_0$. It can be shown that

$$V_0 \leq V_{DD} - V_{SG_4} - V_{T_p} = V_{DD} - V_{SD_4(sat)}.$$  \hspace{1cm} (5.9)

Hence,

$$V_{ICM} - V_{T_n} \leq V_0 \leq V_{DD} - V_{SD_4(sat)}.$$  \hspace{1cm} (5.10)

An analogous analysis can be performed for the differential stage with p-channel input transistors of Figure 5.1(b). The input common-mode voltage can be expressed as

$$V_{ICM} = -V_{SG_1} + V_{SD_4} + V_{GS_3} + V_{SS}$$  \hspace{1cm} (5.11)

and

$$V_{ICM} = V_{DD} - V_{SD_5} - V_{SG_1},$$  \hspace{1cm} (5.12)

where $V_{GS_3} = V_{DS_3}$. Assuming that $V_{GS_3} = V_{DS_3(sat)} + V_{T_n}$, the input common-mode range is then given by

$$V_{T_p} + V_{T_n} + V_{DS_3(sat)} + V_{SS} \leq V_{ICM} \leq V_{DD} - V_{SD_5(sat)} - V_{SD_1(sat)} + V_{T_p}.$$  \hspace{1cm} (5.13)

The transistors $T_4$ and $T_2$ will remain in the saturation region if the output swing is

$$V_{SS} + V_{DS_4(sat)} \leq V_0 \leq V_{ICM} + V_{T_p}.$$  \hspace{1cm} (5.14)

It was assumed that $V_{T_n} > 0$, $V_{T_p} < 0$, $V_{DD} > 0$, and $V_{SS} \leq 0$. With the difference between the threshold voltages of n-channel and p-channel transistors not exceeding the drain-source saturation voltage, whose typical value is on the order of 0.3 V, it can be noted that the n-channel input stage exhibits a wide positive input common-mode swing, while the p-channel structure has a wide negative input common-mode swing. This suggests the use of a parallel combination of n-channel and p-channel differential pairs to achieve an almost rail-rail input range. On the other hand, the basic differential stage can only provide a limited output swing.
5.1.2 Source-coupled differential transistor pair

Let the n-channel transistor be described by the next equation,

\[
I_D = \begin{cases} 
K(V_{GS} - V_{Tn})^2 & \text{if } V_{GS} \geq V_{Tn}, \text{ saturation region} \\
0 & \text{if } V_{GS} < V_{Tn}, \text{ cutoff region}
\end{cases}
\] (5.15)

where \( K = \mu_n (C_{ox}/2)(W/L) \) is the transconductance parameter; \( \mu_n \) is the effective surface carrier mobility; \( C_{ox} \) is the gate-oxide capacitance per unit area; \( W \) and \( L \) are the channel width and length, respectively; and \( V_{Tn} \) denotes the threshold voltage. The bias current, \( I_B \), of the source-coupled transistor structure of Figure 5.2(a) can be expressed as

\[
I_{D1} + I_{D2} = I_B .
\] (5.16)

Applying Kirchhoff’s voltage law to the loop involving the noninverting and inverting input nodes, the differential signal, \( V_i \), is derived as

\[
V_i = V_{i+}^1 - V_{i-}^1 = V_{GS1} - V_{GS2}
\] (5.17)

Because the transistors \( T_1 \) and \( T_2 \) are identical and operate in the saturation region, we have

\[
V_{GS1} = \sqrt{\frac{I_{D1}}{K}} + V_{Tn}
\] (5.18)

and

\[
V_{GS2} = \sqrt{\frac{I_{D2}}{K}} + V_{Tn} .
\] (5.19)

Hence, Equation (5.17) becomes

\[
\sqrt{I_{D1}} - \sqrt{I_{D2}} = \sqrt{KV_i} .
\] (5.20)
Solving the system of Equations (5.16) and (5.20) gives

\[ I_{D1} = \frac{I_B}{2} \pm \sqrt{2KI_B} \frac{V_i}{2} \sqrt{1 - \frac{V_i^2}{2I_B/K}}. \] (5.21)

Because the drain current should be greater than \( I_B/2 \) when the input voltage increases, the only acceptable solution is given by

\[ I_{D1} = \frac{I_B}{2} + \sqrt{2KI_B} \frac{V_i}{2} \sqrt{1 - \frac{V_i^2}{2I_B/K}}. \] (5.22)

Using Equation (5.16), the drain current of \( T_2 \) can then be computed as

\[ I_{D2} = \frac{I_B}{2} - \sqrt{2KI_B} \frac{V_i}{2} \sqrt{1 - \frac{V_i^2}{2I_B/K}}. \] (5.23)

For input voltages within the linear range, the current flowing through one transistor will increase while the current in the other transistor will decrease. The maximum value of the input voltage is reached when \( T_1 \) operates in the saturation region and \( T_2 \) turns off, resulting in \( I_{D1} = I_B \) and \( I_{D2} = 0 \), while the minimum value of the input voltage is attained when \( T_1 \) turns off and \( T_2 \) operates in the saturation region, yielding \( I_{D1} = 0 \) and \( I_{D2} = I_B \). Using these values together with Equation (5.20), the input linear range can be expressed as

\[ |V_i| \leq \sqrt{\frac{I_B}{K}}. \] (5.24)

The differential output current, \( \Delta i \), is derived as follows:

\[ \Delta i = I_{D1} - I_{D2} = \begin{cases} \sqrt{2KI_B} V_i \sqrt{1 - \frac{V_i^2}{2I_B/K}}, & \text{if } |V_i| \leq \sqrt{\frac{I_B}{K}} \\ I_B \text{ sign}(V_i), & \text{if } |V_i| > \sqrt{\frac{I_B}{K}} \end{cases} \] (5.25)

This last expression is valid provided the transistors do not turn off. The linear region can be made large by increasing the bias current or transistor lengths. The transconductance of the differential transistor pair represents the slope of the I/V characteristic depicted in Figure 5.2(b). Taking the derivative of \( \Delta i \) with respect to \( V_i \) gives

\[ g_m = \frac{d\Delta i}{dV_i} = \begin{cases} \sqrt{2KI_B} \left( \sqrt{1 - \frac{V_i^2}{2I_B/K}} - \frac{V_i^2}{4I_B/K} \right), & \text{if } |V_i| \leq \sqrt{\frac{I_B}{K}} \\ 0, & \text{if } |V_i| > \sqrt{\frac{I_B}{K}} \end{cases} \] (5.26)
Figure 5.2(c) shows the plot of the transconductance versus the input voltage. At $V_i = 0$, the transconductance is reduced to $\sqrt{2kT_B}$. The square root term is associated with nonlinear distortions that can affect the transconductance for high values of the input voltages.

### 5.1.3 Current mirror

The circuit diagram of a current mirror using $p$-channel transistors is depicted in Figure 5.3(a). The currents flowing through the transistors $T_1$ and $T_2$ are given by

$$I_i = K_1(V_{SG1} + V_{T_p})^2$$  \hspace{1cm} (5.27)

and

$$I_0 = K_2(V_{SG2} + V_{T_p})^2,$$  \hspace{1cm} (5.28)

respectively, where $K_1 = \mu_p(C_{ox}/2)(W_1/L_1)$ and $K_2 = \mu_p(C_{ox}/2)(W_2/L_2)$. Assuming that $V_{SG1} = V_{SG2}$, the current ratio can be expressed as

$$\frac{I_0}{I_i} = \frac{W_2}{L_2} \frac{W_1}{L_1}.$$  \hspace{1cm} (5.29)

The output current is represented in Figure 5.3(b) in the case where the input current is constant. The output signal swing is limited by the voltage required to maintain the transistor in the saturation region, that is,

$$V_{SD(sat)} = V_{SG} + V_{T_p}.$$  \hspace{1cm} (5.30)

Ideally, the input and output current should have the same value provided that the transistors are matched. However, the actual output resistance of the current mirror is limited instead of being infinite, and the input and output currents are equal only when $V_{SG1} = V_0 = V_{SD2}$. As a result, the achievable linearity range of a simple current mirror is reduced.
5.1.4 Slew-rate limitation

The output slew rate of a differential stage is defined as the maximum rate of change of the output voltage. Because the current required to charge the output capacitor is given by

$$i = C_L \frac{dV_0}{dt}, \quad (5.31)$$

the slew rate of the differential stage shown in Figure 5.4 can be expressed as

$$SR = \max \left( \left| \frac{dV_0}{dt} \right| \right) = \frac{I_B}{C_L}. \quad (5.32)$$

The slew rate is generally expressed in units of $V/\mu s$. For example, the slew rate of a differential stage with $I_B = 20 \mu A$ and $C_L = 2 \ pF$ is 10 $V/\mu s$. In the case of a differential stage configured, as shown in Figure 5.4, to operate as a unity-gain amplifier with a sinusoidal input signal of the form

$$V_i = V_{max} \sin(2\pi ft), \quad (5.33)$$

the derivative of the output voltage is

$$\frac{dV_0}{dt} = 2\pi fV_{max} \cos(2\pi ft), \quad (5.34)$$

where $V_{max}$ is the peak voltage and $f$ denotes the input frequency. To avoid distortions due to slewing, the slew rate must satisfy the following constraint:

$$SR \geq 2\pi f_{max} V_{max}, \quad (5.35)$$

where $f_{max}$ is the maximum input frequency.
5.1.5 Small-signal characteristics

The small-signal equivalent model of the differential stage of Figure 5.1(a) is depicted in Figure 5.5. The body effects of transistors are assumed to be negligible. The transistor $T_5$, which generates the bias current, is represented by its output resistance. The diode-connected transistor, $T_3$, is modeled by a resistor with the conductance $g_3 + g_m3$. Applying Kirchhoff’s current law to the nodes 1, 2, and 3, we obtain

\[ g_m1(v_i^+ - v_s) + g_1(v_d - v_s) + g_m2(v_i^- - v_s) + g_2(v_0 - v_s) - g_5v_s = 0, \quad (5.36) \]
\[ g_m2(v_i^- - v_s) + g_2(v_0 - v_s) + g_m4v_d + g_4v_0 = 0, \quad (5.37) \]

and

\[ (g_3 + g_m3)v_d + g_m1(v_i^+ - v_s) + g_1(v_d - v_s) = 0, \quad (5.38) \]

respectively. Under the assumption that the transistors, $T_1$ and $T_2$, and $T_3$ and $T_4$, are matched, that is, $g_m1 = g_m2$, $g_1 = g_2$, $g_m3 = g_m4$, and $g_3 = g_4$, replacing Equation (5.37) by the difference of Equations (5.38) and (5.37), and Equation (5.38) by the sum of Equations (5.38) and (5.37) gives

\[ 2g_m1v_{ic} + g_1v_0 + g_1v_d - [g_5 + 2(g_1 + g_m1)]v_s = 0, \quad (5.39) \]
\[ g_m1v_{id} - (g_1 + g_3)v_0 + (g_1 + g_3)v_d = 0, \quad (5.40) \]

and

\[ 2g_m1v_{ic} + (g_1 + g_3)v_0 + (g_1 + g_3 + 2g_m3)v_d - 2(g_1 + g_m1)v_s = 0, \quad (5.41) \]

where

\[ v_{id} = v_i^+ - v_i^- \quad (5.42) \]

and

\[ v_{ic} = \frac{v_i^+ + v_i^-}{2}. \quad (5.43) \]
Solving this last system of three equations gives the small-signal output voltage of the form

\[ v_0 = A_d v_{id} + A_c v_{ic}, \]  

(5.44)

where

\[ A_d = \frac{g_{m1} \{g_1 g_5 + (g_3 + 2 g_{m3})[g_5 + 2(1 + g_{m1})]\}}{2(g_1 + g_3)\{g_1 g_5 + (g_3 + g_{m3})[g_5 + 2(1 + g_{m1})]\}} \]  

(5.45)

and

\[ A_c = \frac{-g_5 g_{m1}}{g_1 g_5 + (g_3 + g_{m3})[g_5 + 2(1 + g_{m1})]}. \]  

(5.46)

The common-mode rejection ratio (CMRR) is defined by

\[ CMRR = \left| \frac{A_d}{A_c} \right|. \]  

(5.47)

where \( A_d \) and \( A_c \) are the differential and common-mode gains, respectively.

**FIGURE 5.6**
Small-signal equivalent model of the differential stage for the output resistance determination.

To determine the output resistance, the input nodes of the differential stage are short-circuited to the ground and a test generator is connected to the output node. The corresponding small-signal equivalent model is illustrated in Figure 5.6. Applying Kirchhoff’s current law to the nodes 1, 2, and 3, we get

\[ -g_{m1} v_s + g_1 (v_d - v_s) - g_{m2} v_s + g_2 (v_0 - v_s) - g_5 v_s = 0 \]  

(5.48)

\[ -g_{m2} v_s + g_2 (v_0 - v_s) + g_{m4} v_d + g_4 v_0 = i_0 \]  

(5.49)

and

\[ (g_3 + g_{m3}) v_d - g_{m1} v_s + g_1 (v_d - v_s) = 0, \]  

(5.50)

where \( g_{m1} = g_{m2}, g_{m3} = g_{m4}, g_1 = g_2, \) and \( g_3 = g_4. \) These equations can be solved for the output resistance given by

\[ r_0 = \frac{v_0}{i_0} = \frac{g_1 g_5 + g_1 (1 + g_{m1}) + (g_3 + g_{m3})[g_5 + 2(1 + g_{m1})]}{(g_1 + g_3)\{g_1 g_5 + (g_3 + g_{m3})[g_5 + 2(1 + g_{m1})]\}}. \]  

(5.51)
In practice, \( g_{m1}, g_{m3} \gg g_1, g_3, g_5 \), and it can then be shown that

\[
A_d \simeq \frac{g_{m1}}{g_1 + g_3},
\]

(5.52)

\[
A_c \simeq -\frac{g_5}{2g_{m3}},
\]

(5.53)

\[
r_0 \simeq \frac{1}{g_1 + g_3},
\]

(5.54)

and

\[
CMRR \simeq 2\frac{g_{m1}g_{m3}}{g_5(g_1 + g_3)},
\]

(5.55)

where \( g_1 = g_{ds1}, g_3 = g_{ds3}, \) and \( g_5 = g_{ds5} \). The transconductance and conductance are proportional to the W/L ratio of the transistor, and a large differential gain is realized for a given bias current provided the aspect ratio of differential transistors is much greater than the one of load transistors. To obtain a high CMRR, the value of \( g_5 \) must be small, as is the case when a bias current source with a high output resistance is used.

![Circuit Diagram](image)

**FIGURE 5.7**

(a) Single-ended transconductance amplifier; (b) small-signal equivalent model of the transconductance amplifier including parasitic capacitances.

At high frequencies, the effect of parasitic capacitances can no longer be neglected. The amplifier gain and impedances then become dependent on the signal frequency. The circuit diagram of a single-ended transconductance amplifier and its small-signal equivalent model are respectively shown in Figures 5.7(a) and (b). Using Kirchhoff’s current law, the equations for the node 1 and node 2 can be written as

\[
g_{m1}V_i/2 + (g_1 + SC_1)V_1 - SC_3(V_0 - V_1) = 0
\]

(5.56)

and

\[
-g_{m2}V_i/2 + SC_3(V_0 - V_1) + g_{m4}V_{gs4} + (g_2 + SC_2)V_0 = 0,
\]

(5.57)
respectively. The system of Equations (5.56) and (5.57) can be solved for the transfer function given by

\[
A(s) = \frac{V_0(s)}{V_i(s)} = \frac{g_{m1}(g_1 + g_{m4} + sC_1)/2}{(g_1 + sC_1)(g_2 + sC_2) + sC_3[g_1 + g_2 + g_{m4} + s(C_1 + C_2)]},
\]

(5.58)

where

\[
C_1 = C_{gd1} + C_{db1} + C_{gs3} + C_{gs4}, \quad C_2 = C_{gd2} + C_{db2} + C_{gs4} + C_L,
\]

\[
C_3 = C_{gd4}, \quad g_1 = g_{ds1} + g_{ds3} + g_{m3}, \quad g_2 = g_{ds2} + g_{ds4}.
\]

Due to the relative low value of \(C_{gd4}\), the capacitance \(C_3\) can be considered negligible. Furthermore, because \(g_{ds1} + g_{ds3} + g_{m3} \approx g_{m3}\), and the transistors \(T_3\) and \(T_4\) are matched (\(g_{m3} = g_{m4}\)), we obtain

\[
A(s) = \frac{V_0(s)}{V_i(s)} \approx A_0 \frac{1 - s/\omega_z}{(1 - s/\omega_p_1)(1 - s/\omega_p_2)},
\]

(5.59)

where \(A_0 = g_{m1}/(g_{ds2} + g_{ds4})\), \(\omega_z = -2g_{m3}/C_1\), \(\omega_p_1 = -(g_{ds2} + g_{ds4})/C_2\) and \(\omega_p_2 = -g_{m3}/C_1\). The main contribution to the value of \(C_1\) can be attributed to the sum of equal capacitances \(C_{gs3}\) and \(C_{gs4}\). The second pole is then located at approximately half the transition frequency of the transistor \(T_3\), while the zero occurs almost at the transition frequency, which is generally in the range of few hundred megahertz. Therefore, the zero and second pole are rejected at very high frequencies, and the amplifier frequency response can be described by a transfer function with a single dominant pole.

**FIGURE 5.8**

(a) Symbol of a single-ended transconductance amplifier; (b) small-signal equivalent model of a single-ended transconductance amplifier.

When the differential stage is used with a capacitive load, it operates as an operational transconductance amplifier (OTA), which is a differential voltage-controlled current source. Figure 5.8(a) shows the symbol of a single-ended OTA. A single-stage transconductance amplifier essentially features a dominant-pole behavior and can be modeled as a first-order system. Its small-signal equivalent model is depicted in Figure 5.8(b), where the current delivered to the overall output load, or the parallel combination of the output resistor and capacitor, is directly related to the input differential voltage. The proportionality factor, \(g_m\), between the output current and input differential voltage is known as the transconductance. In the frequency domain, the voltage-gain transfer function can be written as

\[
A(s) = \frac{V_0(s)}{V_i(s)} = g_mZ_0,
\]

(5.60)
where \( Z_0 = r_0 \parallel 1/(sC_0) \), \( s = j\omega \) and \( \omega = 2\pi f \). It can then be found that

\[
A(s) = \frac{V_0(s)}{V_i(s)} = \frac{A_0}{1 + s/\omega_c},
\]

(5.61)

where the dc gain is of the form, \( A_0 = g_{m1}r_0 \), and \( \omega_c = 1/r_0C_0 \) is the 3-dB cutoff frequency. The gain-bandwidth product is defined as

\[
\text{GBW} = A_0\omega_c = g_{m1}/C_0.
\]

(5.62)

In practice, \( \omega_c \) is generally very small and \( \omega \gg \omega_c \). Hence,

\[
A(s) = \frac{V_0(s)}{V_i(s)} \approx \frac{\omega t}{s},
\]

(5.63)

where \( \omega t = \text{GBW} \). Because \(|A(j\omega_t)| = 1\), the parameter \( \omega_t \) is called the unity-gain frequency or transition frequency. The basic differential stage can exhibit a gain-bandwidth product in the megahertz range, but its gain is generally less than 40 dB.

Hand analysis of the differential stage in the frequency domain using a high-frequency equivalent model of transistors is quite tedious when no simplifying assumption is made. Thus, an insight into the frequency response is usually gained using computer-aided design programs, such as SPICE and Spectre.

**FIGURE 5.9**

Circuit diagram of fully differential amplifiers with (a) output and (b) input common-mode control; (c) symbol of a fully differential amplifier.

The output swing and linearity can be further improved using fully differential amplifier structures, as shown in Figure 5.8(a) and (b), which feature differential input and output voltages. The transistors \( T_1 \) and \( T_2 \), and \( T_3 \) and \( T_4 \), are assumed to be matched. The common-mode gain of the differential input stage is approximately \( A_c \approx -g_0/(2g_t) \), where \( g_t \) is the conductance of the
load transistor \( T_3 \) or \( T_4 \). In general, the conductance, \( g_5 \), of the transistor \( T_5 \), or say the output conductance of the bias current source, is small and \( A_c \) has a very low value. Therefore, only limited control can be exerted by the common-mode input voltage on the common-mode output voltage through the local feedback for common-mode signals. A common-mode feedback (CMF) circuit is then required to regulate the output common-mode voltage to the desired value, \( V_{0CM} \). Furthermore, the CMF circuit can suppress the common-mode variations at the output, thereby preventing a change in the operation region for the load transistors due to IC process variations and loading conditions. Ideally, the differential output voltage is not affected by common-mode signals and the small-signal differential gain is approximately given by

\[
A_d = \frac{v_0}{v_i} \simeq g_m r_0 ,
\]

where \( r_0 \simeq 1/(g_1 + g_3) \), \( v_i = v_i^+ - v_i^- \), and \( v_0 = v_0^+ - v_0^- \). On the other hand, the voltage at each output node can swing symmetrically around the output common-mode level set by the CMF circuit.

The symbol of a fully differential amplifier is shown in Figure 5.8(c). For simplification, the \( V_{0CM} \) node is generally omitted. A fully differential amplifier has the advantage over its single-ended counterpart of rejecting the common-mode noise. It should also be noted that even-order nonlinearities are canceled at the outputs of a differential circuit that is balanced or whose both sides are electrically similar and symmetrical with respect to the ground.

5.1.6 Offset voltage

Amplifier stages may exhibit an input offset voltage, \( V_{off} \), in the range of \( \mu \)V to mV due to mismatches of the transistor characteristics. Figure 5.10 shows a differential stage, where the offset voltage is modeled by a voltage source, \( V_{off} \), in series with one of the input nodes. The differential input voltage can be expressed as

\[
V_{ICM} = V_{GS1} - V_{GS2} .
\]
By exploiting the square-law I/V characteristic of MOS transistors in the saturation region, it can be shown that

\[ V_{GS_1} = V_{T_1} + \sqrt{\frac{I_{D_1}}{K_1}} \]  
(5.66)

and

\[ V_{GS_2} = V_{T_2} + \sqrt{\frac{I_{D_2}}{K_2}}. \]  
(5.67)

To proceed further, the drain currents of transistors \( T_1 \) and \( T_2 \) can be expressed as

\[ \Delta I_D = I_{D_1} - I_{D_2} \]  
(5.68)

and

\[ I_B = I_{D_1} + I_{D_2}, \]  
(5.69)

where \( I_B \) is the bias current. Solving this last system of equations gives

\[ I_{D_1} = \left( I_B + \Delta I_D \right)/2 \]  
(5.70)

and

\[ I_{D_2} = \left( I_B - \Delta I_D \right)/2. \]  
(5.71)

The output shift from zero experienced by the differential stage when the inputs are short-circuited to the ground can be described by the input offset voltage, which is the value of the input differential voltage, \( V_{ICM} \), needed to reset the differential output voltage to zero. That is,

\[ V_{off} = V_{T_1} - V_{T_2} + \sqrt{\frac{I_B}{2K_1} \left( 1 + \frac{\Delta I_D}{I_B} \right)} - \sqrt{\frac{I_B}{2K_2} \left( 1 - \frac{\Delta I_D}{I_B} \right)} \]  
(5.72)

and

\[ V_0 = R_{L_1} I_{D_1} - R_{L_2} I_{D_2} = 0. \]  
(5.73)

Considering the output load resistances of the form \( R_{L_1} = (R_L + \Delta R_L)/2 \) and \( R_{L_2} = (R_L - \Delta R_L)/2 \), it can be shown that

\[ \frac{\Delta I_D}{I_B} = -\frac{\Delta R_L}{R_L}. \]  
(5.74)

The input offset voltage of the differential stage is then given by

\[ V_{off} = V_{T_1} - V_{T_2} + \sqrt{\frac{I_B}{2K_1} \left( 1 - \frac{\Delta R_L}{R_L} \right)} - \sqrt{\frac{I_B}{2K_2} \left( 1 + \frac{\Delta R_L}{R_L} \right)}. \]  
(5.75)

In practice, the mismatch errors are small so that the contribution of the square root terms is almost negligible, and \( V_{off} \) is primarily due to differences in the threshold voltage, \( V_T \), caused by variations in the width, length, thickness, and doping levels of the transistor channels.
5.1.7 Noise in a differential transistor pair

A differential stage including the input-referred noise, which is modeled by a voltage source and a current source, is depicted in Figure 5.11. In this way, the effect of the source finite input impedance on the output noise is accurately described. The output noise is due to only the current source provided the input is open, while the voltage source will be the only contribution to the output noise if the input is set to zero. To proceed further, the different noise sources in the circuit are assumed to be uncorrelated.

FIGURE 5.11
Circuit diagram of a differential MOS transistor stage with input-referred noises.

By shorting the input nodes together, the total output noise voltage can be written as

$$\bar{v}_{n,0}^2 = (\bar{i}_{th1}^2 + \bar{i}_{th2}^2)R_L^2 + 2(4kTR_L), \quad (5.76)$$

where $\bar{i}_{th1}^2$ and $\bar{i}_{th2}^2$ are the mean-square values of the thermal noise currents of $T_1$ and $T_2$, respectively, $k$ is the Boltzmann constant, and $T$ is the absolute temperature. Let $g_m$ be the transistor transconductance. The mean-square value of the input-referred noise voltage is then given by

$$\bar{v}_{n,i}^2 = \frac{\bar{v}_{n,0}^2}{g_m^2 R_L^2}, \quad (5.77)$$

where $g_m R_L$ denotes the gain of the differential transistor pair. The $1/f$ noise is generally represented by a voltage source, $\bar{v}_{1/f}^2$, in series with the transistor gate. In this case, we have

$$\bar{v}_{n,i}^2 = \frac{\bar{v}_{n,0}^2}{g_m^2 R_L^2} + 2\bar{v}_{1/f}^2. \quad (5.78)$$

Here, the common unit for the input-referred noise voltage is usually $\text{nV} / \sqrt{\text{Hz}}$.

The input-referred noise current of the differential MOS transistor stage can be determined by opening the input nodes and expressing the ratio of the spectral density of the total noise voltage at the output node and the square of
the transimpedance gain in terms of the circuit noise contributions. Typically, it is primarily dependent on the shot noise of the input bias current and can be assumed to be negligible due to its value, which is generally in the fA/√Hz range.

In practice, the level of the input-referred noise signal in the passband can be related to the smallest level of the signal that the amplifier circuit can adequately process.

### 5.1.8 Operational amplifier

![Block diagram and symbol of a single-ended operational amplifier.](image)

Operational transconductance amplifiers, which are equivalent to a voltage-controlled current source, are generally based on single-stage structures, while additional gain stages and an output buffer are required for the design of operational amplifiers operating as a voltage-controlled voltage source. A high-performance operational amplifier should provide a high input impedance, a high open-loop gain, a large CMRR, a low dc offset voltage, a low noise, and a low output impedance. Figure 5.12 shows the block diagram and symbol of a single-ended operational amplifier. The output of the differential stage is supplied to additional gain stages in order to meet the high gain requirement. A level shifter is needed whenever the dc voltage difference introduced between the input and output voltages of a stage should be canceled. An output buffer with unity gain will be necessary if the amplifier is supposed to drive a resistive load. The use of a compensation network is necessary to avoid the conditions leading to instability when the amplifier operates with a feedback.

A differential-to-single-ended converter can be implemented, as depicted in Figure 5.13. Using the superposition theorem and voltage division principle, it can be shown that

\[ V^+ = \frac{R_4}{R_3 + R_4} V^+_i \]  \hspace{1cm} (5.79)

and

\[ V^- = \frac{R_2}{R_1 + R_2} V^-_i + \frac{R_1}{R_1 + R_2} V_0, \]  \hspace{1cm} (5.80)
where \( V_0 = A(V^+ - V^-) \). Solving the system of Equations (5.79) and (5.80) gives

\[
V_0 = \frac{R_1 + R_2}{R_1} \frac{R_3 + R_4}{R_3} \frac{V_i^+}{R_1} - \frac{R_2}{R_1} V_i^- + \frac{1}{1 + \frac{1}{A}} \frac{R_1 + R_2}{R_1}. \tag{5.81}
\]

Assuming that \( R_2/R_1 = R_4/R_3 = k \), we obtain

\[
V_0 = \frac{k(V_i^+ - V_i^-)}{1 + \frac{1}{k}}. \tag{5.82}
\]

In practice, the amplifier gain, \( A \), is very high and does not affect the output voltage. However, the achievable common-mode rejection ratio may be limited by the resistor mismatches.

For low-voltage applications, the signal swing may be increased using a pseudo-differential structure based on two single-ended amplifiers with their noninverting inputs connected to the ground, as illustrated in Figure 5.14(a). However, due to the lack of a common-mode feedback path, the amplifier linearity may be affected by any imbalance between the signal paths. Another solution is to design the operational amplifier with a differential configuration. Figure 5.14(b) shows the symbol of a fully differential operational amplifier.
More insight into the operation of a fully differential amplifier is gained by analyzing the structure shown in Figure 5.15(a). Here, the amplifier output voltage can be expressed as

\[ V_0^+ - V_0^- = A(V^+ - V^-), \]  

(5.83)

where \( A \) is the amplifier gain, \( V^+ \) and \( V^- \) are the voltage at the noninverting and inverting input nodes, respectively. Using the principles of superposition and voltage division, we find

\[ V^- = \frac{R_2}{R_1 + R_2} V_i^- + \frac{R_1}{R_1 + R_2} V_0^+ \]  

(5.84)

and

\[ V^+ = \frac{R_4}{R_3 + R_4} V_i^- + \frac{R_3}{R_3 + R_4} V_0^- \]  

(5.85)

Let \( \alpha = R_3/(R_3 + R_4) \) and \( \beta = R_1/(R_1 + R_2) \). Combining Equations (5.84) and (5.85) with Equation (5.83), we obtain

\[ (1 + \beta A)V_0^+ - (1 + \alpha A)V_0^- = A[(1 - \alpha)V_i^- - (1 - \beta)V_i^+] \]  

(5.86)

The voltage at each output node is independently defined by setting the output common-mode voltage to a given level, \( V_{0CM} \), that is,

\[ \frac{V_0^+ + V_0^-}{2} = V_{0CM} \]  

(5.87)

Solving Equations (5.86) and (5.87) gives

\[ V_0^- = \frac{-(1 - \alpha)V_i^- + (1 - \beta)V_i^+ + 2(\beta + 1/A)V_{0CM}}{(\alpha + \beta)(1 + 2/[\alpha + B A])} \]  

(5.88)
and

\[ V_0^+ = \frac{(1 - \alpha)V_i^- - (1 - \beta)V_i^+ + 2(\alpha + 1/A)V_{0CM}}{(\alpha + \beta)(1 + 2/[(\alpha + \beta)A])}. \]  (5.89)

The differential output voltage is then given by

\[ V_0 = \frac{2[(1 - \alpha)V_i^- - (1 - \beta)V_i^+ + (\alpha - \beta)V_{0CM}]}{(\alpha + \beta)(1 + 2/[(\alpha + \beta)A])}, \]  (5.90)

where \( V_0 = V_0^+ - V_0^- \). The differential amplifier is generally designed with identical resistors \( R_1 \) and \( R_3 \), and \( R_2 \) and \( R_4 \). Hence, \( \alpha = \beta \) and the differential output voltage is reduced to

\[ V_0 = \frac{-(1 - \alpha)V_i}{\alpha[1 + 1/(\alpha A)]}, \]  (5.91)

where \( V_i = V_i^+ - V_i^- \). In the ideal case, the gain of the amplifier is very high so that \( 1 + 1/(\alpha A) \approx 1 \). The differential input voltage is then amplified by the factor \( (1 - \alpha)/\alpha = R_2/R_1 \).

Singled-ended signals can be converted to differential signals using the circuit shown in Figure 5.15(b). It can be shown that

\[ V_0 = \frac{2[(1 - \alpha)V_i + (\alpha - \beta)V_{0CM}]}{(\alpha + \beta)(1 + 2/[(\alpha + \beta)A])}, \]  (5.92)

where \( V_i^- = V_i, V_i^+ = 0 \), and \( V_0^+ - V_0^- = V_0 \). To prevent the output common-mode voltage, \( V_{0CM} \), from affecting the output differential voltage, the resistors \( R_1 \) and \( R_3 \), and \( R_2 \) and \( R_4 \), should be matched so that \( \alpha = \beta \).

## 5.2 Linearization techniques for transconductors

In order to increase the input dynamic range of the basic differential stage shown in Figure 5.16(a), various linearization techniques can be used. Consider a differential stage consisting of two source-connected transistors operating in the saturation region, where the lowest internal channel resistance can be achieved. Assuming that the transistors are matched, the drain currents are given by

\[ I_{D1} = K(V_{GS1} - V_T)^2 \]  (5.93)

and

\[ I_{D2} = K(V_{GS2} - V_T)^2. \]  (5.94)

The output current of the differential stage can be expressed as

\[ \Delta i = I_{D1} - I_{D2} = K(V_{GS1} + V_{GS2} - 2V_T)(V_{GS1} - V_{GS2}), \]  (5.95)
where the differential input voltage is equal to the difference of the gate-source voltages, while the linearity of the transconductance is achieved by maintaining the term \( V_{GS_1} + V_{GS_2} - 2V_T \) or the sum of the gate-source voltages constant. Approaches used to linearize the transconductance can then be implemented using a source degeneration resistor or floating dc voltages. In the case of a transconductance realized by transistors operating in the triode region, where the drain current is of the form

\[ I_D = K[2(V_{GS} - V_T)V_{DS} - V_{DS}^2], \tag{5.96} \]

the drain-source voltage should be maintained constant to improve the linear range of the differential stage.

**FIGURE 5.16**
(a) Basic differential stage; (b) differential stage with resistor source degeneration.

A differential stage with resistor source degeneration is depicted in Figure 5.16(b). The currents flowing through the transistors \( T_1 \) and \( T_2 \) can be written as

\[ I_{D_1} = I_B + \Delta i = K(V_{GS_1} - V_T)^2 \tag{5.97} \]

and

\[ I_{D_2} = I_B - \Delta i = K(V_{GS_2} - V_T)^2. \tag{5.98} \]

Applying Kirchhoff’s voltage law to the input loop involving \( T_1, R, \) and \( T_2 \) gives

\[ V_i^+ - V_{GS_1} - R\Delta i + V_{GS_2} - V_i^- = 0, \tag{5.99} \]

where

\[ V_{GS_1} = V_T + \sqrt{\frac{I_B + \Delta i}{K}} \tag{5.100} \]

and

\[ V_{GS_2} = V_T + \sqrt{\frac{I_B - \Delta i}{K}}. \tag{5.101} \]

Hence,

\[ V_i - R\Delta i = \sqrt{\frac{I_B}{K}} \left[ \left( 1 + \frac{\Delta i}{I_B} \right)^{1/2} - \left( 1 - \frac{\Delta i}{I_B} \right)^{1/2} \right]. \tag{5.102} \]
where $V_i = V_i^+ - V_i^-$. Assuming that $\Delta i/I_B \ll 1$, we get $(1 + \Delta i/I_B)^{1/2} \simeq 1 + \Delta i/2I_B$ and $(1 - \Delta i/I_B)^{1/2} \simeq 1 - \Delta i/2I_B$. Thus,

$$\Delta i \simeq \frac{g_m}{1 + g_m R} V_i,$$

where $g_m = \sqrt{K T B}$.

The linearity can be further improved using amplifiers to sense the input voltages, as shown in Figure 5.17(a). Ideally, the difference between the voltages at the noninverting and inverting nodes of the amplifier is zero, and the input voltages are directly applied across the resistor $R$ due to the feedback path. Hence,

$$\Delta i = V_i/R.$$  \hspace{1cm} (5.104)

Note that it is generally required to optimize the bandwidth of these extra amplifiers so as not to reduce the speed of the overall circuit. Furthermore, the accuracy of the transconductance, which is inversely proportional to the resistance $R$, may be affected by process variations.

FIGURE 5.17
(a) Improved differential stage with a resistor source degeneration; (b) differential stage with a single transistor source degeneration.

In the case of the differential stage shown in Figure 5.17(b), a transistor operating in the triode region is used to realize the source degeneration resistor $[2]$, whose value can be controlled by means of the drain voltage. The transistors $T_1$ and $T_2$ are assumed to operate in the saturation region. They play the role of source followers driving $T_3$, which is biased in the triode region. Let $V_{ICM}$ and $V_C$ be the dc component of the input voltages and the gate voltage of $T_3$, respectively. Assuming that $V_i^+ = V_{ICM} + V_i/2$ and $V_i^- = V_{ICM} - V_i/2$, the current flowing through $T_3$ can be expressed as

$$\Delta i = K[2(V_{GS_3} - V_T) V_{DS_3} - V_{DSS_3}^2],$$

where

$$V_{GS_3} = V_C - V_{ICM} - \frac{V_i}{2},$$

$$V_{DS_3} = V_i,$$

and $K$ is the transconductance of the transistor.
and $V_i = V_i^+ - V_i^-$ is the differential input voltage. Hence,
\[
\Delta i = 2K[(V_C - V_{ICM} - V_T)V_i - V_i^2].
\] (5.108)

For large values of the differential input voltage, the transconductance linearity can be degraded due to the significant contribution associated with the $V_i^2$ term.

![Diagram of differential stages with an active cascode configuration](image)

**FIGURE 5.18**
Differential stages with an active cascode configuration: (a) Basic structure and (b) implementation with improved linearity.

A linear transconductance characteristic can also be provided by transistors operating in the triode region with constant drain-source voltages. Figure 5.18(a) shows the basic structure of a differential stage with an active cascode configuration [3]. The amplifier feedback helps maintain constant the drain-source voltage of transistors $T_1$ and $T_2$, thereby guaranteeing the accuracy of the resulting transconductance. Assuming that $V_i^+ = V_{ICM} + V_i/2$ and $V_i^- = V_{ICM} - V_i/2$, the drain currents of the identical transistors $T_1$, $T_2$, and $T_5$ in the triode region can be expressed as
\[
I_{D_1} = K[2(V_{GS_1} - V_T)V_{DS_1} - V_{DS_1}^2],
\] (5.109)
\[
I_{D_2} = K[2(V_{GS_2} - V_T)V_{DS_2} - V_{DS_2}^2],
\] (5.110)
and
\[
I_I = K[2(V_{GS_s} - V_T)V_{DS_s} - V_{DS_s}^2],
\] (5.111)
where $V_{GS_1} = V_{ICM} + V_i/2$, $V_{GS_2} = V_{ICM} - V_i/2$, $V_{GS_s} = V_{ICM}$, $V_{DS_1} = V_{DS_2} = V_{DS_s} = V_C$, and $K = (1/2)\mu C_{ox}(W/L)$. The output currents are respectively given by
\[
I_0^- = I_I - I_{D_1} = -KV_CV_i
\] (5.112)
and
\[
I_0^+ = I_I - I_{D_2} = KV_CV_i.
\] (5.113)
The resulting transconductance is of the form
\[
g_m = \Delta i/V_i = 2KV_C,
\] (5.114)
where $\Delta i = I^+ - I^-$, and it can be tuned by varying the level of the control voltage $V_C$. For operation in the triode region, it is required that $V_{DS} \leq V_{GS} - V_T$, or in the worst case,

$$V_C \leq V_{ICM} - V_T - V_i/2.$$  \hspace{1cm} (5.115)

In practice, the transconductance linearity can be degraded due to variations in the mobility, $\mu$, which exhibits a nonlinear dependence with respect to the gate-source voltage, that is, $\mu = f(V_{GS})$, where $f$ is a nonlinear function. To overcome this drawback, the input transistor pairs can be duplicated as shown in Figure 5.18(b) [4]. Assuming that the transistors $T_1 - T_4$ are matched and operate in the triode region, we have

$$I_{D1} = I_{D3} = K[2(V_{ICM} + V_i/2 - V_T)V_C - V_C^2]$$  \hspace{1cm} (5.116)

and

$$I_{D2} = I_{D4} = K[2(V_{ICM} - V_i/2 - V_T)V_C - V_C^2].$$  \hspace{1cm} (5.117)

The current mirrors $T_9-T_{10}$ and $T_{11}-T_{12}$ are required to respectively combine the currents $I_{D4}$ and $I_{D1}$, and $I_{D3}$ and $I_{D2}$, resulting in

$$I^-_0 = I_{D4} - I_{D1} = -KV_C V_i$$  \hspace{1cm} (5.118)

and

$$I^+_0 = I_{D3} - I_{D2} = KV_C V_i.$$  \hspace{1cm} (5.119)

Here, the solution adopted for the common-mode rejection at the output nodes relies on using an extra feed-forward transconductor, which can only provide a dc signal equal in magnitude to the common-mode component to be subtracted. Note that the effect of IC process variations affecting the drain currents of the input transistors can also be canceled in the same way.

**FIGURE 5.19**

Differential stage with a resistor source degeneration: (a) Operation principle, (b) implementation.

An alternative structure for the realization of a differential stage with resistor source degeneration is derived by maintaining the same voltage between

\[ \text{Diagram of differential stage with resistor source degeneration.} \]
the gate and source of the input transistors, irrespective of the input voltage magnitude \([5]\). The principle and implementation of this approach are illustrated in Figures 5.19(a) and (b). The transistors operate in the saturation region. The biasing of each of the differential input transistors, \(T_1\) and \(T_2\), with the identical current source of the value, \(I_B\), and the feedback path realized by \(T_5\) and \(T_6\), force the gate-source voltages of transistors \(T_1\) and \(T_2\) to be constant and equal, that is,

\[
V_{GS1} = V_{GS2}.
\]

The transistors \(T_{11} - T_{14}\) are required to set the bias current, \(I_A\), for the transistors \(T_5\) and \(T_6\). The input voltage is level-shifted and applied across the resistor \(R\), and the current flowing through the resistor \(R\) is then given by

\[
\Delta i = V_i/R,
\]

where \(V_i = V_i^+ - V_i^-\). The drain currents of the transistors \(T_3\) and \(T_4\) are respectively of the form

\[
I_{D3} = I_1 = I_B - \Delta i
\]

and

\[
I_{D4} = I_2 = I_B + \Delta i.
\]

By connecting the gates of transistors \(T_7\) and \(T_8\) to the gates of transistors \(T_3\) and \(T_4\), respectively, we get \(I_1 = I_{D3}\) and \(I_2 = I_{D4}\).

A differential stage with active source degeneration is shown in Figure 5.20(a) \([32]\). Let \(V_{ICM}\) and \(V_C\) be the dc component of the input voltages and the gate voltage of \(T_3\), respectively; \(V_i^+ = V_{ICM} + V_i/2\); and \(V_i^- = V_{ICM} - V_i/2\). The transistors \(T_3\) and \(T_4\), which are identical and biased in the triode region, are equivalent to a parallel configuration of resistors, whose conductances are of the form

\[
g_{ds3} = I_{D3}/V_{DS3} = K[2(V_{GS3} - V_T) - V_{DS3}]
\]

\[\text{FIGURE 5.20}\]

Differential stage with active source degeneration: (a) Transistor in the triode region, (b) cross-coupled configuration, (c) transistor in the saturation region.
$g_{ds4} = I_{Ds4}/V_{DS4} = K[2(V_{GS4} - V_T) - V_{DS4}], \quad (5.125)$

where

$$V_{GS3} = V_i + V_{GS2}, \quad (5.126)$$

$$V_{GS4} = -V_i + V_{GS1}, \quad (5.127)$$

$$V_{DS3} = V_i - V_{GS1} + V_{GS2} = -V_{DS4}, \quad (5.128)$$

and $V_i = V_i^+ - V_i^-$ is the differential input voltage. The transconductance of the differential stage can then be written as

$$g_m = \frac{g_{m1}}{1 + g_{m1}/(g_{ds3} + g_{ds4})}, \quad (5.129)$$

where

$$g_{m1} = \sqrt{K_1 I_B} = K_1 \sqrt{\frac{I_B}{K_1}} \quad (5.130)$$

and

$$g_{ds3} + g_{ds4} = 2K_3(V_{GS1} + V_{GS2} - 2V_T). \quad (5.131)$$

Assuming that the transistors $T_1$ and $T_2$ are matched and operate in the saturation region, and that $\Delta i \ll I_B$, we have

$$V_{GS1} = V_T + \sqrt{\frac{I_B + \Delta i}{K_1}} \simeq V_T + \sqrt{\frac{I_B}{K_1}} \left(1 + \frac{\Delta i}{2I_B}\right), \quad (5.132)$$

$$V_{GS2} = V_T + \sqrt{\frac{I_B - \Delta i}{K_1}} \simeq V_T + \sqrt{\frac{I_B}{K_1}} \left(1 - \frac{\Delta i}{2I_B}\right), \quad (5.133)$$

and Equation (5.131) becomes

$$g_{ds3} + g_{ds4} \simeq 4K_3 \sqrt{\frac{I_B}{K_1}}. \quad (5.134)$$

Hence,

$$g_m \simeq \frac{g_{m1}}{1 + \frac{K_1}{4K_3}} = \frac{g_{m1}}{1 + \frac{(W_1/L_1)}{4(W_3/L_3)}}, \quad (5.135)$$

where $W_1/L_1$ and $W_3/L_3$ denote the gate width-to-length ratios of the transistors $T_1$ and $T_3$, respectively.

The input dynamic range of a differential stage can also be improved using
two floating dc voltage sources to keep constant the sum of gate-source voltages of input transistors. The differential stage implementation shown in Figure 5.20(b) is based on cross-coupled transistors [7]. Using Kirchhoff’s voltage law, the input voltage can be related to the gate-source voltages of transistors $T_1 - T_4$ as

$$V_i = V_{GS_1} - V_{GS_4} = V_{GS_3} - V_{GS_2}, \quad (5.136)$$

where

$$V_{GS_j} = V_T + \sqrt{\frac{I_{D_j}}{K_j}} \quad (5.137)$$

and $V_i = V_i^+ - V_i^-$ is the differential input voltage. The transistor pairs $T_1$ and $T_4$, and $T_3$ and $T_2$, behave as differential stages. Assuming that $K_1 = K_2 = K$ and $K_1 = K_2 = K/n$, and taking into account the fact that

$$I_{D_1} = I_1 = I_B + i_1, \quad I_{D_2} = I_2 = I_B - i_2, \quad I_{D_3} = nI_B + i_2, \quad I_{D_4} = nI_B - i_1, \quad (5.138)$$

Equations (5.136) and (5.137) can be solved for $i_1$ and $i_2$. That is,

$$i_1 = \gamma KV_i^2 + \frac{\alpha}{2} \sqrt{KTBV_i \sqrt{1 - \eta KV_i^2/I_B}} \quad (5.139)$$

and

$$i_2 = -\gamma KV_i^2 + \frac{\alpha}{2} \sqrt{KTBV_i \sqrt{1 - \eta KV_i^2/I_B}}. \quad (5.140)$$

The output current $i$ is then given by

$$i = i_1 + i_2 = \alpha \sqrt{KTBV_i \sqrt{1 - \eta KV_i^2/I_B}}, \quad (5.141)$$

where $\alpha = 4n/(n + 1)$, $\eta = n/(n + 1)^2$, and $\gamma = n(n - 1)/(n + 1)^2$. The input range is characterized by $|V_i| \leq \sqrt{TB/(\eta K)}$. Provided the transistors are accurately matched, the linearity is improved as the value of $\eta$ is reduced by increasing $n$, or correspondingly, the bias current.

In the case of the differential stage depicted in Figure 5.20(c), the transconductance linearization is achieved using two differential transistor pairs, $T_1$ and $T_3$, and $T_2$ and $T_4$, connected in series [8]. The voltages $V_i^+$ and $V_i^-$ are applied to the gates of transistors $T_1$ and $T_2$, respectively. Because each transistor pair is driven by the bias current $I_B$ and the diode-connected transistors $T_3$ and $T_4$ are wired to the current source $I_B$, we can write

$$I_B = I_{D_1} + I_{D_3} \quad (5.142)$$

$$= I_{D_2} + I_{D_4} \quad (5.143)$$

$$= I_{D_3} + I_{D_4}. \quad (5.144)$$

Thus,

$$I_{D_1} = I_{D_4} \quad \text{and} \quad I_{D_2} = I_{D_3}. \quad (5.145)$$
Assuming that the transistors $T_1 - T_4$ are identical and operate in the saturation region, the voltage applied to each transistor pair is $V_i/2$, where $V_i = V_i^+ - V_i^-$. On the basis of Kirchhoff’s voltage law, it can be easily shown that

$$V_i/2 = V_{GS_1} - V_{GS_3}$$

$$= V_{GS_4} - V_{GS_2}. \quad (5.146)$$

The drain currents of transistors $T_1$ and $T_2$ can then be obtained as

$$I_{D_1} = \frac{1}{2} \left[ I_B + K \frac{V_i}{2} \sqrt{\frac{2I_B}{K} - \frac{V_i^2}{4}} \right] \quad (5.148)$$

and

$$I_{D_2} = \frac{1}{2} \left[ I_B - K \frac{V_i}{2} \sqrt{\frac{2I_B}{K} - \frac{V_i^2}{4}} \right], \quad (5.149)$$

where $|V_i| \leq 2\sqrt{2I_B/K}$. Note that $I_1 = I_{D_1}$ and $I_2 = I_{D_2}$. Therefore, the output current $i$ is given by

$$i = I_{D_1} - I_{D_2} = K \frac{V_i}{2} \sqrt{\frac{2I_B}{K} - \frac{V_i^2}{4}}. \quad (5.150)$$

In comparison with the case of the basic differential stage, the input dynamic range is extended by a factor of 2 while the transconductance is decreased by a factor of 2.

**FIGURE 5.21**

Circuit diagram of differential stages using voltage-controlled floating dc sources and featuring an output current (a) dependent on and (b) independent of the threshold voltage.

Differential stages can also be designed using voltage-controlled floating dc
sources to maintain constant the sum of gate-source voltages of input transistors, as illustrated in Figure 5.21. This approach is known as the bias offset technique. The transistors are assumed to be identical and operate in the saturation region. In the case of the circuit depicted in Figure 5.21(a) [9], the drain currents of transistors $T_1$ and $T_2$ can be written as

$$I_{D_1} = K(V_{ICM} + V_i/2 - V_S - V_T)^2$$

and

$$I_{D_2} = K(V_{ICM} - V_i/2 - V_S - V_T)^2,$$

where $V_{i^+} = V_{ICM} + V_i/2$ and $V_{i^-} = V_{ICM} - V_i/2$. Because $I_{D_1} = I_{D_5}$ and $I_{D_2} = I_{D_6}$, we have $V_{GS_1} = V_{GS_5}$ and $V_{GS_2} = V_{GS_6}$. The gate voltages of transistors $T_3$ and $T_4$ are then of the form

$$V_{G_3} = V_C - V_{GS_5} = V_C - V_{GS_1} = V_C - V_{ICM} - V_i/2$$

and

$$V_{G_4} = V_C - V_{GS_6} = V_C - V_{GS_2} = V_C - V_{ICM} + V_i/2.$$ (5.153)

Hence,

$$I_{D_3} = K(V_C - V_{ICM} - V_i/2 - V_S - V_T)^2$$ (5.155)

and

$$I_{D_4} = K(V_C - V_{ICM} + V_i/2 - V_S - V_T)^2.$$ (5.156)

The difference in the output currents is given by

$$\Delta i = I_3 - I_4 = I_{D_3} - I_{D_4} = 2K(V_{ICM} - V_C - V_T)V_i.$$ (5.157)

To remove the effect of the threshold voltage on the output voltage, the differential stage of Figure 5.21(b) [10] can be used. The transistors are identical and biased in the saturation region. Assuming that $V_{i^+} = V_{ICM} + V_i/2$ and $V_{i^-} = V_{ICM} - V_i/2$, the drain currents of transistors $T_1$ and $T_2$ can be expressed as

$$I_{D_1} = K(V_{ICM} + V_i/2 - V_S - V_T)^2$$

and

$$I_{D_2} = K(V_{ICM} - V_i/2 - V_S - V_T)^2.$$ (5.159)

With the same current flowing through $T_5$ and $T_7$, and $T_6$ and $T_8$, it can be
shown that \( V_{GS_5} = V_{GS_7} \) and \( V_{GS_6} = V_{GS_8} \). The gate voltages of transistors \( T_3 \) and \( T_4 \) are then given by
\[
V_{G_3} = V_i^+ - V_{GS_5} = V_{ICM} + V_i/2 - V_{GS_7} = V_{ICM} + V_i/2 - V_B \quad (5.160)
\]
and
\[
V_{G_4} = V_i^- - V_{GS_6} = V_{ICM} - V_i/2 - V_{GS_8} = V_{ICM} - V_i/2 - V_B, \quad (5.161)
\]
where \( V_B = V_C - V_{SS} \). Hence,
\[
I_{D_3} = K(V_{ICM} + V_i/2 - V_B - V_S - V_T)^2 \quad (5.162)
\]
and
\[
I_{D_4} = K(V_{ICM} - V_i/2 - V_B - V_S - V_T)^2. \quad (5.163)
\]
The difference in the output currents is of the form
\[
\Delta i = I_1 - I_2 = (I_{D_1} + I_{D_4}) - (I_{D_2} + I_{D_3}) = 2KV_BV_i. \quad (5.164)
\]
Applying Kirchhoff’s current law at the common source node of transistors \( T_1 - T_4 \), we have
\[
(I_{D_1} + I_{D_4}) + (I_{D_2} + I_{D_3}) = I_1 + I_2 = I_B. \quad (5.165)
\]
Solving Equations (5.164) and (5.165) gives
\[
I_1 = I_{D_1} + I_{D_4} = I_B/2 + KV_BV_i \quad (5.166)
\]
and
\[
I_2 = I_{D_2} + I_{D_3} = I_B/2 - KV_BV_i. \quad (5.167)
\]
The range of input voltages over which the transistors still operate in the saturation region can be determined by the next worst-case requirement,
\[
V_{GS_4} = V_{ICM} - V_i/2 - V_B - V_S \geq V_T. \quad (5.168)
\]
Substituting Equations (5.158) and (5.163) into Equation (5.166), we obtain
\[
(V_{ICM} - V_S - V_T)^2 - V_B(V_{ICM} - V_S - V_T) + (V_i^2 + 2V_B^2 - I_B/K)/4 = 0. \quad (5.169)
\]
This quadratic equation can be solved for \( V_{ICM} - V_S - V_T \). That is,
\[
V_{ICM} - V_S - V_T = \frac{V_B}{2} \pm \frac{1}{2} \sqrt{\frac{I_B}{K} - V_B^2 - V_i^2}, \quad (5.170)
\]
where \( I_B/K \geq V_B^2 + V_i^2 \). Because the condition set by Equation (5.168) can
only be met by the solution with the sign + between both terms, combining Equations (5.170) and (5.168) gives

\[ V_i^2 + V_B V_i + V_B^2 - \frac{I_B}{2K} \leq 0, \]  

(5.171)

or equivalently,

\[ |V_i| \leq - \frac{V_B}{2} + \sqrt{\frac{I_B}{2K} - \frac{3V_B^2}{4}}, \quad |V_B| \leq \sqrt{\frac{2I_B}{3K}}. \]  

(5.172)

Note that the other possible solution of Equation (5.171) provides a negative bound for the magnitude of the differential input voltage and is not suitable.

FIGURE 5.22
Circuit diagram of differential stages using floating voltage follower sources: (a) n-channel and (b) p-channel input transistors.

An alternative approach that can be adopted to increase the linearity range consists of using the differential stages shown in Figure 5.22 [11, 12]. Here, two floating dc voltage sources consisting of two transistors biased by a constant current are used to maintain constant the sum of the gate-source voltages associated with the differential transistor pair. One terminal of the input voltage is connected to the gate of the transistors \( T_1 \) and \( T_3 \), while the other is connected to the gate of transistors \( T_2 \) and \( T_4 \). The dc voltages available at the source-drain junctions of transistors \( T_3 \) and \( T_5 \), and \( T_4 \) and \( T_6 \), are applied to the sources of the input transistors \( T_2 \) and \( T_1 \), respectively.

Let us consider the differential stage with n-channel input transistors. Assuming that the transistors have the same threshold voltage and operate in the saturation region, we can write

\[ I_1 = K_1(V_{GS_1} - V_T)^2 \]  

(5.173)

\[ I_2 = K_2(V_{GS_2} - V_T)^2 \]  

(5.174)
and

\[ I_B = K_3 (V_{GS3} - V_T)^2 \]
\[ = K_4 (V_{GS4} - V_T)^2. \] (5.175)

Because \( V_{G1} = V_{G3} = V_i^+ \) and \( V_{G2} = V_{G4} = V_i^- \), it can be shown that

\[ V_{GS1} = V_{G1} - V_{S1} = V_i^+ - V_{S4} = V_i + \sqrt{\frac{I_B}{K_4}} + V_T \] (5.177)

and

\[ V_{GS2} = V_{G2} - V_{S2} = V_i^- - V_{S3} = -V_i + \sqrt{\frac{I_B}{K_3}} + V_T, \] (5.178)

where \( V_i = V_i^+ - V_i^- \). Hence,

\[ I_1 = K_1 \left( \sqrt{\frac{I_B}{K_4}} + V_i \right)^2 \] (5.179)

and

\[ I_2 = K_2 \left( \sqrt{\frac{I_B}{K_3}} - V_i \right)^2. \] (5.180)

With \( K_1 = K_2 \) and \( K_3 = K_4 \), the difference in the output currents can be computed as

\[ i = I_1 - I_2 = 4K_1 \sqrt{\frac{I_B}{K_3}} V_i. \] (5.181)

To maintain the input transistors in the saturation region, the currents \( I_1 \) and \( I_2 \) should not be equal to zero. That is,

\[ -\sqrt{\frac{I_B}{K_3}} < V_i < \sqrt{\frac{I_B}{K_3}}. \] (5.182)

This differential input stage structure is capable of a class AB operation and is suitable for low-voltage applications.

Another approach for the transconductor linearization consists of using two current-controlled floating dc voltage sources to keep constant the sum of gate-source voltages of input transistors, as illustrated in Figures 5.23(a) and (b) for \( n \)-channel and \( p \)-channel input transistors, respectively [13]. All transistors operate in the saturation region and it is assumed that the transistors with the same channel type are matched. Let us consider the structure of Figure 5.23(a). Applying Kirchhoff’s voltage law to both input loops gives

\[ V_i = V_{GS1} + V_{GS5} - (V_{GS7} + V_{GS4}) \] (5.183)
FIGURE 5.23
Circuit diagram of differential stages using current-controlled floating voltage sources: (a) n-channel and (b) p-channel input transistors.

FIGURE 5.24
I/V transfer characteristic of a differential stage using current-controlled floating voltage sources.

and

\[-V_i = V_{GS_2} + V_{GS_6} - (V_{GS_8} + V_{GS_3}),\]  \hspace{1cm} (5.184)

where

\[V_{GS_1} = \sqrt{\frac{I_1}{K_n}} + V_{Tn},\]  \hspace{1cm} (5.185)
\[ V_{GS_2} = \sqrt{\frac{I_2}{K_n}} + V_{T_n}, \quad (5.186) \]
\[ V_{GS_3} = V_{GS_4} = \sqrt{\frac{I_B}{K_n}} + V_{T_n}, \quad (5.187) \]
\[ V_{GS_5} = \sqrt{\frac{I_1}{K_p}} + V_{T_p}, \quad (5.188) \]
\[ V_{GS_6} = \sqrt{\frac{I_2}{K_p}} + V_{T_p}, \quad (5.189) \]

and
\[ V_{GS_7} = V_{GS_8} = \sqrt{\frac{I_B}{K_p}} + V_{T_p}. \quad (5.190) \]

To proceed further, it can be shown that
\[ V_i = \sqrt{\frac{I_1}{K_{eq}}} - V_B \quad (5.191) \]
and
\[ -V_i = \sqrt{\frac{I_2}{K_{eq}}} - V_B, \quad (5.192) \]
where
\[ V_B = \sqrt{\frac{I_B}{K_{eq}}} \quad (5.193) \]
and
\[ K_{eq} = \frac{K_nK_p}{(\sqrt{K_n} + \sqrt{K_p})^2}. \quad (5.194) \]

The currents \( I_1 \) and \( I_2 \) are, respectively, given by
\[ I_1 = K_{eq}(V_B + V_i)^2 \quad (5.195) \]
and
\[ I_2 = K_{eq}(V_B - V_i)^2. \quad (5.196) \]

The output current is then obtained as
\[ i = I_1 - I_2 = 4K_{eq}V_B V_i = 4\sqrt{K_{eq}}I_B V_i \quad (5.197) \]

As illustrated in Figure 5.24, the differential stage remains in the linear range provided the currents \( I_1 \) and \( I_2 \) are different from zero. From Equations (5.195) and (5.196), it can be deduced that
\[ -\sqrt{I_B/K_{eq}} < V_i < \sqrt{I_B/K_{eq}} \quad (5.198) \]
or equivalently,
\[-4I_B < i < 4I_B.\]  \hfill (5.199)

This differential stage design has the advantages of featuring a source node and a sink node for the output current.

### 5.3 Single-stage amplifier

The circuit diagram of a single-stage amplifier [14] is shown in Figure 5.25. The differential transistor pair, \( T_1 - T_2 \), converts the input voltage into currents, which are directed to the output stage by stacked current mirrors. The tail current of the input stage, the transconductance of which is assumed to be \( g_m \), is set by \( T_{15} - T_{16} \). Using Kirchhoff’s voltage law, we can obtain

\[
V_i^+ = V_{DD} - V_{SG5} - V_{SG3} - V_{DS1} + V_{GS1},
\]

\[
= V_{GS1} + V_{DS15} + V_{SS}.
\]  \hfill (5.200)

Assuming that the dc voltage applied to both amplifier inputs is \( V_{ICM} \), it can be shown that

\[
V_{DS1(sat)} + V_{DS16(sat)} + V_{Tn} + V_{SS} \leq V_{ICM} \leq V_{DD} - V_{SD2(sat)} - V_{SD3(sat)} + 2V_{Tp} + V_{Tn},
\]  \hfill (5.202)

where \( V_{ICM} \) denotes the input common-mode voltage. To maintain the transistors \( T_8, T_{10}, T_{12}, \) and \( T_{14} \) in the saturation region, the signal swing at the output node should be bounded as follows:

\[
V_{DS12(sat)} + V_{DS14(sat)} + V_{Tn} + V_{SS} \leq V_0 \leq V_{DD} - V_{SD10(sat)} - V_{SD3(sat)} + V_{Tp}.
\]  \hfill (5.203)

Note that the available output swing can be increased using high-swing cascode current mirrors, which are able to cancel the voltage threshold term.

Let \( a_i \) be the amplification factor provided by the load devices, \( T_3-T_6 \) and \( T_7-T_{10} \), and \( r_0 \) be the output resistance. The dc voltage gain of the amplifier can be written as

\[
A_0 = g_m a_i r_0,
\]  \hfill (5.204)

where \( g_m \) is the transconductance of each of the input transistor \( T_1 \) or \( T_2 \). Assuming that \( W_3/L_3 = W_5/L_5, \ W_4/L_4 = W_6/L_6, \ W_7/L_7 = W_9/L_9, \) and \( W_8/L_8 = W_{10}/L_{10} \), it can be shown that \( a_i = (W_6/L_6)/(W_5/L_5) = (W_{10}/L_{10})/(W_9/L_9) \). The amplifier is compensated by output capacitive loads. It can be modeled by a single-stage, small-signal equivalent circuit, provided that \( C_L \) is sufficiently large so that the pole associated to the output
node is dominant. The gain-bandwidth product, $GBW$, and slew rate, $SR$, are then given by

$$GBW = \frac{g_m a_i}{C_0} \simeq \frac{g_m a_i}{C_L}$$

(5.205)

and

$$SR = \frac{a_i I_B}{C_0} \simeq \frac{a_i I_B}{C_L},$$

(5.206)

where $I_B$ is the bias current applied to the input differential stage, $C_0$ is the total output capacitance, and $C_L$ denotes the external load capacitance connected to the output node.

5.4 Folded-cascode amplifier

An amplifier with a cascode configuration has the advantage of exhibiting a
higher bandwidth due to its improved isolation between the input and output nodes. Figure 5.26(a) shows the circuit diagram of a cascode amplifier, whose input stage is a common-source transistor driving a common-gate transistor loaded by a resistor. By replacing each transistor with its equivalent model, the small-signal circuit shown in Figure 5.26(b) can be derived. It is assumed that \( v_{gs2} = -v_{s2} \) and \( v_{bs2} = -v_{s2} \). Using Kirchhoff’s current law for the nodes 1 and 2, we may write

\[
g_m v_i + g_1 v_{s2} + (g_{m2} + g_{mb2}) v_{s2} + g_2 (v_{s2} - v_0) = 0, \tag{5.207}
\]

\[
-(g_{m2} + g_{mb2}) v_{s2} - g_2 (v_{s2} - v_0) + v_0/R_L = 0. \tag{5.208}
\]

Solving the system of Equations (5.207) and (5.208), we get

\[
A_v = \frac{v_0}{v_i} = \frac{-g_m (g_{m2} + g_{mb2} + g_2)}{(g_1 + g_2)/R_L + g_2 (g_1 + g_{m2} + g_{mb2})}. \tag{5.209}
\]

For the determination of the output resistance, the input voltage is set to zero and a voltage source is applied at the amplifier output node. The output node equation is

\[
i_0 = -(g_{m2} + g_{mb2}) v_{s2} + g_2 (v_0 - v_{s2}), \tag{5.210}
\]

where

\[
v_{s2} = i_0/g_1. \tag{5.211}
\]

It can then be shown that

\[
r_0 = \frac{v_0}{i_0} = 1/g_1 + 1/g_2 + (g_{m2} + g_{mb2})/g_1 g_2, \tag{5.212}
\]

where \( g_1 = g_{ds1} \) and \( g_2 = g_{ds2} \). The output resistance is derived as

\[
R_0 = r_0 \parallel R_L. \tag{5.213}
\]

When \( R_L \) is implemented by a passive resistor, it is much lower than \( r_0 \), so that \( R_0 \approx R_L \) and the voltage gain is reduced to \( A_v \approx -g_m R_L \). On the other hand, an active load is used for the implementation of \( R_L \) in the folded-cascode amplifier in order to meet the high gain specification.

The folded-cascode amplifier [15,16] schematic with a single-ended output is shown in Figure 5.27. The voltage-to-current converter based on transistors \( T_1 - T_2 \) is connected to an output stage with the folded-cascode configuration consisting of \( T_5 - T_{12} \). Using Kirchhoff’s voltage law, it can be found that

\[
V_i^- = V_{DD} - V_{DS6} - V_{DS7} + V_{GS1} \tag{5.214}
\]

\[
= V_{GS1} + V_{DS7} + V_{DS8} + V_{SS} \tag{5.215}
\]

and

\[
V_0^- = V_{DD} - V_{SD6} - V_{SD8} \tag{5.216}
\]

\[
= V_{DS10} + V_{DS12} + V_{SS}. \tag{5.217}
\]
To ensure normal operation of the amplifier, the transistors should be biased slightly above the saturation region. In the worst case, the input common-mode range is given by

\[
V_{DS1(\text{sat})} + V_{Tn} + V_{DS3(\text{sat})} + V_{DS4(\text{sat})} + V_{SS} \leq V_{ICM} \leq V_{DD} - V_{SD6(\text{sat})} + V_{Tn},
\]

where \( V_{ICM} \) is the dc voltage that can be applied to both inputs. To keep the transistors in the saturation region, the output voltage swing should be bounded as follows:

\[
V_{DS12(\text{sat})} + V_{DS10(\text{sat})} + V_{SS} \leq V_{0} \leq V_{DD} - V_{SD6(\text{sat})} - V_{SD8(\text{sat})}.
\]

The biasing circuit [6] consisting of transistors \( T_{B1} - T_{B11} \) should be designed to set the quiescent points of the amplifier transistors, such that they can operate in the saturation region. Note that the stability of transistor quiescent points may be affected by variations of the current \( I_B \) and fluctuations of the IC process.

**FIGURE 5.27**
Circuit diagram of a folded-cascode amplifier.

**FIGURE 5.28**
Equivalent circuit model of a folded-cascode amplifier.
The small-signal equivalent model of the folded-cascode amplifier is depicted in Figure 5.28. Applying Kirchhoff’s current law, the equations for the node 1, node 2, node x, node y, and output node can be written as

\[-g_{m1}V_i/2 + (G_{ms} + g_1 + sC_1)V_1 + g_8(V_1 - V_0) = 0, \tag{5.220}\]
\[g_{m2}V_i/2 + (g_2 + sC_2 + G_{m7})V_2 + g_7(V_2 - V_x) = 0, \tag{5.221}\]
\[-G_{m7}V_2 - g_7(V_2 - V_x) + (g_x + sC_x)V_x = 0, \tag{5.222}\]
\[g_{m12}V_x + (G_{m10} + g_y + sC_y)V_y + g_{10}(V_y - V_0) = 0, \tag{5.223}\]
and
\[-G_{m10}V_y - g_{10}(V_y - V_0) - G_{ms}V_1 - g_8(V_1 - V_0) + sC_0V_0 = 0, \tag{5.224}\]
respectively, where \(G_{m_k} = g_{m_k} + g_{mb_k}, \ (k = 7, 8, 10), \ g_1 = g_{ds_1} + g_{ds_8}, \ g_2 = g_{ds_2} + g_{ds_5}, \ g_x = g_{m11}, \ \text{and} \ g_y = g_{ds12}. \) Note that \(g_{m1} \text{ and } g_{ds_i} \) denote the transconductance and the drain-source conductance of the transistor \(T_i \) (\(l \) is an integer), respectively. For the determination of node capacitances, it can be assumed that the scaling factor of the capacitor \(C_{gd_{12}} \) provided by the Miller effect is approximately equal to unity due to the low amplification gain available at the source of the transistor \(T_{10}. \) Hence,

\[C_1 = C_{gd_1} + C_{db_1} + C_{gd_6} + C_{db_6} + C_{gs_8} + C_{sb_8}, \tag{5.225}\]
\[C_2 = C_{gd_2} + C_{db_2} + C_{gd_5} + C_{db_5} + C_{gs_7} + C_{sb_7}, \tag{5.226}\]
\[C_x = C_{gd_7} + C_{db_7} + C_{gd_9} + C_{db_9} + C_{gs_{11}} + C_{gd_{11}} + C_{gb_{11}} + C_{gs_{12}} + C_{gd_{12}} + C_{gb_{12}}, \tag{5.227}\]
\[C_y = C_{gs_{10}} + C_{sb_{10}} + C_{gd_{12}} + C_{db_{12}}, \tag{5.228}\]
and
\[C_0 = C_L + C_{gd_8} + C_{db_8} + C_{gd_{10}} + C_{db_{10}}. \tag{5.229}\]

Assuming that the transconductances are much greater than the conductances, the system of Equations (5.221–5.224) can be solved for a transfer function of the form

\[A(s) = \frac{V_0(s)}{V_i(s)} = A_0 \frac{(1 - s/\omega_{z_1})(1 - s/\omega_{z_2})}{(1 - s/\omega_{p_1})(1 - s/\omega_{p_2})(1 - s/\omega_{p_3})(1 - s/\omega_{p_4})}. \tag{5.230}\]

For practical component values, the first pole is dominant, that is, \(|\omega_{p_1}| \ll |\omega_{p_2}|, |\omega_{p_3}|, |\omega_{p_4}|. \) The amplifier transfer function can then be approximated as

\[A(s) \approx A_0 \frac{(1 - s/\omega_{z_1})(1 - s/\omega_{z_2})}{D(s)}, \tag{5.231}\]
where

\[
D(s) = 1 - \frac{s}{\omega_{p1}} + \frac{s^2}{\omega_{p1}^2} \left( \frac{1}{\omega_{p2}} + \frac{1}{\omega_{p3}} + \frac{1}{\omega_{p4}} \right) - \frac{s^3}{\omega_{p1}} \left( \frac{1}{\omega_{p2}\omega_{p3}} + \frac{1}{\omega_{p2}\omega_{p4}} + \frac{1}{\omega_{p3}\omega_{p4}} \right) + \frac{s^4}{\omega_{p1}\omega_{p2}\omega_{p3}\omega_{p4}}. 
\]

(5.232)

Assuming that the transistor \(T_1\) and \(T_2\) are matched, the small-signal dc gain of the amplifier is written as

\[
A_0 \simeq \frac{g_{m1}}{G_{ms}} \left( \frac{g_{ds1} + g_{ds6}}{G_{ms}} + \frac{g_{ds10}g_{ds12}}{G_{m10}} \right). 
\]

(5.233)

The poles of the transfer function are given by

\[
\omega_{p1} = -\left( \frac{(g_{ds1} + g_{ds6})g_{ds6}}{G_{ms}} + \frac{g_{ds10}g_{ds12}}{G_{m10}} \right) \frac{1}{C_0} = \frac{g_{m1}}{A_0 C_0}, 
\]

(5.234)

\[
\omega_{p2} = \frac{g_{m11}}{C_x}, 
\]

(5.235)

\[
\omega_{p3} = -\frac{G_{m10}}{C_y}, 
\]

(5.236)

and

\[
\omega_{p4} = -\frac{G_{ms}}{C_1}, 
\]

(5.237)

while for the zeros, we have

\[
\omega_{z1}, \omega_{z2} = -\frac{\omega_{p2} + \omega_{p3}}{2} \pm \sqrt{\frac{\omega_{p2}^2 + \omega_{p3}^2}{4} - \frac{3\omega_{p2}\omega_{p3}}{2}}. 
\]

(5.238)

Note that the dc gain is of the form, \(A_0 \simeq g_{m1}R_0\), where \(R_0\) is the output resistance. The frequency response shows that the folded-cascode amplifier has two left-half plane zeros, a dominant pole associated with the output node, and nondominant poles introduced by the current mirror, \(n\)-channel and \(p\)-channel cascode transistors.

The zeros, the second and third poles, which are closely located, form two doublets. Generally, pole-zero doublets have less influence on the frequency response, but can degrade the settling response. They should be located at frequencies greater than the unity-gain frequency of the amplifier in order to achieve the optimum settling time.
That is, the frequency behavior of the folded-cascode amplifier can be described by a two-pole system with the next transfer function

\[ A(s) = \frac{V_0(s)}{V_i(s)} \simeq A_0 \frac{1}{(1 - s/\omega_{p1})(1 - s/\omega_{p4})}. \]  

(5.239)

The phase margin can be obtained as

\[ \phi_M = 180^\circ - \angle A[j(GBW)] \]

\[ = 180^\circ - \arctan(GBW/\omega_{p1}) - \arctan(GBW/\omega_{p4}), \]

(5.240)

(5.241)

where \( GBW \) denotes the gain-bandwidth product or unity-gain frequency. Because \( GBW = A_0\omega_{p1} \) and the dc gain, \( A_0 \), is very high, the first arctan term tends to 90°. The expression of the phase margin then becomes

\[ \phi_M = 90^\circ - \arctan(GBW/\omega_{p4}). \]

(5.242)

In practice, the nondominant pole \( \omega_{p4} \) is located at a high frequency and the frequency response of the folded-cascode amplifier is primarily determined by the single dominant pole\(^1\). The frequency compensation, which should affect only the output node pole, is implemented by the load capacitor \( C_L \).

---

5.5 Fully differential amplifier architectures

Differential amplifier architectures offer many design advantages (e.g., improved dynamic range, availability of inverting and noninverting functions on the same structure).

5.5.1 Fully differential folded-cascode amplifier

Depending on the trade-off to be achieved between the gain and speed specifications in a given application, fully differential folded-cascode amplifiers can be designed using either a basic or gain-enhanced structure.

5.5.1.1 Basic structure

The single-stage amplifier with cascode structure [15, 17], as shown in Figure 5.29, can provide an acceptable gain without degrading the high-frequency performance in most applications. It consists of a differential input gain stage \((T_1 - T_4)\) followed by a cascode loading structure \((T_5 - T_{12})\). The common-mode feedback (CMF) circuit is used in order to constrain the common-mode

\(^1\)Assuming a dominant pole model for the amplifier, the gain-bandwidth product is approximately equal to the unity-gain or transition frequency.
(CM) output voltage to a desired dc operating point so that the output voltage swing can be maximized. Assuming that the transistors are biased to exhibit identical saturation voltages, the differential output swing is about \(2V_{\text{sup}} - 4V_{DS(\text{sat})} - 4V_{SD(\text{sat})}\), where \(V_{\text{sup}} = V_{DD} - V_{SS}\) represents the total supply voltage.

**FIGURE 5.29**
Fully differential folded-cascode amplifier.

**FIGURE 5.30**
Equivalent circuit model of the differential amplifier half circuit.

The small-signal equivalent circuit of the differential amplifier half circuit, as shown in Figure 5.30, is used for the frequency domain analysis. Because both circuit sections around the axis of symmetry are matched, the axis of symmetry can be considered the ac ground. For the node 1, node \(x\), and output node, the equations obtained using Kirchhoff’s current law can be written as

\[
g_{m1} V_i/2 + (g_1 + sC_1 + G_{m7})V_1 + g_7(V_1 + V_0/2) = 0, \quad (5.243)
\]

\[
G_{m9} V_x + g_9(V_x + V_0/2) + (g_{11} + sC_x)V_x = 0, \quad (5.244)
\]

and

\[
G_{m7} V_1 + g_7(V_1 + V_0/2) + G_{m9} V_x + g_9(V_x + V_0/2) + sC_0 V_0/2 = 0, \quad (5.245)
\]
FIGURE 5.31
(a) Magnitude and (b) phase response (output $v_0^-$) of a folded-cascode amplifier.

respectively, where $G_{mk} = g_{mk} + g_{mbk}$, $(k = 7, 9)$, $g_1 = g_{dss} + g_{dsx}$, $g_7 = g_{dsh}$, $g_9 = g_{dss}$, and $g_{11} = g_{dsx}$. Solving the system of Equations (5.243)–(5.245), the transfer function of the amplifier can be derived in the form

$$A(s) = \frac{V_0(s)}{V_i(s)} = A_0 \frac{1 - s/\omega_{z_1}}{(1 - s/\omega_{p_1})(1 - s/\omega_{p_2})(1 - s/\omega_{p_3})},$$

(5.246)

where $\omega_{z_1}$ represents the frequency of the zero $z_1$, and $\omega_{p_1}$, $\omega_{p_2}$, and $\omega_{p_3}$ are the frequencies of the poles $p_1$, $p_2$, and $p_3$, respectively. Generally, the amplifier is designed to feature the behavior of a dominant pole system, whose poles are widely spaced, that is, $|\omega_{p_1}| \ll |\omega_{p_2}|$, $|\omega_{p_3}|$ and $|\omega_{p_2}| \ll |\omega_{p_3}|$. Hence,

$$A(s) \approx \frac{V_0(s)}{V_i(s)} \simeq A_0 \frac{1 - s/\omega_{z_1}}{1 - s/\omega_{p_1} + s^2/\omega_{p_1}\omega_{p_2} - s^3/\omega_{p_1}\omega_{p_2}\omega_{p_3}}.$$

(5.247)

Assuming that the transconductances are much higher than the conductances, we arrive at

$$A_0 \approx \frac{g_{m1}}{(g_{dss} + g_{dsx})g_{dsh} + g_{dsh}g_{dsx}} \frac{G_{m7}}{G_{m9}}.$$

(5.248)

As the zero and third pole, which are located at about $-G_{m9}/C_x$, cancel each other out, the amplifier transfer function is reduced to the one of a second-
order system, whose poles are given by

\[ \omega_{p1} = -g_{m1}/A_0C_0 \]  

(5.249) 

and

\[ \omega_{p2} = -G_{m7}/C_1, \]  

(5.250) 

where \( C_0 = C_L + C_{gd7} + C_{db7} + C_{gd6} + C_{db6} + C'_i, \) \( C_1 = C_{gd1} + C_{db1} + C_{gd5} + C_{db5} + C_{gs7} + C_{sb7}, \) and \( C'_i \) is the input capacitance of the CMF circuit. The compensation of the folded-cascode amplifier is achieved by the load capacitor \( C_L \) (see Figure 5.29), which primarily determines the frequency location of the dominant pole. In this case, the gain-bandwidth product, \( \omega_{GBW} \), can be expressed as

\[ \omega_{GBW} \simeq g_{m1}/C_L . \]  

(5.251) 

The slew rate is given by

\[ SR \simeq I_B/C_L , \]  

(5.252) 

where \( I_B \) is the bias current of the differential input stage. But, due to the amplifier stability condition, which imposes that all nondominant poles occur at frequencies past the unity-gain bandwidth frequency, the amplifier speed is limited by the position of the first nondominant pole. This pole comes from the \( G_{m7}/C_1 \) time constant of the cascode transistor (here \( T_7 \)) and is specified by a pole frequency approximately at the transition frequency of this transistor. Note that the capacitor \( C_1 \) represents the total capacitive load at the source of the related transistor (or node 1). Of practical importance is the parameter \( K \), expressed as

\[ K = \tan(\phi_M) \simeq \omega_{p2}/\omega_{GBW} , \]  

(5.253) 

where \( \omega_{p2} \) characterizes the first nondominant pole of the amplifier. The phase margin \( \phi_M \) is commonly used for the definition of the stability. It should be noted that the minimum settling time at 0.1% is obtained for a value of \( \phi_M \) around 76°.

Frequency responses of the fully differential amplifier are shown in Figures 5.31(a) and (b), where a phase difference of 180° exists between the two output voltages \( v^+ \) and \( v^- \). For these plots, \( V_{DD} = 3.3 \) V, \( V_{SS} = 0 \), \( C_L = 0.75 \) pF, and a common-mode dc voltage of 1.5 V was added to the input voltages.

5.5.1.2 Gain-enhanced structure

Typically, amplifiers should exhibit a high open-loop gain and a high bandwidth to minimize errors in the output voltage. The high gain requirement can be met by cascading gain stages, the number of which is limited by the need for frequency compensation to enable stable feedback. The gain enhancement technique can also be implemented by inserting each cascode transistor in an amplifier feedback path to increase the overall output resistance.
FIGURE 5.32
(a) Circuit diagram and (b) small-signal equivalent model of a gain-enhanced cascode amplifier.

The circuit diagram of a gain-enhanced cascode amplifier is shown in Figure 5.32(a). The feedback amplifier has a voltage gain, $A$, and $V_B$ is a constant voltage. A small-signal equivalent model for this amplifier is illustrated in Figure 5.32(b), where $v_{gs2} = v_{xy}$ and $v_{bs2} = -v_{ds1} = -v_y$. Applying Kirchhoff's current law at the nodes 1 and 2 gives

$$g_m_1 v_i + g_1 v_y - g_{m_2} v_{xy} + g_{m_2} v_y + g_2 (v_y - v_0) = 0,$$

$$g_{m_2} v_{xy} - g_{m_2} v_y - g_2 (v_y - v_0) + v_0/R_L = 0,$$

where

$$v_{xy} = v_x - v_y = -(A + 1)v_y.$$  \hspace{1cm} (5.256)

Combining Equations (5.254) and (5.255), the voltage gain is obtained as

$$A_v = \frac{v_0}{v_i} = \frac{-g_m_1 [(1 + A)g_{m_2} + g_{m_2} + g_2]}{[(1 + A)g_{m_2} + g_{m_2} + g_1 + g_2]/R_L + g_1 g_2}.$$  \hspace{1cm} (5.257)

To find the output resistance, a test generator is connected to the amplifier output and the input node is short-circuited to ground. For the transistor $T_1$, $g_{m_1} v_i = 0$. The output node current equation can be written as

$$i_0 = g_{m_2} v_{xy} - g_{m_2} v_y + g_2 (v_0 - v_y),$$

where

$$v_y = i_0/g_1.$$  \hspace{1cm} (5.259)

By solving Equations (5.258) and (5.259), we get

$$r_0 = \frac{v_0}{i_0} = 1/g_1 + 1/g_2 + [(1 + A)g_{m_2} + g_{m_2}]/g_1 g_2.$$  \hspace{1cm} (5.260)

Therefore, the overall output resistance is given by

$$R_0 = r_0 || R_L.$$  \hspace{1cm} (5.261)
Provided the resistance $R_L$ is sufficiently high, the output resistance is enhanced by a factor on the order of the gain of the feedback amplifier or auxiliary amplifier. This principle can be exploited to meet the high gain and fast settling requirements in the design of amplifiers.

![Diagram](image)

**FIGURE 5.33**
Fully differential folded-cascode amplifier with gain enhancement.

![Diagram](image)

**FIGURE 5.34**
(a) Differential gain enhancement amplifier 1 and (b) its complementary version for the gain enhancement amplifier 2.

A single-stage amplifier based on an active cascode output stage is shown in Figure 5.33. The feedback created around the output transistors helps increase the output impedance of the main amplifier. As a result, its gain is enhanced without altering the bandwidth due to the scaling effect provided by the auxiliary amplifier gain [18–20]. The resulting dc gain, $A_0$, of the active
CMOS Amplifiers

The cascode amplifier is given approximately by

$$A_0 \approx A'_0(1 + A''_0),$$

(5.262)

where $A'_0$ denotes the dc gain of the main amplifier and $A''_0$ is the dc gain of the auxiliary amplifier. The auxiliary amplifiers, as shown in Figure 5.34, are fully differential and use a single transistor CMF circuit. In this way, only two auxiliary amplifiers are required, resulting in a reduction in area and power consumption in comparison with an architecture based on four single-ended auxiliary amplifiers. To provide a high open-loop gain, the output stage of the auxiliary amplifier must be implemented using transistors with minimum channel length.

![Small-signal equivalent model of the gain-enhanced cascode amplifier with parasitic and output capacitors.](image)

**FIGURE 5.35**
Small-signal equivalent model of the gain-enhanced cascode amplifier with parasitic and output capacitors.

![Bode plot of the amplifier gain magnitude in open-loop configuration; (b) amplifier step response.](image)

**FIGURE 5.36**
(a) Bode plot of the amplifier gain magnitude in open-loop configuration; (b) amplifier step response.

In order to analyze the high-frequency response of the gain-enhanced amplifier, the effects of parasitic and output capacitors are taken into account in the amplifier of Figure 5.32(a) to derive the small-signal equivalent model depicted in Figure 5.35, where $C_L$ is the output load capacitor, $C_{p1}$ and $C_{p2}$ represent all parasitic capacitors seen at the output nodes of transistors $T_1$ and $T_2$, respectively. An intuitive analysis can show that the behavior of the
gain-enhanced amplifier is determined by the first three poles and the first zero [20–22]. Figure 5.36(a) shows the Bode plot of the gain-enhanced amplifier gain. The first pole, which is located at the lowest frequency and is well separated from the second and third poles, is dominant. Its frequency is on the order of \( g_1 g_2 / A''_{0} g_{m1} g_{m2} C_L \) and is related to the gain-bandwidth product. When the closely spaced pole and zero (or doublet) characterized by \( \omega_{p2} \) and \( \omega_{z1} \) are located near the unity-gain frequency of the auxiliary amplifier, the settling time is increased due to slow components associated with a multi-pole system [23]. Because this is achieved even though the 60° phase margin criterion for the amplifier stability is met, a closed-loop configuration should be considered for the requirement specification to ensure a fast settling response similar to the one of an amplifier with a single dominant pole. In Figure 5.36(b), the settling responses to a voltage step input are shown as a function of time. Note that each small-signal settling time, \( t_{s_j} (j = 1, 2, 3) \), is defined as the minimum time required for the amplifier output voltage to settle to within an error tolerance, \( \epsilon \), of its final steady-state value.

For high-speed applications, the amplifier settling time should be optimized. It can be related to the characteristics of the closed-loop frequency response. For instance, an increase of the 3-dB bandwidth leads to a reduction in the settling time, while any oscillation or ringing in the closed-loop response may increase the settling time. By including the gain-enhanced amplifier in a closed loop with a constant feedback factor \( \beta \), the closed-loop gain is given by

\[
A_{CL}(s) = \frac{V_0(s)}{V_i(s)} = \frac{A(s)}{1 + \beta A(s)},
\]

where \( A(s) \) is the open-loop gain of the amplifier. With the assumption that the unity-gain frequency, \( \omega''_u \), of the auxiliary amplifier is greater than the first pole frequency, \( \omega'_{p1} \), of the main amplifier and is lower than the unity-gain frequency, \( \omega''_u \), of the main amplifier, that is,

\[
\omega'_{p1} < \omega''_u < \omega''_u,
\]

the first pole of the gain-boosted amplifier is moved at a lower frequency than...
the remaining poles and zero and can then be considered dominant. Hence, the transfer function of the gain-boosted amplifier is approximately given by

\[ A(s) \approx \frac{A_0}{1 + s/\omega_{p1}}. \] (5.265)

This implies that the dominant-pole frequency response is obtained by designing the auxiliary amplifier to be slower than the main amplifier. Note that the gain-boosted amplifier and the main amplifier exhibit the same unity-gain frequency. Combining Equations (5.265) and (5.263) gives

\[ A_{CL}(s) \approx \frac{A_0/(1 + \beta A_0)}{1 + s/\omega_{p1}(1 + \beta A_0)}. \] (5.266)

In the feedback configuration, the first pole is moved at the frequency \( \omega_{p1}(1 + \beta A_0) \), which can be approximated by \( \beta A_0 \omega_{p1} \), or equivalently, \( \beta \omega_u \), where \( \omega_u \) is the unity-gain frequency.

To reduce the effect of slow-settling components on the transient response, the pole-zero doublet should be moved to higher frequency. This can be achieved by keeping the unity-gain frequency, \( \omega_u'' \), of the auxiliary amplifier greater than \( \beta \omega_u \). On the other hand, the stability requirement is met provided \( \omega_u'' \) remains lower than the second-pole frequency, \( \omega_{p2}' \), of the main amplifier. Therefore,

\[ \beta \omega_u < \omega_u'' < \omega_{p2}'. \] (5.267)

This is satisfied in practical implementations, where the load or compensation capacitor of the auxiliary amplifier is generally chosen to be much smaller than the one of the main amplifier. By increasing \( \omega_u'' \), while satisfying the condition defined by Equation (5.267), the pole-zero doublet is pushed to higher frequencies until it merges with the third pole to generate a complex-conjugate pole pair and a real zero. Because the real part of this complex-conjugate pole pair determines the decrease rate in the output response, its optimum value can be found by further increasing \( \omega_u'' \) to obtain a fast settling response. As a result, the phase margin of the auxiliary amplifier can be greater than 60°. Figure 5.37 shows the pole-zero locations of the nonoptimized and optimized gain-enhanced amplifiers.

### 5.5.2 Telescopic amplifier

The circuit diagram of a telescopic amplifier is depicted in Figure 5.38. A common-mode feedback stage sets the bias voltage \( V_{CM} \). The different bias currents are derived from a master current source using mirrors. An internal bias circuit is adopted for transistors \( T_3 - T_4 \). The proper common-mode rejection is obtained by maintaining at least a voltage of \( V_{DS(sat)} \) on \( T_1 - T_2 \), \( T_7 - T_8 \), and \( T_9 \). From the amplifier circuit, we can obtain the following
FIGURE 5.38
Circuit diagram of a telescopic amplifier.

FIGURE 5.39
Equivalent circuit model of the telescopic amplifier.

relations:

\[ V_{i}^{+} = V_{DD} - V_{SD7} - V_{SD5} - V_{DS3} - V_{DS1} + V_{GS1} \]
\[ = V_{GS1} + V_{DS9} + V_{SS} . \]  

(5.268)  
(5.269)

Due to the amplifier symmetry, the transistors \( T_{1} \) and \( T_{2}, T_{3} \) and \( T_{4}, T_{5} \) and \( T_{6}, T_{7} \) and \( T_{8} \) are matched. Assuming that both input nodes are connected to the same dc voltage \( V_{ICM} \), it can be shown that

\[ V_{DS3(sat)} + V_{DS9(sat)} + V_{Tn} + V_{SS} \]
\[ \leq V_{ICM} \leq V_{DD} - V_{SD7(sat)} - V_{SD5(sat)} - V_{DS3(sat)} + V_{Tn} . \]

(5.270)

On the other hand, the expression of \( V_{0}^{-} \) can be written as

\[ V_{0}^{-} = V_{DD} - V_{SD7} - V_{SD5} \]
\[ = V_{DS3} + V_{DS1} + V_{DS9} + V_{SS} . \]

(5.271)  
(5.272)

To maintain the transistors in the saturation region, the voltage swing at the inverting output node should be of the form

\[ V_{DS3(sat)} + V_{DS1(sat)} + V_{DS9(sat)} + V_{SS} \leq V_{0}^{-} \leq V_{DD} - V_{SD7(sat)} - V_{SD5(sat)} . \]

(5.273)
Similar equations can be derived for the voltage swing, \( V_0^+ \), at the noninverting output node. To proceed further, we exploit the fact that the voltage \( V_0^- \) can also be expressed as

\[
V_0^- = V_{DS3} + V_{DS1} - V_{GS1} + V_i^+ .
\]  

(5.274)

For a given input common-mode voltage, \( V_{ICM} \), the transistors \( T_1 \) and \( T_3 \) should be biased slightly above the saturation region to optimize the output swing. That is,

\[
V_0^- \leq V_{ICM} + V_{DS3(sat)} - V_{Tn} .
\]  

(5.275)

Therefore, we can conclude that the maximum output voltage is dependent on the input common-mode voltage, whose variations may cause a premature clipping of the output voltage.

The telescopic amplifier, whose number of current paths between the supply voltages is two in comparison to four in the folded-cascode architecture, should consume the smaller static power. It can provide the superior speed but features the smaller differential output swing of about

\[
2\left[ V_{sup} - (3V_{DS(sat)} + 2V_{SD(sat)}) \right],
\]

where \( V_{sup} = V_{DD} - V_{SS} \) and the transistors of the same type are assumed to operate with identical saturation voltages.

The equivalent circuit model of the telescopic amplifier is depicted in Figure 5.39. Based on a dominant-pole model, the frequency response of the amplifier is primarily determined by the dc gain, the first and the second pole frequencies. Because the parasitic and output capacitors act like open circuits at dc, the dc gain is given by

\[
A_0 = v_0/v_i \simeq -g_{m1}(r_{01} || r_{0x}),
\]  

(5.276)

where

\[
r_{01} = -\left. \frac{v_0}{2i_{01}} \right|_{v_i=0} = \frac{1}{g_1} + \frac{1}{g_3} \left( 1 + \frac{G_{m3}}{g_1} \right)
\]  

(5.277)

and

\[
r_{0x} = -\left. \frac{v_0}{2i_{0x}} \right|_{v_i=0} = \frac{1}{g_7} + \frac{1}{g_5} \left( 1 + \frac{G_{m5}}{g_5} \right).
\]  

(5.278)

The first pole of the amplifier transfer function can be obtained as

\[
\omega_{p1} = -g_{m1}/A_0C_0 ,
\]  

(5.279)

where \( C_0 = C_L + C_{gd3} + C_{db3} + C_{gd5} + C_{db5} + C'_i \). Here, \( C_0 \) is the total load capacitance at the output node, \( C_L \) denotes the external load capacitance connected to the output node, and \( C'_i \) represents the input capacitance of the CMF circuit. The second pole of the amplifier is due to the parasitic capacitance at the source of the \( n \)-channel cascode transistor, \( T_3 \) or \( T_4 \), and is of the form

\[
\omega_{p2} \simeq -G_{m3}/C_1 ,
\]  

(5.280)
where $C_1 = C_{gd1} + C_{db1} + C_{gs3} + C_{sb3}$ and $G_{m3} = g_{m3} + g_{mb3}$. The slew rate is given by

$$SR \simeq \frac{I_{D0}}{C_L},$$

(5.281)

where $I_{D0} = I_B$, and $I_B$ is the bias current.

Note that the gain-boosting technique can also be used with the transistors $T_3 - T_4$ and $T_5 - T_6$, to further increase the achievable amplification gain.

5.5.3 Common-mode feedback circuits

In fully differential amplifiers, a common-mode circuit is used to control the common-mode voltage level and cancel the undesirable common-mode components of signals. Figure 5.40 shows the block diagram of a differential amplifier. The amplification is achieved by a fully differential stage. The common-mode circuit includes a common-mode level detector and a sense amplifier. Due to the negative feedback loop including the common-mode circuit, the output common-mode voltage is forced to be equal to $V_{0CM}$ in the steady state. In the case where $V_{0CM} = (V_0^+ + V_0^-)/2$, the amplifier should exhibit a large and symmetric output dynamic range. To meet the stability requirement, all poles introduced in the common-mode loop should be well above the ones of the differential loop.

5.5.3.1 Continuous-time common-mode feedback circuit

A continuous-time common-mode feedback circuit can be realized as shown in Figure 5.41(a) [24]. The CM detection is performed by an RC network with two equal-valued resistors and capacitors. The role of the capacitors is to stabilize the common-mode feedback loop. Using the principle of superposition and voltage division, we obtain

$$V'_{0CM} = \frac{V_0^+ + V_0^-}{2}.$$  (5.282)

The voltages $V'_{0CM}$ and $V_{0CM}$ are applied at the inputs of a sense amplifier and the CM error detection and amplification are accomplished by the differential...
pairs consisting of $T_1 - T_2$. The CM level can be held at a reference potential by increasing or decreasing $V_{CM}$, which is assumed to be connected to a high resistance node. The implementation of the CMF loop then allows the voltage $V_{CM}$ to be adjusted until $V_{0CM} = V'_{0CM}$. The gain of the CMF circuit should not be excessively high to eliminate any undesirable waveform oscillation at the amplifier output.

Because the resistors used in the CMF circuit can severely degrade the resulting dc gain of the differential amplifier, a source follower, as shown in Figure 5.41(b), is often inserted between each of the $V^+_0$ and $V^-_0$ terminals and the corresponding node of the RC network. But, source followers can limit the signal swing and increase the noise level. It should also be noted that the use of resistors with high value is limited by the required large silicon area.

Another structure of the common-mode feedback circuit is shown in Figure 5.42 [15, 25]. The input transistors ($T_1 - T_4$) are assumed to operate in the saturation region. Ideally, they have to sense and amplify only the common-mode signal. Through the use of a feedback between the CMF circuit and the
amplifier, the CM voltage and $V_{0CM}$ are made equal. This is done by applying the CMF circuit output voltage, $V_{CM}$, to a suitable internal node of the amplifier. Let the current $I_{CM}$ be expressed as

$$I_{CM} = I_{D_2} + I_{D_3}. \quad (5.283)$$

Because each of the transistor pairs $T_1$ and $T_2$, and $T_3$ and $T_4$, operate as a differential stage biased by the tail current $I_B$, it can be found that the drain currents of $T_2$ and $T_3$ are respectively given by

$$I_{D_2} = \frac{I_B}{2} - \sqrt{2KT_B} \frac{V_0^+ - V_{0CM}}{2} \sqrt{1 - \frac{(V_0^+ - V_{0CM})^2}{2I_B/K}} \quad (5.284)$$

and

$$I_{D_3} = \frac{I_B}{2} - \sqrt{2KT_B} \frac{V_0^- - V_{0CM}}{2} \sqrt{1 - \frac{(V_0^- - V_{0CM})^2}{2I_B/K}}. \quad (5.285)$$

Assuming that

$$V_0^+ = V_{0CM} + \frac{V_0}{2}, \quad (5.286)$$

$$V_0^- = V_{0CM} - \frac{V_0}{2}, \quad (5.287)$$

and

$$|V_{0CM} - V_{0CM}| \ll |V_0|, \quad (5.288)$$

we can obtain

$$I_{CM} \approx I_B - \sqrt{2KT_B} \frac{V_{0CM}' - V_{0CM}}{2} \sqrt{1 - \frac{(\frac{V_0}{2})^2}{2I_B/K}}. \quad (5.289)$$

For the normal operation, it is required to have $V_{0CM}' = V_{0CM}$. As a result, the current $I_{CM}$ becomes equal to $I_B$, which is identical to the constant tail current of the input differential stage of the amplifier requiring the CMF circuit.

The aforementioned CMF circuit has the advantage of exhibiting a high input impedance, which can be useful in the design of operational transconductance amplifiers with a reduced sensitivity to the loading effect.

For differential amplifiers based on transistors operating in triode region, the CMF circuit can be designed as shown in Figure 5.43(a) [26,27]. Here, the transistors $T_1$–$T_4$ operate in the triode region, while the remaining transistors are biased in the saturation region. The control current $I_{CM}$ is generated by comparing the currents $I_{0CM}'$ and $I_{0CM}$, which are related to the output CM voltage, $V_{0CM}'$, and the reference CM voltage, $V_{0CM}$, respectively. We can write

$$I_{CM} = I_{0CM}' - I_{0CM}, \quad (5.290)$$
FIGURE 5.43
Circuit diagram of a CMF using two differential transistor pairs operating in the triode region: (a) Voltage output, (b) current output.

where

\[ I_{0}^{\prime} = I_{D1} + I_{D2} \]  \hspace{1cm} (5.291)

and

\[ I_{0}^{CM} = I_{D3} + I_{D4} \]  \hspace{1cm} (5.292)

Assuming that the transistors \( T_1 - T_4 \) are matched and the same voltage is maintained at the source of \( T_5 \) and \( T_6 \), we have

\[ I_{D1} = K[2(V_{0}^{\prime} + V_0/2 - V_T)VD - V_D^2], \]  \hspace{1cm} (5.293)

\[ I_{D2} = K[2(V_{0}^{\prime} - V_0/2 - V_T)VD - V_D^2], \]  \hspace{1cm} (5.294)

and

\[ I_{D3} = I_{D4} = K[2(V_{0}^{CM} - V_T)VD - V_D^2], \]  \hspace{1cm} (5.295)

where \( V_D = V_{DS1} = V_{DS2} = V_{DS3} = V_{DS4} \). Hence,

\[ I_{CM} = 4K(V_{0}^{\prime} - V_{0}^{CM}). \]  \hspace{1cm} (5.296)

The variations of \( I_{CM} \) are exploited to adjust the CM level. When \( I_{0}^{\prime} = I_{0}^{CM} \), the voltage \( V_{0}^{CM} \) is reduced to

\[ V_{0}^{CM} = \frac{V_0^+ + V_0^-}{2}. \]  \hspace{1cm} (5.297)

In the case where the CM control signal should be applied to a high resistance node, a modified version of the CMF circuit, as shown in Figure 5.43(b) [28], may be suitable. The transistors \( T_1 - T_6 \) are assumed to be identical. Let the drain current of transistors \( T_1 \) and \( T_2 \), which operate in the triode region, be given by

\[ I_{D1} = K[2(V_{0}^{\prime} + V_0/2 - V_T)VD - V_D^2] \]  \hspace{1cm} (5.298)

and

\[ I_{D2} = K[2(V_{0}^{\prime} - V_0/2 - V_T)VD - V_D^2], \]  \hspace{1cm} (5.299)
where \( V_D = V_{DS1} = V_{DS2} \). The current \( I_{CM} \) is of the form

\[
I_{CM} = I_{D1} + I_{D2} = 2K[2(V'_{0CM} - V_T)V_D - V_D^2].
\]  

(5.300)

On the other hand, the voltage equation of the loop including \( T_1, T_5, T_6 \), and \( T_2 \) can be written as

\[
V_{DS1} + V_{GS5} = V_{DS3} + V_{GS6}.
\]  

(5.301)

Because the currents flowing through \( T_5 \) and \( T_6 \) are almost equal, it can be assumed that \( V_{GS5} \approx V_{GS6} \) and \( V_{DS1} \approx V_{DS3} \). The transistors \( T_3 \) and \( T_4 \) operate in the triode region, and their drain currents are given by

\[
I_{D3} = I_{D4} = K[2(V_{0CM} - V_T)V_D - V_D^2] = I_B,
\]  

(5.302)

where \( V_D = V_{DS3} = V_{DS4} \). Taking into account the fact that the triode region is characterized by \( 0 < V_D < V_GS - V_T \), or equivalently \( 0 < V_D < V_{0CM} - V_T \), the second-order equation (5.302) can be solved for \( V_D \). Therefore,

\[
V_D = V_{0CM} - V_T - \sqrt{(V_{0CM} - V_T)^2 - I_B/K},
\]  

(5.303)

where \( (V_{0CM} - V_T)^2 - I_B/K \geq 0 \). Substituting Equation (5.303) into (5.300) gives

\[
I_{CM} = 2K[2(V'_{0CM} - V_{0CM})(V_{0CM} - V_T - \sqrt{(V_{0CM} - V_T)^2 - I_B/K}) + I_B/K].
\]  

(5.304)

When \( V'_{0CM} = V_{0CM} \), the current \( I_{CM} \) is reduced to \( 2I_B \). The variations in \( I_{CM} \) take place around \( 2I_B \), depending on the difference \( V'_{0CM} - V_{0CM} \).

The drawbacks of this approach are essentially due to the fact that the input transistors are required to operate in the triode region, instead of the saturation region. As a consequence, the amplifier output swing and the small-signal gain of the CMF circuit can be reduced.

### 5.5.3.2 Switched-capacitor common-mode feedback circuit

**FIGURE 5.44**

Circuit diagram of a switched-capacitor CMF circuit.
Switched-capacitor (SC) common-mode feedback (CMF) circuits have several advantages over continuous-time counterparts, including improved output range and linearity, low power dissipation and silicon area. The circuit diagram and clock waveforms of an SC CMF circuit are shown in Figure 5.44 [29].

Capacitors $C_F$ establish an ac feedback path between the amplifier output and CM nodes. To set the dc level of the CM voltage, the capacitors $C_S$ are charged to the difference between the bias voltage, $V_B$, and the desired CM voltage, $V_{0CM}$, during the first phase, $\phi_1$, and then connected across the capacitors $C_F$ during the clock phase $\phi_2$. Because both terminals of the capacitors $C_S$ are periodically switched, a nonoverlapping two-phase clock signal is required to control the switches so as to minimize errors due to charge injection and clock feedthrough. The detection of the actual output CM level is performed using the ac voltage divider composed of capacitors $C_F$ to determine the average of both amplifier outputs, which is periodically compared to the desired CM output voltage available across the switched capacitors $C_S$. The CM control voltage supplied to the amplifier is then adjusted based on the difference between the actual and desired CM output voltages. When the steady state is reached, there is no longer a charge transfer between the capacitors $C_F$ and $C_S$. Ideally, the difference between the amplifier output CM voltage and the CM control voltage should then be equal to the difference between the desired CM voltage and the bias voltage.

With reference to the fully differential amplifier depicted in Figure 5.45(a), the equivalent model of the common-mode feedback loop [30] can be derived as shown in Figure 5.45(b). During the clock phase, $\phi_2$, or say, for $(n-1/2)T < t \leq nT$, where $T$ is the clock signal period, the equation for the
charge conservation at the \( v_{CM} \) node is of the form

\[
C_S(V_B - 0_{0CM}) + C_{p1} V_B \\
+ C_F[v_{CM}(n - 1/2) - v_{0cm}(n - 1/2)] + C_{p2} v_{CM}(n - 1/2) = (C_{p1} + C_{p2}) v_{CM}(n) + (C_S + C_F) [v_{CM}(n) - v_{0cm}(n)],
\]

where \( v_{0cm} = (v_0^+ + v_0^-)/2 \), and \( C_{p1} \) and \( C_{p2} \) are parasitic capacitances. When the clock phase \( \phi_1 \) is high, that is, for \( (n - 1)T \leq t < (n - 1/2)T \), we have

\[
v_{CM}(n - 1/2) = v_{CM}(n - 1)
\]

and

\[
v_{0cm}(n - 1/2) = v_{0cm}(n - 1).
\]

Combining Equations (5.307), (5.306), and (5.305) gives

\[
C_S(V_B - 0_{0CM}) + C_{p1} V_B \\
+ C_F[v_{CM}(n - 1) - v_{0cm}(n - 1)] + C_{p2} v_{CM}(n - 1) = (C_{p1} + C_{p2}) v_{CM}(n) + (C_S + C_F) [v_{CM}(n) - v_{0cm}(n)].
\]

Because \( v_{CM} = V_{CM} + v_{cm} \), it can be deduced that

\[
v_{0cm}(n) = -a_{cm} v_{cm}(n) = a_{cm}(V_{CM} - v_{CM}),
\]

where \( V_{CM} \) and \( v_{cm} \) denote the dc and ac components of the CM control voltage, respectively. The system of Equations (5.308) and (5.309) can be solved for \( v_{CM} \) and \( v_{0cm}' \). Hence,

\[
v_{CM}(n) = rv_{CM}(n - 1) + p
\]

and

\[
v_{0cm}'(n) = rv_{0cm}'(n - 1) + q.
\]

where

\[
r = \frac{(1 + a_{cm})C_F + C_{p2}}{(1 + a_{cm})(C_S + C_F) + C_{p1} + C_{p2}},
\]

\[
p = \frac{C_S v_{cm} V_{CM} - 0_{0CM}}{(1 + a_{cm})(C_S + C_F) + C_{p1} + C_{p2}},
\]

and

\[
q = a_{cm}[(1 - r)V_{CM} - p].
\]

Using the iterative method, the solutions of the first-order linear autonomous difference equation, (5.310), can be computed as,

\[
v_{CM}(n) = p \sum_{k=0}^{n-1} r^k + r^n v_{CM}(0) = p \left( \frac{1 - r^n}{1 - r} \right) + r^n v_{CM}(0),
\]
where \( r \neq 1 \). Similarly, for Equation (5.311), it can be shown that

\[
v_{0CM}(n) = q \left( \frac{1 - r^n}{1 - r} \right) + r^n v_{0CM}^\prime(0). \tag{5.317}
\]

The sequences \( v_{CM}(n) \) and \( v_{0CM}^\prime(n) \) can then be expressed as

\[
v_{CM}(n) = \bar{v}_{CM} + r^n[v_{CM}(0) - \bar{v}_{CM}] \tag{5.318}
\]

and

\[
v_{0CM}^\prime(n) = \bar{v}_{0CM} + r^n[v_{0CM}^\prime(0) - \bar{v}_{0CM}], \tag{5.319}
\]

where \( v_{CM}(0) \) and \( v_{0CM}^\prime(0) \) represent initial values, and the steady-state values are given by

\[
\bar{v}_{CM} = \lim_{n \to \infty} v_{CM}(n) = \frac{p}{1 - r} = \frac{V_{CM} + \left[ \left(1 + \frac{C_{p1}}{C_S}\right)V_B - V_{0CM} \right]}{1 + \left(1 + \frac{C_{p1}}{C_S}\right) \frac{1}{a_{cm}}} \tag{5.320}
\]

and

\[
\bar{v}_{0CM} = \lim_{n \to \infty} v_{0CM}^\prime(n) = \frac{q}{1 - r} = \frac{V_{0CM} + \left(1 + \frac{C_{p1}}{C_S}\right)(V_{CM} - V_B)}{1 + \left(1 + \frac{C_{p1}}{C_S}\right) \frac{1}{a_{cm}}}. \tag{5.321}
\]

Because \( r < 1 \), it appears that \( v_{CM}(n) \) and \( v_{0CM}^\prime(n) \) will converge to steady state. To proceed further, we can write

\[
\bar{v}_{0CM} - \bar{v}_{CM} = \frac{(V_{0CM} - V_B)\left(1 + \frac{1}{a_{cm}}\right) + \left(V_{CM} - V_B\right)\frac{C_{p1}}{C_S} - V_B \frac{C_{p1}}{a_{cm}C_S}}{1 + \left(1 + \frac{C_{p1}}{C_S}\right) \frac{1}{a_{cm}}} \tag{5.322}
\]

Assuming that the CM gain \( a_{cm} \) is very high, we arrive at

\[
\bar{v}_{0CM} - \bar{v}_{CM} \simeq V_{0CM} - V_B + (V_{CM} - V_B)\frac{C_{p1}}{C_S}. \tag{5.323}
\]

For accurate control of the output CM, the values of \( C_S \) and \( V_B \) should be chosen to make the effect of the last term negligible.

Ideally, the SC CMF circuit should exhibit a high gain and bandwidth. For a fast and accurate response, the value of \( C_S \) is chosen to be greater than the one of \( C_F \), which can be determined by making the bandwidth of the CM loop at least equal to the one of the differential loop. Note that the amplifier load due to the aforementioned SC CMF circuit is different from one clock phase to another, and may affect the resulting settling time and bandwidth.
For applications where the output voltage is valid during the whole clock period, the SC CMF circuit structure shown in Figure 5.46 [31] may be suitable. Additional capacitors and switches are used to improve the circuit symmetry. The capacitors are switched such that the effect of the SC CMF circuit on the amplifier loading remains the same for both clock phases.

### 5.5.4 Pseudo fully differential amplifier

In the cases where the variations of the common-mode voltage at the amplifier output remain small, fully differential amplifiers can also be implemented without an extra CMF circuit, which has the drawback of increasing noise and limiting the output swing and speed.

In the single-stage pseudo fully differential amplifier depicted in Figure 5.47 [32, 33], the solution adopted for the stabilization of the common-mode output voltage, $V_{0CM} = (V_0^+ + V_0^-)/2$, defined by the biasing circuit is based on a voltage-controlled output load. The input signal is applied to the
FIGURE 5.48
Circuit diagram of a pseudo fully differential transconductance amplifier with duplicated differential stages.

gates of transistors $T_1 - T_4$. The bias currents are provided by transistors $T_5$ and $T_6$, and the output loads consist of $T_7 - T_{10}$. The linearity of the amplifier transconductance, $g_m$, is improved by the source degeneration provided by $T_3 - T_4$, which should operate in the triode region. The resulting transfer characteristic is similar to the one of a source-coupled transistor pair, but with a different biasing condition.

An identical dc current flows through $T_7$ and $T_8$, which are biased by the same gate voltage chosen such that $T_9$ and $T_{10}$ operate in the triode region with source-drain voltages set to a stable value. Any variation in the common-mode voltage first affects the resistance of $T_9$ and $T_{10}$ and then the source-gate voltages of $T_7$ and $T_8$. Because the dc currents flowing through the transistors remain constant, this induces a modification of the source-drain voltages of $T_7$ and $T_8$, thereby forcing the compensation of the common-mode voltage variations.

The common-mode output voltage can also be defined by duplicating the differential stage [34], as shown in Figure 5.48. In this approach, each differential stage operates as a single-ended circuit and the dc components of the output voltage can be set to a desired level, making the use of a CMF circuit unnecessary. The currents available at the noninverting and inverting output nodes can be expressed as $I_0^+ \simeq I_B / 2 + \Delta i$ and $I_0^- \simeq I_B / 2 - \Delta i$, respectively. By taking the difference of output currents, the common-mode component is canceled. Hence, $I_0^+ - I_0^- \simeq 2\Delta i$, where $\Delta i$ represents the output contribution associated to the differential mode. But here, the cancelation of the common-mode component can be limited by the achievable transistor matching. It should also be noted that the variations of the common-mode signals must remain low enough to prevent the transistors from moving outside their
In general, transconductance amplifiers are designed to have a sufficient $g_m$ tuning range for the correction of IC process variations. The aforementioned transconductance amplifiers are suitable for high-frequency applications due to their single-stage structure. However, they are limited by the achievable gain-bandwidth product.

### 5.6 Multi-stage amplifier structures

In the multistage amplifier design approach, the requirement of a high gain is met by combining a differential stage and extra output stages. Various architectures are available for the implementation of output stages, which should be designed to provide an adequate level of the signal power to the amplifier load. The output stage should exhibit a lower output resistance to drive the load as if it were an ideal voltage source.

Output stages are amplification circuits, which can be described in terms of the conduction angle, or the portion of the input signal cycle for which there is an output signal. The output stage can be of the class A, class B, or class AB type, depending on the transistor’s conduction angle which typically varies between $0^\circ$ and $360^\circ$.

For class A amplifiers, the conduction angle is $360^\circ$. Because the transistors are biased to never reach the cutoff region during the normal operation, a linear amplification of the input signal is performed. However, class A amplifiers typically have a low power efficiency. This is due to the fact that an important part of the supply power is required to bias the transistors during the whole cycle of the input signal such that the ratio of the output signal power to the total input power is relatively small.

Class B amplifiers are generally based on push-pull configuration, consisting of complementary transistors, each of which conducts on alternating half-cycles of the input signal. Each transistor has a conduction angle of about $180^\circ$. It is then biased to operate in the linear range during approximately one-half of the input signal cycle and is turned off for the other half cycle. Due to the fact that a gate-source voltage greater than the threshold voltage is required to initiate the transistor conduction, there is a transition region where both transistors of the push-pull amplifier are turned off, thereby producing crossover distortions in the output waveform. Note that in a push-pull configuration, the $p$-channel transistor sources (or pushes) current to the output load while the $n$-channel transistor sinks (or pulls) current from the output load.

Class AB amplifiers have the same configuration as class B gain stages, but both transistors are biased slightly above the cutoff region when the value
of the input signal is around zero. The conduction angle of each transistor is slightly greater than 180° to reduce the crossover distortions.

5.6.1 Output stage

A common-source amplifier with an n-channel input transistor is shown in Figure 5.49(a). Assuming that the transistors are biased in the saturation region, we have

\[ V_{DS1} \geq V_{DS1(sat)} = V_{GS1} - V_{Tn} \]  \hspace{1cm} (5.324)

and

\[ V_{SD2} \geq V_{SD2(sat)} = V_{SG2} + V_{Tp}, \]  \hspace{1cm} (5.325)

where \( V_{DS1} = V_0 - V_{SS}, \) \( V_{GS1} = V_i - V_{SS}, \) \( V_{SD2} = V_{DD} - V_0, \) and \( V_{SG2} = V_{DD} - V_B. \) The output voltage should then remain in the range

\[ V_{SS} + V_{DS1(sat)} \leq V_0 \leq V_{DD} - V_{SD2(sat)} . \]  \hspace{1cm} (5.326)

For the normal operation of the output stage, it is required that

\[ V_i - V_{Tn} \leq V_0 \leq V_B - V_{Tp} . \]  \hspace{1cm} (5.327)

The I/V characteristics of the input and load transistors are depicted in Figure 5.49(b). The input voltage, which is directly related to the gate-source voltage, \( V_{GS1} , \) determines the curves of the characteristics to be considered in the case of \( T_1 \) for the determination of the operating point. Because the voltage \( V_B \) is constant, only the curve of the I/V characteristic associated with \( V_{SG2} = V_{DD} - V_B \) is retained for the load transistor \( T_2. \) To achieve a class A amplification, the operating point should be set half way between the points \( (I_P, V_P) \) and \( (I_Q, V_Q). \) The small-signal equivalent model of the amplifier is shown in Figure 5.49(c). Applying Kirchhoff’s current law gives

\[ g_{m1} v_i + g_1 v_0 + g_2 v_0 = 0. \]  \hspace{1cm} (5.328)
The voltage gain can then be computed as

\[ A = \frac{v_0}{v_i} = -g_{m1} r_0, \quad (5.329) \]

where

\[ r_0 = \frac{1}{g_1 + g_2}. \quad (5.330) \]

Here, \( g_1 = g_{ds1}, \ g_2 = g_{ds2} \), and \( r_0 \) represents the output resistance.

**FIGURE 5.50**

(a) Common-source gain stage with \( n \)-channel input transistor and diode-connected \( n \)-channel transistor load; (b) small-signal equivalent model; (c) common-source gain stage with \( n \)-channel input transistor and diode-connected \( p \)-channel transistor load.

A diode-connected transistor can also be used as a load for the common-source gain stage, as shown in Figure 5.50(a) for the case of an \( n \)-channel transistor. It is assumed that both transistors operate in the saturation region. For the transistor \( T_1 \), we can obtain

\[ V_{DS1} \geq V_{DS1(sat)} = V_{GS1} - V_{Tn}, \quad (5.331) \]

where \( V_{DS1} = V_0 - V_{SS} \) and \( V_{GS1} = V_i - V_{SS} \). Therefore, the output voltage is such that \( V_0 \geq V_i - V_{Tn} \). The transistor \( T_2 \) is saturated because its gate and drain are connected together. The currents flowing through the transistors \( T_1 \) and \( T_2 \) are respectively given by

\[ I_1 = K_1 (V_{GS1} - V_{Tn})^2 \quad (5.332) \]

and

\[ I_2 = K_2 (V_{GS2} - V_{Tn})^2, \quad (5.333) \]

where \( V_{GS2} = V_{DD} - V_0 \). Applying Kirchhoff’s current law at the output node gives

\[ I_2 = I_1 + I_0. \quad (5.334) \]

Substituting Equations (5.332) and (5.333) into Equation (5.334), we obtain

\[ V_0 = V_{DD} - V_{Tn} - \sqrt{[K_1(V_i - V_{SS} - V_{Tn})^2 + I_0]/K_2}. \quad (5.335) \]
When the amplifier stage is connected to a high resistance load, the output current can be considered negligible. Hence, $I_0 \approx 0$ and

$$V_0 = V_{DD} - V_{T_n} - \sqrt{K_1/K_2}(V_i - V_{SS} - V_{T_n}) \quad (5.336)$$

The dc input voltage is then amplified by a factor equal to the square root of transconductance parameters.

The small-signal equivalent model is depicted in Figure 5.50(b). Using Kirchhoff’s current law, we can obtain

$$g_{m_1}v_i + g_{m_2}v_0 + g_1v_0 + g_2v_0 = 0. \quad (5.337)$$

Hence,

$$A = \frac{v_0}{v_i} = -\frac{g_{m_1}}{g_{m_2}} \left( 1 + \frac{g_1 + g_2}{g_{m_2}} \right). \quad (5.338)$$

The gain is lower than the one of the aforementioned amplifier. Assuming that $(g_1 + g_2)/g_{m_2} \ll 1$, and taking into account the fact that $T_1$ and $T_2$ are biased by the same current $I_D$, $g_{m_1} = 2\sqrt{K_1I_D}$ and $g_{m_2} = 2\sqrt{K_2I_D}$, the voltage gain is reduced to

$$A = \frac{v_0}{v_i} \approx -\frac{g_{m_1}}{g_{m_2}} = -\frac{W_1/L_1}{W_2/L_2}. \quad (5.339)$$

Due to the gain dependence on the width-to-length ratios of transistors, the requirement of a high gain is limited by the available amplifier area. Figure 5.50(c) shows the circuit diagram of a common-source gain stage with a $p$-channel transistor load.

**FIGURE 5.51**

(a) nMOS source follower; (b) small-signal equivalent model; (c) small-signal equivalent model for the determination of the output resistance; (d) pMOS source follower.

A source follower, as shown in Figure 5.51(a) can be used as a buffer amplifier or dc level shifter. Both the input and load transistors are biased in the saturation region. Hence,

$$V_{DS_1} \geq V_{DS_1(sat)} = V_{GS_1} - V_{T_n} \quad (5.340)$$
and
\[ V_{DS_2} \geq V_{DS_2(sat)} = V_{GS_2} - V_{Tn} , \tag{5.341} \]
where \( V_{GS_1} = V_i - V_0 \) and \( V_{GS_2} = V_B - V_{SS} \). Because \( V_{DS_2} = V_0 - V_{SS} \), the input range can be obtained as
\[ V_{SS} + V_{DS_2(sat)} + V_{DS_1(sat)} + V_{Tn} \leq V_i \leq V_{DD} + V_{Tn} . \tag{5.342} \]
The normal operation also requires that \( V_0 \geq V_B - V_{Tn} \). The currents that flow through the transistors \( T_1 \) and \( T_2 \) can respectively be written as
\[ I_1 = K_1 (V_{GS_1} - V_{Tn})^2 \tag{5.343} \]
and
\[ I_2 = K_2 (V_{GS_2} - V_{Tn})^2 . \tag{5.344} \]
From Kirchhoff’s current law at the output node, we obtain
\[ I_2 = I_1 + I_0 . \tag{5.345} \]
To find the output voltage, Equation (5.345) can be rewritten using Equations (5.343) and (5.344) as
\[ V_0 = V_i - V_{Tn} - \sqrt{K_2(V_B - V_{SS} - V_{Tn})^2 + I_0} / K_1 . \tag{5.346} \]
The output voltage is simply equal to the input voltage minus a term determined by the amplifier and transistor characteristics. The source follower then provides a dc voltage gain of unity.

The small-signal equivalent model is depicted in Figure 5.51(b). Applying Kirchhoff’s current law at the output node, we find
\[ g_{m_1}(v_i - v_0) - g_1 v_0 - g_2 v_0 = 0 . \tag{5.347} \]
The voltage gain is then obtained as
\[ A = \frac{v_0}{v_i} = \frac{g_{m_1} / (g_1 + g_2)}{1 + g_{m_1} / (g_1 + g_2)} . \tag{5.348} \]
For typical values of the transistor characteristics, \( g_{m_1} \gg (g_1 + g_2) \) and \( A \approx 1 \).

To derive the output resistance, the input node is connected to the ground and the amplifier is driven by a voltage source applied to the output node. With reference to the small-signal equivalent model of Figure 5.51(c), it can be shown that
\[ i_0 = g_{m_1} v_0 + g_1 v_0 + g_2 v_0 . \tag{5.349} \]
Hence,
\[ r_0 = \frac{v_0}{i_0} = \frac{1}{g_{m_1} + g_1 + g_2} \approx \frac{1}{g_{m_1}} . \tag{5.350} \]
Because the small-signal output resistance, \( r_0 \), is generally less than 1 kΩ, it is
FIGURE 5.52
(a) Principle and (b) circuit diagram of the first version of the complementary source follower; (c) principle and (d) circuit diagram of the second version of the complementary source follower.

FIGURE 5.53
Plot of the currents $I_1$ and $I_2$.

considered small. Figure 5.51(d) shows the circuit diagram of a pMOS source follower.

The aforementioned gain stages are suitable for class A operation, but output stages can also be designed using class AB circuit configuration. A class AB output stage should preferably provide a high maximum output current, while requiring only a low quiescent current. The principle and circuit diagram of complementary source followers are illustrated in Figures 5.52(a) and (b) in the case where the input voltage is applied to an $n$-channel transistor, and in Figures 5.52(c) and (d) for designs requiring a $p$-channel input transistor. Two floating dc voltages are used to set the gate-source voltages of transistors $T_1$ and $T_2$, thereby defining the quiescent currents flowing through $T_1$ and $T_2$ so that crossover distortions are eliminated [35]. Applying Kirchhoff’s voltage law to the translinear loop including $T_1 - T_4$, we obtain

$$V_{GS3} + V_{SG4} = V_{GS1} + V_{SG2},$$

(5.351)

where

$$V_{GS1} = V_{Tn} + \sqrt{\frac{I_1}{K_{n1}}},$$

(5.352)
\( V_{SG_2} = -V_{T_p} + \sqrt{\frac{I_2}{K_{p2}}} \), \hspace{1cm} (5.353) \\
\( V_{GS_3} = V_{T_n} + \sqrt{\frac{I_B}{K_{n3}}} \), \hspace{1cm} (5.354) \\
and \\
\( V_{SG_4} = -V_{T_p} + \sqrt{\frac{I_B}{K_{p4}}} \). \hspace{1cm} (5.355) \\
Hence, \\
\( \sqrt{\frac{I_1}{K_{n1}}} + \sqrt{\frac{I_2}{K_{p2}}} = \left( \sqrt{\frac{1}{K_{n3}}} + \sqrt{\frac{1}{K_{p4}}} \right) \sqrt{I_B}. \) \hspace{1cm} (5.356) \\
Note that the current \( I_B \) is set by the bias voltage \( V_B \). The output current can be written as \( I_0 = I_1 - I_2. \) \hspace{1cm} (5.357) \\
Considering that only dc voltages are applied to the output stage, so that \( V_0 = 0 \) and \( I_0 = 0 \), a current with the same value now flows through the transistors \( T_1 - T_2 \) and \( T_3 - T_4 \). That is, \( I_1 = I_2 = I_Q \), where the quiescent current, \( I_Q \), is given by \( I_Q = I_B \left( \sqrt{\frac{1}{K_{n3}}} + \sqrt{\frac{1}{K_{p4}}} \right)^2 \). \hspace{1cm} (5.358) \\
A class AB operation is achieved because both transistors \( T_1 \) and \( T_2 \) are biased to conduct when the output voltage is reduced to zero. Using the square-law characteristic of MOS transistors, the currents \( I_1 \) and \( I_2 \) can be expressed as \( I_1 = K_{n1} (V_{GS_1} - V_{T_n})^2 \) \hspace{1cm} (5.359) \\
and \\
\( I_2 = K_{p2} (V_{SG_2} + V_{T_p})^2, \) \hspace{1cm} (5.360) \\
where \\
\( V_{GS_1} = V_{G_1} - V_0 = V_{DD} - V_{SD_6} - V_0 \) \hspace{1cm} (5.361) \\
and \\
\( V_{SG_2} = V_0 - V_{G_2} = V_0 - V_{DS_5} - V_{SS}. \) \hspace{1cm} (5.362) \\
The swing of the output voltage, \( V_0 \), is limited due to the requirement of maintaining the transistors in the saturation region. Considering the path from the output node to the positive supply voltage, we can write \( V_0 = V_{DD} - V_{SD_6} - V_{GS_1}. \) \hspace{1cm} (5.363)
The maximum value of the output voltage is then given by

$$V_{0M} = V_{DD} - V_{SD6(sat)} - V_{DS1(sat)} - V_{Tn}.$$  \hspace{1cm} (5.364)

In the case of the path from the output node to the negative supply voltage, it can be shown that

$$V_0 = V_{SS} + V_{DS5} + V_{SG2}.$$  \hspace{1cm} (5.365)

Therefore, the maximum value of the output voltage is of the form

$$V_{0m} = V_{SS} + V_{DS5(sat)} + V_{SD2(sat)} + V_{Tn}.$$  \hspace{1cm} (5.366)

The graphical representations of currents $I_1$ and $I_2$ are shown in Figure 5.53, where the minimum values of $I_1$ and $I_2$ are respectively related to $V_{0M}$ and $V_{0m}$.

![FIGURE 5.54](image)

(a) Principle and (b) circuit diagram of a complementary common source gain stage.

An improved class AB operation can be achieved by an output stage based on the principle illustrated in Figure 5.54(a), where an independent loop is used to set each floating voltage required for the biasing of the output transistor. In the class AB output stage implementation shown in Figure 5.54(b) [36, 37], the common-source connected output transistors, $T_1$ and $T_2$, are driven by in-phase input signals. The quiescent current flowing through the output transistors is determined by two independent translinear loops. Let the transistors of the same channel type be designed with identical threshold voltages and mobility parameters. Using Kirchhoff’s voltage law for the loop including $T_1,T_4,T_7$, and $T_8$, we obtain

$$V_{SG1} + V_{SG4} = V_{SG7} + V_{SG8}.$$  \hspace{1cm} (5.367)

Based on the square law characteristic of transistors, the current $I_1$ can be
written as

$$I_1 = K_{p_1} \left( \sqrt{\frac{I_{B_2}}{K_{p_1}}} + \sqrt{\frac{I_{B_2}}{K_{p_s}} - \sqrt{\frac{I_{B_1}}{K_{p_4}}}} \right)^2.$$  (5.368)

Considering the loop formed by $T_2$, $T_3$, $T_5$, and $T_6$, the voltage equation is of the form

$$V_{GS_2} + V_{GS_3} = V_{GS_5} + V_{GS_6}.$$  (5.369)

It can then be shown that

$$I_2 = K_{n_2} \left( \sqrt{\frac{I_{B_2}}{K_{n_5}}} + \sqrt{\frac{I_{B_2}}{K_{n_6}}} - \sqrt{\frac{I_{B_1}}{K_{n_3}}} \right)^2.$$  (5.370)

To proceed further, we assume that

$$\frac{W_2/L_2}{W_1/L_1} = \frac{W_6/L_6}{W_8/L_8} = \frac{W_5/L_5}{W_7/L_7} = \frac{W_3/L_3}{W_4/L_4} = \frac{\mu_p}{\mu_n}$$  (5.371)

and

$$I_{B_1} = I_{B_2}.$$  (5.372)

When the output current $I_0$ is set to zero, each of the currents $I_1$ and $I_2$ is reduced to the quiescent current, $I_Q$, flowing through the transistors $T_1$ and $T_2$. Hence,

$$I_Q = \frac{W_1/L_1}{W_8/L_8} I_{B_2} = \frac{W_2/L_2}{W_6/L_6} I_{B_2}.$$  (5.373)

The maximum value of the current $I_1$ is obtained when $T_4$ is forced to operate in the cutoff region, that is, $V_{SG_4} \leq -V_{T_p}$, and the overall current $2I_{B_1}$ flows through $T_3$. As a result,

$$I_1 = I_{max} = K_{p_1} \left( \sqrt{\frac{I_{B_2}}{K_{p_1}}} + \sqrt{\frac{I_{B_2}}{K_{p_s}}} \right)^2 = 4 \frac{W_1/L_1}{W_8/L_8} I_{B_2} = 4I_Q.$$  (5.374)

The current $I_2$ is reduced to the minimum value given by

$$I_2 = I_{min} = K_{n_2} \left( \sqrt{\frac{I_{B_2}}{K_{n_5}}} + \sqrt{\frac{I_{B_2}}{K_{n_6}}} - \sqrt{\frac{2I_{B_1}}{K_{n_3}}} \right)^2 = (2 - \sqrt{2})^2 \frac{W_2/L_2}{W_6/L_6} I_{B_2} = (2 - \sqrt{2})^2 I_Q.$$  (5.375)

Similarly, when the current $I_1$ becomes equal to its minimum value, due to the fact that $T_3$ is forced to operate in the cutoff region, that is, $V_{GS_3} \leq V_{T_n}$, the overall current $2I_{B_1}$ flows through $T_4$. The current $I_2$ is then set to its
FIGURE 5.55
Circuit diagram of a low-voltage class AB output stage.

maximum value. Thus, this output stage configuration has the advantage of maintaining a minimum current in the inactive output transistor.

With reference to Figure 5.55 [38], a class AB output stage that can still operate with a low supply voltage is shown. In general, the minimum supply voltage is limited by the output stage, which uses transistors operating with sufficiently high gate-source voltages in order to drive high output currents. To reduce the minimum value of the supply voltage to the sum of one gate-source voltage and two saturation voltages, the gate voltages of the output transistors $T_1$ and $T_2$ are set by the folded mesh loop consisting of $T_3 - T_6$, which, together with the minimum current selector realized by $T_7 - T_{10}$, also regulates the minimum current flowing through the output transistors.

The transistors $T_{12}, T_4, T_6$, and $T_{11}$ form a translinear loop, which defines the current $I_{REF}$. Applying Kirchhoff’s voltage law around this loop gives

$$V_{GS_{12}} + V_{GS_4} = V_{GS_6} + V_{GS_{11}}, \quad (5.376)$$

where

$$V_{GS_{12}} = V_{T_n} + \sqrt{I_{B1}/K_{n12}}, \quad (5.377)$$
$$V_{GS_4} = V_{T_n} + \sqrt{I_{B3}/K_{n4}}, \quad (5.378)$$
$$V_{GS_6} = V_{T_n} + \sqrt{I_{B3}/K_{n6}}, \quad (5.379)$$

and

$$V_{GS_{11}} = V_{T_n} + \sqrt{I_{REF}/K_{n11}}. \quad (5.380)$$

Hence,

$$I_{REF} = K_{n11} \left( \sqrt{\frac{I_{B1}}{K_{n12}}} + \sqrt{\frac{I_{B3}}{K_{n4}}} - \sqrt{\frac{I_{B3}}{K_{n6}}} \right)^2. \quad (5.381)$$
When \( K_{n4} = K_{n6} \), the expression of the current \( I_{REF} \) is reduced to

\[
I_{REF} = \frac{K_{n11}}{K_{n12}} I_{B1}.
\]

(5.382)

Let

\[
I_1 = K_{p1} (V_{SG1} - V_T)^2
\]

(5.383)

and

\[
I_{REF} = K_{p10} (V_{SG10} - V_T)^2
\]

\[
= K_{p9} [2(V_{SG0} - V_T) V_{SD0} - V_{SD0}^2],
\]

(5.384)

where \( 0 < V_{SD0} < V_{SG0} - V_T \). For the loop including transistors \( T_1, T_{10}, \) and \( T_9 \), Kirchhoff’s voltage law equation can be written as

\[
V_{SG1} = V_{SG10} + V_{SD9},
\]

(5.386)

where

\[
V_{SG1} = V_T + \sqrt{I_1/K_{p1}},
\]

(5.387)

\[
V_{SD9} = V_{SG9} - V_T - \sqrt{(V_{SG9} - V_T)^2 - I_{REF}/K_{p9}},
\]

(5.388)

and

\[
V_{SG10} = V_T + \sqrt{I_{REF}/K_{p10}}.
\]

(5.389)

Because \( V_{GS2} = V_{GS7} \), we have \( I_{D7} = I_{2} = I_{D8} \). Using the fact that

\[
V_{SG9} = V_{SG8} = V_T + \sqrt{I_2/K_{p8}},
\]

(5.390)

we obtain

\[
\sqrt{I_1/K_{p1}} = \sqrt{I_{REF}/K_{p10}} + \sqrt{I_2/K_{p9}} - \sqrt{I_2/K_{p8} - I_{REF}/K_{p10}},
\]

(5.391)

where \( I_2 \geq (K_{p9}/K_{p10}) I_{REF} \). Assuming that \( I_1 = I_2 = I_Q \) and \( K_{p1} = K_{p8} \), it can be deduced from Equation (5.391) that

\[
I_Q = \frac{2 K_{p10}}{K_{p10}} I_{REF},
\]

(5.392)

where \( I_Q \) is the quiescent current flowing through the output transistors.

During normal operation, the transistor \( T_9 \) operates in the linear region, where its drain current is a function of both the source-gate voltage set by the transistor \( T_8 \) and the source-drain voltage adjusted via the transistor \( T_{10} \). The source-drain voltage of the transistor \( T_9 \), or the source voltage of the transistor \( T_{10} \), can then be maintained sufficiently low such that the variations in the current \( I_1 \) can be tracked by the transistor \( T_{10} \). The transistor \( T_7 \), which
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operates with the same gate-source voltage as the transistor $T_2$, is used to
detect the current $I_2$. The minimum selector circuit $T_7 - T_{10}$ then evaluates
the magnitudes of the currents $I_1$ and $I_2$ to help set a minimum current flowing
through each of the output transistors as a function of the current $I_{REF}$.

However, as the drain current of the transistor $T_1$ increases such that its
source-gate voltage becomes sufficiently high to provide enough headroom for
the operation of $T_9$ in the saturation region, the transistors $T_8 - T_{10}$ realize
a cascoded current mirror. When the current $I_2$ reaches its minimum value,$I_Q/2$, the maximum value of the current $I_1$ derived from Equation (5.391)
is $2I_Q$. With $V_{SD9} = V_{SG9} - V_{T}$ and $V_{SG9} = V_{SG10}$, Equation (5.386) is
reduced to $V_{SG1} = 2V_{SG9}$ and the drain current of $T_9$ is equal to $I_Q/2$. Because
$V_{SG9} = V_{SG9}$, the bias current of the transistor $T_7$ is also set to $I_Q/2$. On the
other hand, an increase in the current $I_2$ produces an augmentation of the
current flowing through $T_7$ and $T_8$, and a decrease in the current $I_1$ leading
to a reduction in the source-gate voltage of the transistor $T_1$. The source-gate
voltage of the transistor $T_1$ can then be reduced until the source-drain voltage
of the transistor $T_9$ becomes negligible. Hence, $V_{SG1} \approx V_{SG10}$ and the current
$I_1$ takes the minimum value $I_Q/2$, while the current $I_2$ is maximum.

It should be noted that the stability can be affected by poles associated
with the folded mesh loop, the current mirror $T_8 - T_9$ and cascode transistor
$T_{10}$. The frequency stabilization is achieved in practical implementations by
using a pole-splitting compensation network. Furthermore, the control of the
quiescent current can be limited by mismatches of transistors $T_8 - T_{10}$.

5.6.2 Two-stage amplifier

The two-stage amplifiers of Figures 5.56 and 5.57 consist of a differential input
stage, an inverting output stage, and a biasing circuit. The single-ended signal
is provided by the current mirror used as load of the transistor differential pair
and the amplifier output swing is $V_{sup} - 2V_{DS(sat)}$, where $V_{sup}$ denotes the supply voltage. The Miller frequency compensation with a pole-zero cancelation
is adopted to overcome the gain-bandwidth trade-off. A one-pole frequency
response of the amplifier is obtained by including a zero in the left-half plane
of the $s$-domain to cancel the first nondominant pole. The compensation section [35,40,43] can be implemented using a resistor in series with a capacitor,
as shown in Figure 5.56, or a series connection of a MOS transistor operating
in the triode region and a capacitor, as illustrated in Figure 5.57 [35].

An equivalent circuit of the RC-compensated two-stage amplifier is shown
in Figure 5.58. Assuming that the parasitic coupling capacitances $C_{p1}$ and
$C_{p2}$ can be neglected, the next nodal equations can be written

$$g_m V_i(s) + V_1(s)(g_1 + sC_1) - (V_0(s) - V_1(s))/(R_c + 1/sC_c) = 0 \quad (5.393)$$

and

$$g_m V_1(s) + V_0(s)(g_2 + sC_2) + (V_0(s) - V_1(s))/(R_c + 1/sC_c) = 0 \quad (5.394)$$
FIGURE 5.56
Circuit diagram of a two-stage amplifier with RC compensation.

FIGURE 5.57
Circuit diagram of a two-stage amplifier with the compensation resistor implemented by a transistor.

FIGURE 5.58
Small-signal equivalent of the RC-compensated two-stage amplifier.

for the node 1 and node 2, respectively, where $g_{m_k}$, $g_k$, and $C_k$ ($k = 1, 2$) denote the transconductance, output conductance, and output capacitor of the $k$ stage, respectively, and $R_c$ and $C_c$ are the compensation resistor and...
capacitor, respectively. Solving the above system of equations gives

\[ A(s) = \frac{V_0(s)}{V_i(s)} = A_0 \frac{1 + (R_c - 1/g_m) s C_c}{1 + cs^2 + as^3}, \tag{5.395} \]

where

\[ A_0 = \frac{g_m g_m^2}{g_1 g_2}, \tag{5.396} \]

\[ a = \frac{C_1 C_2 R_c C_c}{g_1 g_2}, \tag{5.397} \]

\[ b = \frac{C_1 C_c + C_2 C_c + C_2 C_c}{g_1 g_2} + \left( \frac{C_1}{g_1} + \frac{C_2}{g_2} \right) R_c C_c, \tag{5.398} \]

\[ c = \frac{C_1 + C_c}{g_1} + \frac{C_2 + C_c}{g_2} + \frac{g_m^2 C_c}{g_1 g_2} + R_c C_c. \tag{5.399} \]

The capacitances \( C_1 \) and \( C_2 \) can be related to the transistor capacitances by equations of the form

\[ C_1 = C_{gd_1} + C_{db_1} + C_{gd_2} + C_{db_2} + C_{gs_2} \]

and

\[ C_2 = C_{db_3} + C_{gd_3} + C_{gd_0}, \]

where \( C_L \) represents the load capacitance at the amplifier output and the contribution due to \( C_{gd_6} \) is assumed to be negligible because \( C_{gd_6} \ll C_c \). The third-order transfer function, \( A(s) \), can be put into the form

\[ A(s) = \frac{V_0(s)}{V_i(s)} = A_0 \frac{1 - s/\omega_{z1}}{(1 - s/\omega_{p1})(1 - s/\omega_{p2})(1 - s/\omega_{p3})}, \tag{5.400} \]

where \( \omega_{z1} \) is the frequency of the zero \( z_1 \), and \( \omega_{p1}, \omega_{p2}, \) and \( \omega_{p3} \) are the frequencies of the poles \( p_1, p_2, \) and \( p_3 \), respectively. In practice, \( A_0 \gg 1, g_1 R_c \gg 1, g_2 R_c \gg 1, C_1/C_c \gg 1, \) and \( C_1/C_2 \gg 1 \), and it is assumed that the poles are widely spaced. Thus, we can write

\[ A(s) = \frac{V_0(s)}{V_i(s)} \simeq A_0 \frac{1 - s/\omega_{z1}}{1 - s/\omega_{p1} + s^2/\omega_{p1}\omega_{p2} - s^3/\omega_{p1}\omega_{p2}\omega_{p3}}, \tag{5.401} \]

where

\[ \omega_{z1} = \frac{1}{C_c(1/g_m - R_c)}, \tag{5.402} \]

\[ \omega_{p1} = -\frac{g_1 g_2}{g_m^2 C_c} = -\frac{g_m}{A_0 C_c}, \tag{5.403} \]

\[ \omega_{p2} = -\frac{g_m^2 C_c}{C_1 C_2 + C_c(C_1 + C_2)} \simeq -\frac{g_m^2}{C_2}, \tag{5.404} \]

\[ \omega_{p3} = -\frac{1}{R_c C_1}. \tag{5.405} \]

Note that \( p_1 \) represents the dominant pole. The compensation leads to a splitting of the initially close poles as depicted in Figure 5.59.
FIGURE 5.59
Pole-zero representations of a two-stage amplifier without and with frequency compensation.

By setting, $R_c = 1/g_{m2}$, the zero is rejected at infinity and the stability of the amplifier is guaranteed provided that $p_2$ and $p_3$ are located far beyond the unity-gain frequency, that is, $|\omega_{p3}| > |\omega_{p2}| > A_0|\omega_{p1}|$. In this case, $C_c > g_{m1}C_2/g_{m2}$ and a large value of $C_c$ or $g_{m2}$ is required to split the poles. As a result, the die area or power consumption must be increased.

It is also possible to cancel the pole $p_2$ using the zero $z_1$, which is moved from the right-half plane to the left-half plane (see Figure 5.59). Hence,

$$\omega_{p2} = \omega_{z1}$$

and the value of the compensation resistor is derived as

$$R_c = \frac{C_2 + C_c}{g_{m2}C_c}.$$  \hspace{1cm} (5.407)

The compensation of the amplifier, whose frequency response is now determined by the two remaining poles, requires that $|\omega_{p3}| > A_0|\omega_{p1}|$. By using a small compensation capacitor to realize the pole-zero cancelation, the resulting amplifier can exhibit a wide bandwidth and a high slew rate.

In the case of the amplifier shown in Figure 5.56, the bias circuit is designed to be less sensitive to temperature and process variations. Initially, the start-up circuit [39] triggers the flow of a current used to activate the bandgap bias circuit. Due to the conduction of the transistor $T_{S1}$, a start-up current is mirrored into the loop $T_{B1} - T_{B4}$ of the bias circuit, via $T_{S2} - T_{S3}$. When the stationary state of the bias current is reached, the transistor $T_{S4}$ starts conducting. The voltage level at the gates of transistors $T_{S2} - T_{S3}$ is approximately equal to the positive supply voltage, rendering $T_{S2}$ and $T_{S3}$ nonconducting. The generation of the start-up current is then interrupted.

The biasing circuit of the amplifier can be designed to ensure that the pole and zero track over process, voltage, and temperature variations. With reference to Figure 5.56, we can write

$$R_B I_B = V_{GS3} - V_{GS4},$$  \hspace{1cm} (5.408)
and the bias current, $I_B$, is given by

$$I_B = \frac{1}{K_p R_B} \left( \sqrt{\frac{1}{W_3/L_3}} - \sqrt{\frac{1}{W_4/L_4}} \right)^2,$$  

(5.409)

where $K_p = \mu p C_{ox}/2$. If the transistors match accurately, the transconductance will be independent of $K_p$ and determined by $R_B$.

The transistor $T_c$ used in the circuit of Figure 5.57 operates in the triode region. Its drain-source resistance is given by

$$R_{DS} = \left. \frac{\partial I_D}{\partial V_{SD}} \right|_{V_{SG}} = \left[ 2K_p( V_{SG} - V_T - V_{SD} ) \right]^{-1}$$  

(5.410)

and is continuously adjusted to allow an adequate settling response.

The RC-based compensation network also introduces some limitations on the performance of the aforementioned two-stage amplifiers. The amplifier is stable in a feedback configuration only when the value of the load capacitor does not exceed the one of the compensation capacitor. Due to the extra path from the power supply voltage through the compensation network to the amplifier output, the positive and negative power supply rejections are degraded for frequencies greater than the pole frequency associated with the compensation capacitor in the case of $n$-channel and $p$-channel differential input transistor pairs, respectively.
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**FIGURE 5.60**

(a) Principle and (b) circuit diagram of a two-stage amplifier with a current buffer.

In the amplifier structures illustrated in Figure 5.60, the feed-forward path is removed by inserting a current buffer between the input and output stages [40–42]. The small-signal equivalent model is depicted in Figure 5.61, where $C_{p2}$ denotes the gate-source capacitor of $T_c$. To simplify the circuit analysis, the feedback current source can be replaced by its equivalent $Y$ network consisting of the current source $i_f$ connected between the node 1 and
FIGURE 5.61
Small-signal equivalent model of the two-stage amplifier with a current buffer.

FIGURE 5.62
Shunt-shunt version of the amplifier small-signal equivalent model.

Assuming that the parasitic capacitor $C_{p1}$ is negligible, a shunt-shunt version of the small-signal equivalent model can be derived as shown in Figure 5.62. The use of Kirchhoff’s current law at the circuit nodes 1, 2′, and 2 gives

$$ g_{m1} V_i(s) + g_1 V_1(s) + sC_1 V_1(s) + g_c(V_1(s) - V_s(s)) = g_{mc} V_s(s), \quad (5.412) $$

$$ g_c(V_1(s) - V_s(s)) = g_{mc} V_s(s) + sC_{p2} V_s(s) + g_s V_s(s) + sC_c(V_s(s) - V_0(s)), \quad (5.413) $$

and

$$ sC_c(V_s(s) - V_0(s)) = g_{m2} V_1(s) + g_2 V_0(s) + sC_2 V_0(s), \quad (5.414) $$

respectively, where

$$ C_1 = C_{db2} + C_{gd2} + C_{db2} + C_{gd3} + C_{gs6} + C_{db6} + C_{gd6} + C_{dbc} + C_{gcd}, \quad (5.415) $$

$$ C_{p2} = C_{gsa} + C_{sb} + C_{db11} + C_{gd11}, \quad (5.416) $$

$$ C_2 = C_{db5} + C_{gd5} + C_{db12} + C_{gd12} + C_L, \quad (5.417) $$

$$ g_1 = g_{dsa} + g_{dsb}, \quad (5.418) $$

$$ g_2 = g_{dsc} + g_{dse}, \quad (5.419) $$
and $g_s$ can be reduced to the output conductance of the current source $I_B2$.

By solving the system of Equations (5.412), (5.413), and (5.414), the transfer function can obtained as

$$A(s) = \frac{V_o(s)}{V_i(s)} = A_0 \frac{1 + \frac{g_c + g_s}{g_{m_c}} + \left(\frac{C_c + C_{p2}}{g_{m_c}} - \frac{C_c g_c}{g_{2g_{m_c}}}\right)s}{1 + \gamma s + \beta s^2 + \alpha s^3}, \quad (5.420)$$

where

$$A_0 = \frac{g_m1g_m2}{g_{1g2}}, \quad (5.421)$$

$$\alpha = C_1 \frac{C_2 C_c + C_2 C_{p2} + C_c C_{p2}}{g_{m_c} g_{1g2}}, \quad (5.422)$$

$$\beta = C_1 \frac{C_2 + C_c}{g_{1g2}} \left(1 + \frac{g_c + g_s}{g_{m_c}}\right) + C_1 \frac{C_c + C_{p2}}{g_{m_c} g_{1}} + C_2 \frac{C_c + C_{p2}}{g_{m_c} g_{2}} \left(1 + \frac{g_c}{g_{1}}\right), \quad (5.423)$$

$$\gamma = \frac{g_m2 C_c}{g_{1g2}} \left(1 + \frac{g_c}{g_{m_c}}\right) + \frac{C_2 + C_c}{g_2} \left(1 + \frac{g_c}{g_{m_c}} + \frac{g_s}{g_{m_c}}\right) + \frac{g_m2 C_c}{g_{1g2}} \left(1 + \frac{g_c}{g_{1}}\right), \quad (5.424)$$

In general, it can be shown that

$$A(s) = \frac{V_o(s)}{V_i(s)} = A_0 \frac{1 - \frac{s}{\omega_2_1}}{(1 - \frac{s}{\omega_{p1}})(1 - \frac{s}{\omega_{p2}})(1 - \frac{s}{\omega_{p3}})}, \quad (5.425)$$

where the locations of the poles $p_1$, $p_2$, and $p_3$ can be determined using a computer program for symbolic analysis. The compensation capacitor can then be chosen to achieve a given settling time or phase margin specification.

Assuming a dominant pole model, or say $|\omega_{p1}| \ll |\omega_{p2}|$, and $|\omega_{p2}| < |\omega_{p3}|$, the transfer function can be approximated as

$$A(s) = \frac{V_o(s)}{V_i(s)} \approx A_0 \frac{1 - \frac{s}{\omega_{2_1}}}{1 - \frac{s}{\omega_{p1}} + \frac{s^2}{\omega_{p1} \omega_{p2}} - \frac{s^3}{\omega_{p1} \omega_{p2} \omega_{p3}}}, \quad (5.426)$$

Assuming that $g_{m2}, g_{m_c} \gg g_{1}, g_{2}, g_c, g_s$; $C_c, C_{2} \gg C_{1}, C_{p2}$; $g_{m_c}/g_c \gg g_s/g_{1},$
and \( g_{m2}/g_1 \gg C_2/C_c \), we obtain

\[
\omega_{z1} = -\frac{g_{mc}}{C_c + C_{p2}}, \tag{5.427}
\]
\[
\omega_{p1} = -\frac{g_1g_2}{C_c g_{m2}}, \tag{5.428}
\]
\[
\omega_{p2} = -\frac{g_{m2}C_c}{C_1(C_2 + C_c)}, \tag{5.429}
\]
\[
\omega_{p3} = -\frac{g_{mc}(C_2 + C_c)}{C_2C_c + C_2C_{p2} + C_cC_{p2}} = -\frac{g_{mc}}{C_2 + C_c + C_{p2}}. \tag{5.430}
\]

A cancelation between \( p_3 \) and \( z_1 \) is achieved only if \( C_c/C_2 \ll 1 \). It is incomplete in practice due to component mismatches, and \( p_3 \) and \( z_1 \) then form a pole-zero doublet. If now \( |\omega_{p2}| < |\omega_{z1}| < |\omega_{p1}| \), for instance, the stability requirement of the amplifier in feedback loop will be met.

The magnitude of the nondominant pole \( p_2 \) in this case is greater than the one of the conventional Miller compensated amplifier, which is \( g_{m2}C_c/[C_1C_2 + C_c(C_1 + C_2)] \). To achieve the same frequency response, the use of a current buffer then offers the advantage of reducing the required component values. Furthermore, the value of \( g_{mc} \) can be determined by appropriately biasing and sizing the transistor \( T_c \) to set \( p_3 \) and \( z_1 \) well beyond \( p_2 \). However, the mismatch of the biasing currents of \( T_c \) may increase the amplifier offset voltage.

Note that if the current buffer is modeled as an ideal current source with a zero input resistance \([40]\), or equivalently, \( g_{mc} \) is considered to be infinite, the right-half plane zero is canceled and the transfer function only exhibits two poles.

### 5.6.3 Optimization of a two-pole amplifier for fast settling response

Amplifiers used in high-speed applications should preferably be designed to achieve the minimum settling time \([45, 46]\). In general, the settling time, \( t_s \), is defined as the time required for the amplifier output voltage to settle to within an error tolerance, \( \epsilon \), around the final steady-state value.

Consider a two-stage amplifier characterized by an open-loop transfer function of the form

\[
A(s) = \frac{A_0}{(1 - s/\omega_{p1})(1 - s/\omega_{p2})}, \tag{5.431}
\]

where \( A_0 \) is the dc gain, and \( \omega_{p1} \) and \( \omega_{p2} \) are the frequency locations of the first and second poles (\( p_1 \) and \( p_2 \)), respectively. In a unity-gain configuration,
the closed-loop transfer function is

\[ A_{CL}(s) = \frac{A(s)}{1 + A(s)} = \frac{A_0}{(s/\omega_0)^2 + 2k(s/\omega_0) + 1}, \]

where

\[ A_0' = A_0 / (1 + A_0), \]

\[ \omega_0 = [\omega_{p_1} \omega_{p_2} (1 + A_0)]^{1/2}, \]

and

\[ k = \frac{\omega_{p_1} + \omega_{p_2}}{2\omega_0}. \]

With \( \beta = \omega_{p_2} / \omega_{p_1} \) being the pole separation factor, the damping factor \( k \) can be rewritten as

\[ k = \frac{1 + \beta}{2[\beta(1 + A_0)]^{1/2}}. \]

For a unit step input, \( u(t) \), defined as

\[ u(t) = \begin{cases} 1, & \text{for } t \geq 0 \\ 0, & \text{for } t < 0, \end{cases} \]

the closed-loop response in the time domain is given by

\[ v_0(t) = \mathcal{L}^{-1}[H(s)], \]

where \( H(s) = A_{CL}(s)/s \) and \( \mathcal{L}^{-1} \) denotes the inverse Laplace transform. Depending on the value of \( k \), there are three possible responses.
For $k > 1$, the closed-loop response is said to be over-damped. It shows no oscillation and is slow to settle. The output voltage is given by

$$v_0(t) = \left\{ 1 - \frac{1}{2(k^2 - 1)^{1/2}} \left[ \frac{1}{k_1} \exp(-k_1 \omega_0 t) - \frac{1}{k_2} \exp(-k_2 \omega_0 t) \right] \right\} u(t), \quad (5.439)$$

where $k_1 = k - (k^2 - 1)^{1/2}$ and $k_2 = k + (k^2 - 1)^{1/2}$.

For $k = 1$, the closed-loop response is critically damped. It quickly converges to the steady-state value, and without oscillating. We then have

$$v_0(t) = [1 - (1 + \omega_0 t) \exp(-\omega_0 t)] u(t). \quad (5.440)$$

For $0 < k < 1$, the closed-loop response is under-damped and exhibits some oscillations before approaching the steady-state value. The output voltage can be written as

$$v_0(t) = \left\{ 1 - \left( \frac{k \sin[(1 - k^2)^{1/2} \omega_0 t]}{(1 - k^2)^{1/2}} + \cos[(1 - k^2)^{1/2} \omega_0 t] \right) \exp(-k \omega_0 t) \right\} u(t). \quad (5.441)$$

The over-damped, critically damped, and under-damped step responses are depicted in Figure 5.63. Also shown in Figure 5.63 is the optimally damped response. It is apparent that the amplifier exhibits a minimum settling time when the first peak of the step response just touches the upper settling error bound.

Let us consider the case of an under-damped response with the peak of the first overshoot occurring at the instant $t_p$. By setting the derivative of $v_0(t)$ equal to zero, we have

$$t = t_p = \frac{\pi}{\omega_0 (1 - k^2)^{1/2}}. \quad (5.442)$$

The level of the first peak of the step response is of the form, $v_0(t_p) = 1 + \epsilon$, where

$$\epsilon = \exp[-k \pi/(1 - k^2)^{1/2}]. \quad (5.443)$$

With $\beta \gg 1$, we can combine the expression derived from Equation (5.436), that is, $k \approx (1/2) \sqrt{\beta/(1 + A_0)}$, and Equation (5.443) to get

$$\beta = \beta_{mst} \approx \frac{4(1 + A_0)}{1 + (\pi/\ln \epsilon)^2}, \quad (5.444)$$

where $\beta_{mst}$ is the pole separation factor associated to the minimum settling time for a given error tolerance, $\epsilon$. However, it is common to characterize an amplifier using the phase margin, $\phi_M$, instead of the pole separation factor. When the amplifier poles are sufficiently separated, we have

$$\phi_M = 180^\circ - \angle A(j \omega_u)$$

$$= 180^\circ - \arctan(\omega_u/|\omega_{p_1}|) - \arctan(\omega_u/|\omega_{p_2}|), \quad (5.445)$$
where $\omega_u$ is the unity-gain frequency. Assuming that

$$\omega_u \simeq A_0 |\omega_{p_1}|,$$

the term

$$\arctan(\omega_u / |\omega_{p_1}|)$$

is on the order of 90° as the dc gain $A_0$ is very high. Because

$$\omega_{p_2} = \beta \omega_{p_1},$$

the substitution of Equation (5.444) into (5.445) then gives

$$\phi_M = \phi_{M,mst} \simeq 90^\circ - \arctan \left[ 1 + \left( \frac{\pi}{\ln \epsilon} \right)^2 \right].$$

(5.446)

For very small values of $\epsilon$, $(\pi / \ln \epsilon)^2$ becomes negligible and $\phi_{M,mst}$ is about 76°, which is in the same order as the phase margin of a critically damped system. Here, the minimum settling time is then achieved when the amplifier response is critically damped.

In the case of a two-stage amplifier with the pole-splitting frequency-compensation network, the transfer function is given by

$$A(s) = A_0 \frac{1 - s/\omega_{z_1}}{(1 - s/\omega_{p_1})(1 - s/\omega_{p_2})(1 - s/\omega_{p_3})}.$$  

(5.447)

To obtain a two-pole frequency response and minimize the settling time, we need to have

$$\omega_{p_2} = \omega_{z_1}$$

(5.448)

and

$$\omega_{p_3} = \beta_{mst} \omega_{p_1}.$$  

(5.449)

The values of the components used in the compensation network should then be chosen such that the above requirements are met.

### 5.6.4 Three-stage amplifier

The circuit diagram of a three-stage amplifier with the nested Miller frequency compensation [47,48] is shown in Figure 5.64. The first stage is implemented by the differential input transistors, $T_1 - T_2$, biased by $T_{15}$, and loaded by $T_{3} - T_{8}$, while the second and third ones consist of $T_{9} - T_{12}$ and $T_{13}$, respectively. The compensation capacitors $C_{c_1}$ and $C_{c_2}$ are used to stabilize the amplifier.

The equivalent model of the three-stage amplifier with the nested Miller frequency compensation is shown in Figure 5.65. The first and third gain stages are of the inverting type. The noninverting second amplification section is required to ensure the negative feedback around the nested compensation paths. Applying Kirchhoff’s current law at nodes 1, 2, and 3, we obtain

$$g_{m_1} V_i(s) + V_1(s)(g_1 + sC_1) - (V_0(s) - V_1(s))sC_{c_1} = 0,$$

(5.450)

$$-g_{m_2} V_1(s) + V_2(s)(g_2 + sC_2) - (V_0(s) - V_2(s))sC_{c_2} = 0,$$

(5.451)

and

$$g_{m_3} V_2(s) + V_0(s)(g_3 + sC_3) + (V_0(s) - V_1(s))sC_{c_1} + (V_0(s) - V_2(s))sC_{c_2} = 0,$$

(5.452)
where $g_{mk}$, $g_k$, and $C_k$ ($k = 1, 2, 3$) denote the transconductance, output conductance, and output capacitor of the $k$ stage, respectively. The node capacitances are given by

$$
C_1 = C_{gd4} + C_{gb4} + C_{gd6} + C_{gb6} + C_{gs9}, \quad (5.453)
$$

$$
C_2 = C_{gd11} + C_{gb11} + C_{gd12} + C_{gb12}, \quad (5.454)
$$

and

$$
C_3 = C_{gb13} + C_{gd14} + C_{gb14} + C_L, \quad (5.455)
$$

where $C_L$ is the external load capacitance that can be connected to the output node. Assuming that $g_{mk} \gg g_k$ ($k = 1, 2, 3$) and $C_{c1}, C_{c2}, C_3 \gg C_1, C_2$, the amplifier small-signal voltage gain can be computed as [49]

$$
A(s) = \frac{V_0(s)}{V_i(s)} \approx A_0 \frac{1 + ds + cs^2}{(1 + s/\omega_{p1})(1 + bs + as^2)}, \quad (5.456)
$$
where

\[ A_0 = \frac{g_{m1}g_{m2}g_{m3}}{g_{1}g_{2}g_{3}}, \]  

(5.457)

\[ \omega_{p1} = \frac{g_{1}g_{2}g_{3}}{g_{m2}g_{m3}C_{c1}}, \]  

(5.458)

\[ a = \frac{C_{c2}C_{3}}{g_{m2}g_{m3}}, \]  

(5.459)

\[ b = \frac{C_{c2}(g_{m3} - g_{m2})}{g_{m2}g_{m3}}, \]  

(5.460)

\[ c = -\frac{C_{c1}C_{c2}}{g_{m2}g_{m3}}, \]  

(5.461)

and

\[ d = -\frac{C_{c2}}{g_{m3}}, \]  

(5.462)

The zero frequencies are usually much greater than the unity-gain frequency of the amplifier. With the assumptions that \( g_{m3} \gg g_{m1}, g_{m2}, \) and \( b \approx C_{c2}/g_{m2}, \) the voltage transfer function can be further simplified to

\[ A(s) = \frac{V_0(s)}{V_i(s)} \approx A_0 \frac{1}{(1 + s/\omega_{p1})(1 + bs + as^2)}. \]  

(5.463)

The dominant pole is related to the output node (node 3). The nested capacitor \( C_{c1} \) splits the poles at nodes 2 and 3, while \( C_{c1} \) splits the ones at nodes 1 and 3 (see Figure 5.66). With the poles being sufficiently separated, we can obtain

\[ A(s) = \frac{V_0(s)}{V_i(s)} \approx \frac{1}{(s/A_0\omega_{p1})(1 + bs + as^2)}. \]  

(5.464)

The stabilization will be achieved if the amplifier exhibits a third-order Butterworth frequency response in the unity-gain feedback configuration [50]. That is,

\[ A_{CL}(s) = \frac{A(s)}{1 + A(s)} = \frac{1}{1 + 2s/\omega_c + \frac{s^2}{\omega_c^2} + \frac{s^3}{\omega_c^3}}, \]  

(5.465)

where \( \omega_c \) is the cutoff frequency. Consequently, the gain \( A(s) \) should be of the form

\[ A(s) = \frac{1}{2\frac{s}{\omega_c} \left( 1 + \frac{s}{\omega_c} + \frac{s^2}{\omega_c^2} \right)}. \]  

(5.466)
Comparing Equations (5.464) and (5.466) gives

\[
\frac{2}{\omega_c} = \frac{1}{A_0\omega_{p1}} \approx \frac{C_{c1}}{g_{m1}},
\]

(5.467)

\[
\frac{1}{\omega_c} = b \approx \frac{C_{c2}}{g_{m2}},
\]

(5.468)

\[
\frac{1}{2\omega_c^2} = a = \frac{C_{c2}C_3}{g_{m2}g_{m3}}.
\]

(5.469)

This leads to the values of the compensation capacitors given by

\[
C_{c1} = 4 \left( \frac{g_{m1}}{g_{m3}} \right) C_3,
\]

(5.470)

\[
C_{c2} = 2 \left( \frac{g_{m2}}{g_{m3}} \right) C_3.
\]

(5.471)

Because the Butterworth response is said to be under-damped, it can also yield the minimum settling time. It is characterized by a unity-gain phase margin given by

\[
\phi_M = 180^\circ - \angle A[j(A_0\omega_{p1})]
\]

\[
= 180^\circ - \angle (2s/\omega_c) - \arctan \left( \frac{A_0\omega_{p1}/\omega_c}{1 - (A_0\omega_{p1}/\sqrt{2}\omega_c)^2} \right)
\]

\[
= 180^\circ - 90^\circ - \arctan(4/7) \approx 60^\circ.
\]

(5.472)

(5.473)

(5.474)

With \(A_0\omega_{p1}\) and \(\omega_c\) representing the amplifier unity-gain frequency and the cutoff frequency of the Butterworth response, respectively, it was assumed that \(A_0\omega_{p1}/\omega_c = 1/2\).

Note that the locations of the nondominant poles depend on \(C_3\) and the amplifier stability can be affected by the output load capacitor. The gain-bandwidth product is given by

\[
GBW \approx A_0\omega_{p1} = \frac{g_{m1}}{C_{c1}} = \frac{1}{4} \frac{g_{m3}}{C_3}.
\]

(5.475)

The resulting GBW is four times smaller than the one of an uncompensated structure. The slew rate (SR) of the amplifier can be obtained as

\[
SR = \min \left\{ \frac{I_{B1}}{C_{c1}}, \frac{I_{B2}}{C_{c2}}, \frac{I_{B3}}{C_3} \right\},
\]

(5.476)

where \(I_{B1}\), \(I_{B2}\), and \(I_{B3}\) are the bias current of the first, second, and third stage, respectively. The amplifier should exhibit a poor SR for large compensation capacitors.

Generally, an \(N\)-stage amplifier needs \(N - 1\) compensation capacitors.
driven by the output stage. In this case, the requirement of a large bandwidth can be fulfilled only at the price of a high-power consumption.
Due to the fact that both compensation capacitors affect the amplifier loading, the bandwidth achievable with the nested Miller compensation is limited. An improvement can be obtained using amplifiers based on the reversed nested Miller compensation, especially when driving large capacitive loads.

The circuit diagram of a three-stage reversed active feedback frequency compensation (RAFFC) amplifier [51] is depicted in Figure 5.67. It consists of an input stage with the folded-cascode structure, a common-source inverting stage, and a noninverting output stage. The feed-forward transconductance is realized by linking the gate of the load transistor $T_{14}$ to the first stage output, while the feedback transconductance is obtained by connecting $C_{c1}$ to the source of $T_6$ instead of the first stage output. With reference to the small-signal equivalent circuit shown in Figure 5.68, the equations for nodes 1, 2, and 3 can be written as

$$g_m V_i(s) + V_1(s)(g_1 + sC_1) - g_m a V_a(s) - (V_2(s) - V_1(s))sC_{c2} = 0, \quad (5.477)$$

$$-g_m V_1(s) + V_2(s)(g_2 + sC_2) + (V_2(s) - V_1(s))sC_{c2} = 0, \quad (5.478)$$

and

$$g_m V_2(s) + g_m a f V_1(s) + V_0(s)(g_3 + sC_3) + (V_0(s) - V_a(s))sC_{c1} = 0, \quad (5.479)$$

respectively, where $g_m a f$ is the feed-forward transconductance, and $g_m a$ is the feedback transconductance. The node capacitances can be expressed as

$$C_1 = C_{gd4} + C_{gb4} + C_{gd4} + C_{gbs} + C_{gs9}, \quad (5.480)$$

$$C_2 = C_{gd9} + C_{gb9} + C_{gds10} + C_{gb10} + C_{gss11}, \quad (5.481)$$

and

$$C_3 = C_{gd13} + C_{gb13} + C_{gd14} + C_{gb14} + C_L, \quad (5.482)$$

where $C_L$ is the external output load capacitance. Using the principle of voltage division, it can be shown that

$$V_a(s) = \frac{sC_{c1} V_0(s)}{g_a + sC_{c1}}. \quad (5.483)$$

Assuming that $g_{mb} \gg g_k (k = 1, 2, 3)$ and $C_{c1}, C_{c2}, C_3 \gg C_1, C_2$, the amplifier small-signal voltage gain can be computed as

$$A(s) = \frac{V_0(s)}{V_i(s)} \approx A_0 \frac{1 + ds + cs^2}{(1 + s/\omega_p)(1 + bs + as^2)}, \quad (5.484)$$
where

\[ A_0 = \frac{g_{m1} g_{m2} g_{m3}}{g_1 g_2 g_3}, \quad (5.485) \]

\[ \omega_{p1} = \frac{g_1 g_2 g_3}{g_{m2} g_{m3} C_{c1}}, \quad (5.486) \]

\[ a = \frac{C_{c2} C_3}{g_{ma} g_{m3}}, \quad (5.487) \]

\[ b = \frac{(g_{m2} + g_{m2f} - g_{m3}) C_{c1} C_{c2} + g_{m2} C_{c2} C_3}{g_{m2} g_{m3} C_{c1}}, \quad (5.488) \]

\[ c = \frac{(g_{m2f} - g_{m3}) C_{c1} C_{c2}}{g_{m2} g_{m3} g_a}, \quad (5.489) \]

and

\[ d = \frac{C_{c1}}{g_a} + \frac{(g_{m2f} - g_{m3}) C_{c2}}{g_{m2} g_{m3}}. \quad (5.490) \]

To proceed further, it is assumed that \( g_{m2f} = g_{m3} \). As a result, the coefficient \( c \) of the transfer function is reduced to zero. The amplifier transfer function now exhibits one left-hand plane zero and three poles. By choosing \( g_a \) appropriately, the zero is at a much higher frequency than the dominant pole, and its effect can be neglected. The stability of the amplifier can then be ensured by considering that the denominator of the transfer function in the unity-gain closed-loop configuration is a third-order Butterworth polynomial with a cutoff frequency of \( \omega_c \). That is,

\[ \frac{2}{\omega_c} = \frac{1}{A_0 \omega_{p1}} \approx \frac{C_{c1}}{g_{m1}}, \quad (5.491) \]

\[ \frac{1}{\omega_c} = b \approx \frac{(C_{c1} + C_3) C_{c2}}{g_{m3} C_{c1}}, \quad (5.492) \]

and

\[ \frac{1}{2 \omega_c^2} = a = \frac{C_{c2} C_3}{g_{ma} g_{m3}}, \quad (5.493) \]

By solving the system of Equations (5.491), (5.492), and (5.493), the values of the compensation capacitors can be obtained as

\[ C_{c1} = \frac{1}{2} \left( \frac{4g_{m1}}{g_{ma}} - 1 \right) C_3 \quad (5.494) \]

and

\[ C_{c2} = \frac{g_{ma} g_{m3}}{8} \left[ \frac{1}{g_{m1}} \left( \frac{4g_{m1}}{g_{ma}} - 1 \right) \right]^2 C_3, \quad (5.495) \]
where \( g_{m_1} > g_{ma}/4 \). The gain-bandwidth product of the amplifier is of the form

\[
GBW \simeq \frac{g_{m_1}}{C_{c_1}} = N \frac{1}{4} g_{m_3} C_{3},
\]

where

\[
N = \frac{2}{g_{m_3} \left( \frac{1}{g_{ma}} - \frac{1}{4 g_{m_1}} \right)}.
\]

Because \( N > 1 \), the GBW of the RAFFC amplifier is much greater than the one of the NMC amplifier. The phase margin of the RAFFC amplifier can be computed as

\[
\phi_M = 180^\circ - \angle A[j(A_0 \omega p_1)] \\
\simeq 60^\circ + \arctan \left( \frac{A_0 \omega p_1}{g_{a}/C_{c1}} \right) \simeq 60^\circ + \arctan \left( \frac{g_{m_1}}{g_{a}} \right) > 74^\circ.
\]

Due to the contribution of the left-hand plane zero, the phase margin is greater than the value of \( 60^\circ \) obtained in the case of the NMC amplifier \([51, 52]\). The slew rate depends upon the value of compensation capacitors and the bias currents.

**FIGURE 5.69**
Circuit diagram of a three-stage amplifier with a single RC compensation.

The performance improvement provided by three-stage amplifiers using nested compensation is obtained at the expense of power dissipation. To overcome this limitation, the amplifier architecture shown in Figure 5.69 can be adopted \([43]\). The start-up circuit \([44]\) consisting of transistors \( T_{S1} - T_{S3} \) is used to prevent the bias circuit, \( T_{B1} - T_{B4} \), from entering the zero-current state. When the circuit is powered up, the voltage \( V_P \) at the gates of transistors \( T_{B3} \) and \( T_{B4} \) begins to increase, while the voltage \( V_Q \) at the gates of transistors \( T_{B1} \) and \( T_{B2} \) may remain at zero. Because the difference voltage \( V_P - V_Q \) is greater than the sum of two threshold voltages, \( 2V_{Tn} \), both transistors \( T_{S2} \) and \( T_{S3} \) are conducting and the start-up current can be injected into
the bias circuit. When the normal operation state is subsequently reached, the voltage $V_P - V_Q$ becomes less than $2V_{T_n}$, such that at least the transistor $T_{S3}$ is biased in the cutoff region. The start-up circuit is then deactivated. Considering the bias circuit, it can be found that $V_{GS_{R2}} = V_{GS_{R1}} + R_B I_B$, and the current used to bias each of the amplifier stages is of the form

$$I_B = \frac{2}{\mu_n C_{ox} R_B^2} \left( \sqrt{\frac{1}{W_2/L_2}} - \sqrt{\frac{1}{W_1/L_1}} \right)^2. \quad (5.500)$$

The small-signal equivalent circuit of the three-stage amplifier with a single RC compensation is depicted in Figure 5.70, where $C_{p1}$, $C_{p2}$, and $C_{p3}$ denote the parasitic coupling capacitors. Without taking into account the $R_c C_c$ compensation network, the amplifier transfer function can be computed as

$$\frac{V_0(s)}{V_i(s)} = \frac{V_0(s)}{V_2(s)} \times \frac{V_2(s)}{V_1(s)} \times \frac{V_1(s)}{V_i(s)} = -\frac{(g_{m1} - sC_1)(g_{m2} - sC_2)(g_{m3} - sC_3)}{D(s)}, \quad (5.501)$$

FIGURE 5.70
Small-signal equivalent circuit of the three-stage amplifier with a single RC compensation.

FIGURE 5.71
Pole-zero representations of the uncompensated and compensated three-stage amplifier in the $s$-domain.
where

\[
D(s) = \left\{[g_1 + s(C_1 + C_{p1})][g_2 + s(C_2 + C_{p2})] + sC_{p2}(g_{m2} + g_2 + sC_2)\right\} \times \left\{[g_3 + s(C_3 + C_{p3})] + [g_1 + s(C_1 + C_{p2} + C_{p1})](g_{m3} + g_3 + sC_3)sC_{p3}\right\}.
\]

(5.502)

Usually \(C_c \gg C_{gd}\) and assuming that \(R_c C_c \ll 1\), the node capacitances can be computed as

\[
C_1 = C_{gd2} + C_{gb2} + C_{gd4} + C_{gb4} + C_{gs7},
\]

(5.503)

\[
C_2 = C_{gd6} + C_{gb6} + C_{gb7} + C_{gs9},
\]

(5.504)

and

\[
C_3 = C_{gd8} + C_{gb8} + C_{gd9} + C_{gb9} + C_L,
\]

(5.505)

where \(C_L\) is the external output load capacitance. It can be observed that the pole introduced by the third stage is canceled by the zero of the second stage, while the pole associated with the second stage is eliminated by the zero of the first stage. Because the transfer function of the uncompensated amplifier exhibits three poles and three zeros located in the left- and right-half planes, respectively, a compensation network consisting of a resistor \(R_c\) in series with a capacitor \(C_c\) is required to improve the amplifier stability.

Due to the capacitor \(C_c\), the poles and zeros are shifted to lower or higher frequencies. The resistor \(R_c\) should move the zero at the lower frequency back to almost its initial location, create a new zero to cancel the first nondominant pole and a pole that can merge with the second nondominant pole to form a complex-conjugate pole pair. By appropriately choosing the values of \(R_c\) and \(C_c\), the nondominant poles appear at frequencies beyond the unity-gain frequency and do not affect the amplifier behavior. Therefore, the unity-gain frequency is reduced to the product of the dominant pole frequency and the dc gain. Figure 5.71 shows the pole-zero representations of the uncompensated and compensated three-stage amplifier in the \(s\)-domain.

Note that the bias circuit is designed such that the required pole-zero cancelation is accurate over process, voltage and temperature variations. With the pole frequency determined by the \(g_m / C\) ratio and the zero frequency related to \(1/R_c C_c\), the transistor transconductance \(g_m\) is made proportional to \(1/R_B\) so that \(R_B\) can track \(R_c\).

### 5.7 Rail-to-rail amplifiers

Generally, rail-to-rail amplifiers are useful in low-voltage applications, where it is necessary to efficiently use the limited span offered by the power supply. While conventional amplifiers are capable of linear operation only for signals
with a small excursion around the common-mode levels, rail-to-rail amplifiers are designed to allow signals to swing within millivolts of either power supply rail. The input and output voltage ranges are dependent on the amplifier topology, and the rail-to-rail operation can be achieved for either the input or the output, or both input and output.

5.7.1 Amplifier with a class AB input stage

The circuit diagram of the amplifier is depicted in Figure 5.72. It uses an input stage consisting of source cross-coupled transistors [53] as shown in Figure 5.73.

![Cross-coupled transistor-based differential amplifier.](image)

**FIGURE 5.72**
Cross-coupled transistor-based differential amplifier.

Using the square-law model for MOS devices in the saturation region, the drain currents are given by

\[
i_D = \begin{cases}
  K_n (v_{GS} - V_{Tn})^2, & \text{n-channel transistor} \\
  K_p (v_{GS} - V_{Tp})^2, & \text{p-channel transistor}.
\end{cases}
\]

Applying Kirchhoff’s voltage law on the left and right sides of the transconductor, we have

\[
v_i = v_i^+ - v_i^- = v_{GS7} + v_{GS3} - (v_{GS2} + v_{GS6}),
\]

\[
-v_i = v_i^- - v_i^+ = v_{GS8} + v_{GS4} - (v_{GS1} + v_{GS5}).
\]
With $i_{D5} = i_{D7} = i_{D6} = i_{D8} = I_{SS} = I_{DD} = I_B$, the drain currents are written as

$$i_D^+ = K_{eq} \left( v_i + \sqrt{\frac{I_B}{K_{eq}}} \right)^2,$$

$$i_D^- = K_{eq} \left( v_i - \sqrt{\frac{I_B}{K_{eq}}} \right)^2,$$

where

$$i_D^+ = i_{D1} = i_{D4},$$

$$i_D^- = i_{D2} = i_{D3},$$

and

$$K_{eq} = \frac{K_nK_p}{(\sqrt{K_n} + \sqrt{K_p})^2}.\quad(5.513)$$

The differential output current is given by

$$\Delta i = i_D^+ - i_D^- = 4\sqrt{K_{eq}I_B} v_i.$$

The transfer characteristic of the differential stage is plotted in Figure 5.74. The corresponding transconductance is $g_m = 4\sqrt{K_{eq}I_B}$. The transistors remain in the saturation region provided that

$$|v_i| \leq \sqrt{\frac{I_B}{K_{eq}}}.$$

The class AB operation is achieved because the transconductor can generate an output current which is larger than the dc quiescent current flowing in the circuit.
FIGURE 5.74
Transfer characteristic of the source cross-coupled transistor pair.

Due to the biasing condition realized by source followers $T_5 - T_8$, a current can flow through the input stage even for zero differential input. Given an increase in the voltage on the positive input and a corresponding decrease on the negative input, the drain currents of $T_1$ and $T_4$, and the ones of $T_2$ and $T_3$ increase and decrease from their initial values, as a result of a rise and reduction of their gate-source voltages, respectively. That is, the current in one side of the differential stage increases monotonically with the applied voltage and is limited by the power supply level, while the one in the other side decreases until a transistor turns off. The input currents are then directed to the output branches by current mirrors. The cascode transistors, $T_{17} - T_{20}$, are used to increase the amplifier gain. The conflicting requirements of high output current during the slewing period and large output swing during the settling are met by dynamically biasing the gates of cascode transistors so that the common-source transistors $T_{13} - T_{16}$ remain in the saturation region.

The common-mode feedback is realized by controlling the bias current of $T_{29}$ and $T_{30}$. Transistors $T_{31}$ and $T_{32}$ are connected to the bias voltage, $V_B$, in order to deliver constant currents.

5.7.2 Two-stage amplifier with class AB output stage

The circuit diagram of an amplifier based on the four-transistor class AB output stage is shown in Figure 5.75. The signal provided by the differential input stage is applied to the output stage consisting of common drain complementary transistors, whose quiescent point is set by a translinear loop. As a result, the conduction of the output transistors is maintained even in the absence of an incoming ac signal. Furthermore, the output stage has the capability to source or sink the output current. However, the available output dynamic range may be affected by fluctuations in the transistor threshold voltages. The amplifier stability is maintained by inserting a compensation network.
consisting of $T_C$ and $C_C$ between the input and output of the second stage. The transistor $T_C$ is biased such that a proper compensation resistance can be maintained over IC process, temperature, and supply voltage variations.

### 5.7.3 Amplifier with rail-to-rail input and output stages

In low-voltage designs, a rail-to-rail input stage is required to improve the signal dynamic range for a given supply voltage [54, 55]. It is generally implemented, as shown in Figure 5.76, by a parallel connection of $n$-channel and $p$-channel transistor pairs. Due to the different dc behavior of each pair, the resulting transconductance shown in Figure 5.77 varies with the common-mode input voltage and is not constant.

![Circuit diagram of a rail-to-rail input stage](image)

**FIGURE 5.76**
(a) Circuit diagram of a rail-to-rail input stage; (b) voltage swings of $n$- and $p$-channel transistor pairs.
FIGURE 5.77
Transconductance variations versus the common-mode voltage.

The output current of the differential stage can be written as

\[ i^+ = \frac{I_B}{2} + g_m \frac{v_i}{2}, \quad (5.516) \]
\[ i^- = \frac{I_B}{2} - g_m \frac{v_i}{2}. \quad (5.517) \]

The transconductance is either

\[ g_m = \frac{I_B}{\alpha U_T}, \quad \text{for} \quad v_i < 2U_T \quad (5.518) \]

in the weak inversion region, where \( \alpha \) is the week inversion slope and \( U_T \) is the thermal potential, or

\[ g_m = \sqrt{2KI_B}, \quad \text{for} \quad |v_i| < (2I_B/K)^{1/2} \quad (5.519) \]

in the saturation region. The tail current \( I_B \) assumes the value of \( I_{B1} \) for the \( n \)-channel transistor pair while it is \( I_{B2} \) for the stage using \( p \)-channel transistors. The parameter \( K \) is given by

\[ K = \begin{cases} K_n = \frac{1}{2} \mu_n C_{ox} \frac{W}{L}, & \text{\textit{n-channel transistor}} \\ K_p = \frac{1}{2} \mu_p C_{ox} \frac{W}{L}, & \text{\textit{p-channel transistor}} \end{cases} \quad (5.520) \]

When the common-voltage, \( v_{CM} \), is at mid-rail, both \( n \)- and \( p \)-channel transistor stages operate normally, as a result, the total transconductance \( g_{mT} \), which is about two times greater than that obtained in the cases where \( v_{CM} \) is close to either of the supply voltages, \( V_{SS} \) or \( V_{DD} \), and only one pair type remains operational. This transconductance variation can be efficiently reduced by using differential pairs based on improved biasing circuits.

A constant transconductance can be obtained by inserting a constant voltage, \( V_Z \), between the tails of the complementary input pairs, as shown in Figure 5.78. It is the result of stabilizing the gate-source voltages of the transistors.
FIGURE 5.78
Circuit diagram of a rail-to-rail input stage with a constant voltage regulation.

FIGURE 5.79
Circuit diagram of a rail-to-rail amplifier with the constant voltage regulation of the input stage.

The circuit diagram of the overall rail-to-rail amplifier is depicted in Figure 5.79. Transistors $T_5 - T_8$ and $T_{17} - T_{18}$ implement the voltage source $V_Z$. The parameters $W/L$ of $T_5 - T_8$ can be sized to match the ones of the corresponding input transistors and $T_{15} - T_{16}$ should drive a current eight times greater than the one of $T_{17} - T_{18}$. The gate voltage of $T_9$ is used to limit the drain voltage of $T_{18}$, reducing in this way any additional variation of the current delivered by $T_{15}$.

The class AB output stage has the advantage of operating with a high speed and low supply voltages. The quiescent current flowing through the complementary output transistors, $T_{41}$ and $T_{42}$, is minimized by the biasing structures established by $T_{19} - T_{21}$, $T_{39}$ and $T_{22} - T_{24}$, $T_{40}$, respectively. For a negative output slew, the gate voltage of $T_{42}$ increases. Because $T_{40}$ is biased
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at a fixed voltage, it will turn off and the whole bias current now flows through $T_{30}$. As a result, the gate-source voltages of $T_{39}$ and $T_{41}$ decrease. A similar operation will be observed when the bias of $T_{41}$ is reduced due to a positive change at the output. The floating current sources $T_{29} - T_{30}$ have the same structure as the ones used for the control of the output transistors, whose quiescent current is made less sensitive to supply voltage variations by using two current mirrors biased independently. The input signals of the current mirrors $T_{31} - T_{34}$ and $T_{35} - T_{38}$ are obtained from the $p$- and $n$-channel transistor pairs, $T_1 - T_2$ and $T_3 - T_4$, respectively. Assuming identical saturation and threshold voltages, the minimum supply voltage is about $3V_{DS(sat)} + 2V_T$.

The amplifier phase margin is determined by the two compensation capacitors, $C_{c1}$ and $C_{c2}$, which split apart the amplifier poles to provide a first-order gain characteristic.

**FIGURE 5.80**
Circuit diagram of a rail-to-rail amplifier with dc level shifters.

The amplifier architecture of Figure 5.80 is based on another simple technique, which can be adopted to achieve a constant transconductance. The dc level shifters, realized by the source followers $T_5 - T_6$ and $T_7 - T_8$, are required to overlap the transition region of the tail currents for the $n$- and $p$-channel transistor pairs $T_1 - T_2$ and $T_3 - T_4$. The input stage is loaded by the folded cascode structure, $T_{17} - T_{24}$, followed by a class AB output stage compensated by $C_c$. Note that the deviation of the transconductance due to layout mismatches and IC process variations can be reduced by tuning the bias currents $I_{B1}$ and $I_{B2}$. 
5.8 Amplifier characterization

The ideal model of an amplifier features an infinite gain and bandwidth. Furthermore, the input and output impedances are assumed to be infinite or zero. However, the performance characteristics of amplifiers are generally limited by various nonideal effects (finite gain and bandwidth, common-mode range, power supply rejection, input and output impedance, slew rate, offset) in practice.

5.8.1 Finite gain and bandwidth

The frequency response of an amplifier is shown in Figure 5.81. The first pole of the transfer function, which is characterized by $\omega_1$, is generally made dominant using a suitable compensation technique to have a first-order frequency response. In this case, the 3-dB frequency of the amplifier is reduced to $\omega_1$. The parasitic effects can then be modeled by a pole at $\omega_2$. The parameter $A_0$ is the dc gain and $\omega_0$ represents the unity-gain frequency.

\[ v_0 = A_{dm}v_d + A_{cm}v_c, \]  

(5.521)

where

\[ v_d = v^+ - v^- \]  

(5.522)

**FIGURE 5.81**

Frequency response of an amplifier.

The output voltage of an amplifier can be written as

\[ v_0 = A_{dm}v_d + A_{cm}v_c, \]  

(5.521)
are the differential and common-mode voltages, respectively. The common-mode rejection ratio (CMRR) is defined by

\[
\text{CMRR} = \frac{A_{dm}}{A_{cm}},
\]

where \(A_{dm}\) and \(A_{cm}\) denote the small-signal differential mode and common mode gains, respectively. Ideally, the CMRR should be zero. It is often expressed in dB.

5.8.2 Phase margin

The phase margin, \(\phi_M\), is the amount by which the phase of the amplifier transfer function exceeds \(-180^\circ\) at the unity-gain frequency. It can be measured in degrees and indicates the relative stability of an amplifier in a closed-loop configuration. Typically, the minimum value of the phase margin is on the order of 45\(^\circ\).

5.8.3 Input and output impedances

Ideally, the input and output impedances of an amplifier can be either infinite or zero. However, they are determined in a practical amplifier by the resistors and capacitors associated with the input stage and output buffer, and can be finite and frequency dependent.

5.8.4 Power supply rejection

The power supply rejection ratio (PSSR) is used to characterize the amplifier sensitivity to variations in the supply voltage. It can be expressed as

\[
\text{PSSR} = \frac{V_0/V_i}{V_0/V_{sup}},
\]

where \(V_{sup}\) can denote the positive or negative supply voltage. An ideal amplifier would feature an infinite PSSR. Due to the use of a compensation structure, the PSSR will be degraded as the number of amplification stages is increased.

5.8.5 Slew rate

The slew rate represents the maximum rate of change of the amplifier output in response to a step input signal. It is given by

\[
SR = \max\left(\frac{|dV_0(t)|}{dt}\right) = \frac{I_B}{C_L},
\]

\[\text{(5.526)}\]
where \( v_0 \) denotes the amplifier output voltage, \( I_B \) is the bias current of the input differential transistor pair, and \( C_L \) is the output load capacitor. The SR worst-case value is obtained when the amplifier is in the noninverting unity gain configuration.

The slew rate can be improved by using an amplifier biased dynamically, as shown in Figure 5.82 [57]. This structure is based on the current subtractor depicted in Figure 5.83. By applying a signal at the amplifier input, the currents \( i_1 \) and \( i_2 \) become different. If \( i_2 \) is greater than \( i_1 \), a current \( i = \alpha(i_2 - i_1) \), where \( \alpha < 1 \), will be generated and the overall bias current of the input stage will evolve into \( I_B + i \). Note that in the cases where \( i_2 \) is less or equal to \( i_1 \), no current is mirrored in \( T_3 - T_4 \).

**FIGURE 5.82**
Single-stage amplifier with dynamic biasing.

**FIGURE 5.83**
Current subtractor.

### 5.8.6 Low-frequency noise and dc offset voltage

The noise voltage spectrum of an amplifier is shown in Figure 5.84(a). It is dominated at low frequencies by the \( 1/f \) noise, which varies almost inversely with the frequency. The magnitude of the \( 1/f \) noise is dependent on the size of the input transistors and the IC process used. For high frequencies, the main contribution is due to the thermal noise, the spectrum of which is assumed to be flat. The frequency at which the thermal and \( 1/f \) noise components are equal corresponds to the knee frequency, \( f_k \).
FIGURE 5.84
(a) CMOS amplifier, (b) auto-zeroed amplifier, and (c) chopper amplifier noise voltage spectra.

The straightforward approach to reduce the $1/f$ noise is to design the amplifier input differential pair using pMOS transistors, whose noise contribution is generally lower than the one of nMOS transistors. In a multi-stage amplifier, the gain of the input stage should be made as high as possible.

Let us consider the differential pair (see Figure 5.85) consisting

FIGURE 5.85
Differential transistor pair.

of transistors $T_1 - T_2$, which operate in the saturation region, but under different biasing conditions. Neglecting the variations of the effective surface carrier mobility, $\mu_n$, and the gate oxide capacitance per unit area, $C_{ox}$, the offset voltage is obtained as

$$V_{\text{off}} = V_{GS_1} - V_{GS_2},$$

(5.527)
where

\[
V_{GS1} = V_{T1} + \frac{2I_D^2}{\mu_n C_{ox} \left( \frac{W_1}{L_1} \right)}.
\]

(5.528)

\[
V_{GS2} = V_{T2} + \frac{2I_D^2}{\mu_n C_{ox} \left( \frac{W_2}{L_2} \right)}.
\]

(5.529)

The main contribution to \(V_{off}\) is due to the mismatches between the threshold, length and width of the transistors.

Auto-zeroing and chopper techniques can be used to reduce the effect of the \(1/f\) noise and dc offset in CMOS amplifiers [58, 60]. They operate with two clock phases. While in the auto-zero method, the low-frequency noise is first estimated and then subtracted from the corrupted signal in the next phase, it is modulated to higher frequencies in the chopper approach. Figures 5.84(b) and (c) show the resulting amplifier noise voltage spectra provided by both techniques. The noise is reduced for the auto-zeroing sampling frequency, \(f_s\), or chopping frequency, \(f_{chop}\), greater than \(f_k\). If the noise is stationary, it will be completely eliminated by the auto-zeroing; otherwise, the residual noise at low frequencies will be above the thermal noise floor. This is due to the noise components, which have a magnitude proportional to \(f_t/f_s\), where \(f_t\) is the amplifier transition frequency, and are aliased by the sampling process into the signal baseband. In contrast to an amplifier using the auto-zero calibration, the one based on the chopper technique features a residual noise approximately equal to the thermal noise. Typically, the residual input noise level can be scaled from the millivolt range to the microvolt range, as a result of the use of either the auto-zeroing or chopper technique.

5.8.6.1 Auto-zero compensation scheme

The objective of the auto-zero scheme as shown in Figure 5.86 is to compensate the amplifier dc offset voltage induced by transistor mismatches.

The zeroing amplifier is implemented using a single-ended version of the main amplifier structure. The amplifier differential input stages \((T_1 - T_4)\) have been modified to include auxiliary inputs for dc offset voltage correction. Its realization, as depicted in Figure 5.87, includes an additional transistor pair connected in parallel with the main differential input stage. If the potential differences \(V_i\) and \(V_i'\) exist between the primary and auxiliary inputs, respectively, the amplifier output voltage can be written as

\[
V_0 = A_0(V_i + V_i'/\alpha + V_{off}).
\]

(5.530)
where \( V_{off} \) is the amplifier offset voltage and the ratio of the open-loop dc gains between the primary and auxiliary inputs is defined as \( \alpha = A_0/A'_0 \).

Basically, the role of the zeroing amplifier is to sense the dc offset voltage and to generate a correction voltage that is stored periodically on the capacitors and is used to drive the auxiliary input nodes of the amplifiers [61].

During the clock phase \( \phi_1 \), the inputs of the zeroing amplifier are shorted and a feedback path is created between its output and inverting auxiliary input. The differential voltage applied to the auxiliary inputs of the zeroing amplifier can be expressed as

\[
V_{C_{xr}} - V_{C_z} = V_{refz} - V_{0z}. \tag{5.531}
\]
According to Equation (5.530), we can obtain

\[ V_{0z} = A_{0z} \left[ \frac{V_{refz} - V_{0z}}{\alpha_z} + V_{offz} \right] \]  

(5.532)

or equivalently,

\[ V_{0z} = \frac{1}{1 + \frac{A_{0z}}{\alpha_z}} (A_{0z} V_{refz} / \alpha_z + A_{0z} V_{offz}), \]  

(5.533)

where \( V_{offz} \) is the zeroing amplifier dc offset voltage, \( A_{0z} \) and \( A_{0z}' = A_{0z} / \alpha_z \) are the open-loop dc gains of the zeroing amplifier with respect to the primary and auxiliary inputs, respectively. Combining Equations (5.531) and (5.533) gives

\[ V_{Czr} - V_{Cz} = \frac{1}{1 + \frac{A_{0z}}{\alpha_z}} (V_{refz} - A_{0z} V_{offz}) \]  

(5.534)

In the clock phase \( \phi_2 \), the main inputs of the amplifiers are connected together and the zeroing amplifier output is switched to the noninverting auxiliary input of the main amplifier. Due to the error voltage, \( \Delta V_{Czr} - \Delta V_{Cz} \), introduced by the opening of switches, the differential voltage maintained between the capacitors \( C_{zr} \) and \( C_z \) is

\[ V_{Czr} - V_{Cz} = \frac{1}{1 + \frac{A_{0z}}{\alpha_z}} (V_{refz} - A_{0z} V_{offz}) + (\Delta V_{Czr} - \Delta V_{Cz}). \]  

(5.535)

The output voltage of the main amplifier is given by

\[ V_0 = A_{0m} (V^+ - V^- + V_{offm}) + A_{0m}' (V_{Cm} - V_{Cmr}), \]  

(5.536)

where \( V_{offm} \) is the main amplifier offset voltage, \( A_{0m} \) and \( A_{0m}' = A_{0m} / \alpha_m \) are the open-loop dc gains of the main amplifier with respect to the primary and auxiliary inputs, respectively. The differential voltage driving the auxiliary inputs of the main amplifier can be written as

\[ V_{Cm} - V_{Cmr} = V_{0z} - V_{refm} \]  

(5.537)

\[ = A_{0z} (V^+ - V^- + V_{offz}) + A_{0z}' (V_{Czr} - V_{Cz}) - V_{refm} \]  

(5.538)

Note that the value of the above differential voltage stored on the capacitors during the next phase is affected by the switch error voltages, \( \Delta V_{Cmr} - \Delta V_{Cm} \), according to the next equation:

\[ V_{Cm} - V_{Cmr} = A_{0z} (V^+ - V^- + V_{offz}) \]  

\[ + A_{0z}' (V_{Czr} - V_{Cz}) - V_{refm} + (\Delta V_{Cm} - \Delta V_{Cmr}). \]  

(5.539)

A first-order compensation of the switch error voltages is achieved by the
differential structure and the substitution of Equation (5.535) into (5.539) can be reduced to

\[ V_{C_m} - V_{C_m'} \simeq A_{0z}(V^+ - V^-) + \frac{A_{0z}V_{offz} + A_{0z}'V_{refz} - (1 + A_{0z}')V_{refm}}{1 + A_{0z}'}. \]  
(5.540)

Combining Equations (5.536) and (5.540), the output voltage, \( V_0 \), can then be expressed as

\[ V_0 = (A_0 m + A_0'm A_{0z})(V^+ - V^-) + A_0 m V_{offm} + A_0' m V_{offz} + A_{0z}' V_{refz} - (1 + A_{0z}')V_{refm} \]
(5.541)

By choosing the reference voltages such that \( A_{0z}' V_{refz} = (1 + A_{0z}')V_{refm} \), and assuming that \( A_0 m A_{0z} \gg A_0 m \) and \( A_{0z} \gg 1 \), Equation (5.541) can be put into the form

\[ V_0 \simeq A_0' m A_{0z}(V^+ - V^- + V_{off,res}), \]  
(5.542)

where the residual offset voltage, \( V_{off,res} \), of the compensated amplifier is given by

\[ V_{off,res} \simeq \frac{1}{A_{0z}'} \left[ V_{offz} + \left( \frac{\alpha_m}{\alpha_z} \right) V_{offm} \right]. \]  
(5.543)

For a very low value of \( V_{off,res} \), the gain \( A_{0z}' \) should be made very high. The effect of the offset voltage is similar to the one of the low-frequency or \( 1/f \) noise, which is also expected to be reduced in auto-zeroed amplifier. Generally, the residual offset can be estimated to be in the range of 100 \( \mu V \).

It is necessary that the zeroing amplifier has the structure of a transconductor. Then, it can implement together with the load capacitor \( C_m \) a lowpass filter, whose cutoff frequency can be very low for large values of \( C_m \). The advantage of this structure is to reduce the effect of the parasitic signal caused by the sampling process.

### 5.8.6.2 Chopper technique

The principle of the chopper technique [56] is illustrated in Figure 5.88, where \( \phi_1 \) and \( \phi_2 \) are two square signals with nonoverlapping phases. Each array of cross-coupled switches, which is inserted at the input and output of the first amplifier stage, is then considered to be steered by a chopping square wave taking +1 or −1 values. Let us assume that the signal has a spectrum limited to half of the chopping frequency so that no aliasing occurs. After the first multiplication by \( V_{chop} \), the input signal, \( V_i \), is modulated and translated to odd harmonic frequencies. It is then amplified and translated back to the baseband, while the low-frequency noise voltage (offset voltage, \( 1/f \) noise), \( V_n \), which is modulated only by the second multiplication stage, appears at odd harmonic frequencies of \( V_{chop} \) (see Figure 5.88(c)). The high-frequency
components are eliminated by the lowpass filter (LPF) included in the output stage of the chopper amplifier.

Let \( A \) be the amplifier gain. Taking into account the chopper effect, the amplifier output voltage can be written as

\[
V_0(t) = [V_i(t) \cdot m(t) + V_n]A \cdot m(t),
\]

(5.544)

where \( m(t) \) represents the chopping signal alternating between 1 and \(-1\) with a frequency \( f_{chop} \), and \( V_n \) is the equivalent input noise of the amplifier. The signal multiplication by \( m(t) \) induces a polarity change at the input nodes and a polarity restoration at the output nodes. That is,

\[
V_0(t) = A \cdot V_i(t) + A \cdot V_n \cdot m(t)
\]

(5.545)

The chopping signal \( m(t) \) can be represented as Fourier series given by

\[
m(t) = \frac{4}{\pi} \sum_{k=1}^{\infty} \frac{1}{2k+1} \sin(2(2k+1)f_{chop}t).
\]

(5.546)

Using Fourier transform, the spectrum of the signal \( m(t) \) can be obtained as

\[
M(f) = \frac{2}{\pi} \sum_{k=1}^{\infty} \frac{1}{j(2k+1)} [\delta(f - (2k + 1)f_{chop}) - \delta(f + (2k + 1)f_{chop})].
\]

(5.547)
It can then be shown that the output power spectral density due to noise source is of the form

\[ S_{0,v_n}(f) = S_{v_n}(f) \ast |M(f)|^2, \tag{5.548} \]

where \( \ast \) denotes the convolution operation, \( S_{v_n} \) is the power spectral density of the equivalent input noise, and

\[ |M(f)|^2 = \left( \frac{2}{\pi} \right)^2 \sum_{k=1}^{\infty} \frac{1}{(2k+1)^2} [\delta(f + (2k + 1)f_{chop}) - \delta(f - (2k + 1)f_{chop})]. \tag{5.549} \]

The low-frequency noise is then transposed to odd harmonic frequencies of the chopping signal \( m(t) \), where it can be attenuated by a lowpass filter. Due to the \( 1/(2k + 1)^2 \) scaling factor, the contribution to the baseband of noise replicas is greatly attenuated.

Simulation results show that the output power spectral density increases with the ratio of the amplifier cutoff frequency to the chopper frequency, but always remains smaller than the power spectral density of the white noise inherent to the original amplifier. Due to the fact that each signal component is not sampled and held, but periodically inverted, the chopper technique has the advantage of not aliasing the broadband noise, in contrast to the auto-zero approach [59]. In practice, the frequency of the modulating signal should be greater than the sum of the signal bandwidth and the \( 1/f \) corner frequency to minimize the noise contribution in the baseband and relax the filtering specifications. As a result, the achievable frequency range may appear to be limited by the required high-frequency chopping signals.

FIGURE 5.89
Circuit diagram of a low-noise amplifier using the chopper technique.

The circuit diagram of an amplifier using the chopper technique is shown in Fig 5.89. The first differential stage consisting of \( T_1 - T_5 \) should exhibit a low
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gain and noise. Transistors $T_6 - T_{12}$ form the second stage, which features a low unity-gain frequency and a high gain. These features can be useful for the reduction of the effect of the modulated offset and the offset due to the output stage comprising a gain inverting section and a source follower. The amplifier is compensated by the Miller capacitors, $C_{c1}$ and $C_{c2}$. The voltage $V_{CM}$ is generated by a CMF circuit and the cross-coupled connection of transistors $T_8 - T_{11}$ is used to define the CM level for the second differential stage. In this case, the residual offset voltage is about 10 $\mu$V [60]. It is generally due to spikes generated by mismatches between the charge injections of switches.

5.9 Summary

The available amplifier circuits can be divided into two main groups: single- and multi-stage architectures. Generally, the existing trade-off between speed and gain makes it difficult for CMOS amplifiers to exhibit a high bandwidth and dc gain simultaneously. Then, the need of a high gain leads to multi-stage designs with long-channel transistors biased at low current levels, whereas the requirement of a high unity-gain frequency is fulfilled by a single-stage topology with short-channel transistors biased at high current levels.

The choice of the amplifier architecture plays an important role in the design of low-voltage circuits. In addition to the amplifier characteristics such as the gain, bandwidth, and slew rate, the output swing also becomes critical. Generally, the power dissipation increases as the supply voltage is reduced. The two-stage amplifier appears to be suitable for low-voltage operation due to its larger output swing, while the telescopic structure achieves superior speed and power consumption.

5.10 Circuit design assessment

1. Amplifier design challenges

Show that the transfer function of the RC circuit of Fig 5.90(a) can be written as

$$H(j\omega) = \frac{V_o(j\omega)}{V_i(j\omega)} = \frac{1}{1 + j\omega RC}.$$  \hspace{1cm} (5.550)

Let $k$ and $T$ be the Boltzmann’s constant and absolute temperature, respectively, and $\overline{v_n^2}$ denote the output noise of the RC circuit over the frequency range from dc to infinity. The thermal noise can be modeled by adding a current source with the root mean squared
value of $\sqrt{\frac{\nu^2}{R}} = \sqrt{(4kT)/R}$ in parallel with the resistor $R$. Use the formula
\[
\sqrt{\nu^2} = \left(\int_0^{+\infty} \nu^2 df\right)^{1/2},
\]
where $\nu^2 = RiR|H(j\omega)|^2$, to verify that
\[
\sqrt{\nu^2} = \sqrt{\frac{kT}{C}}.
\]

Note that
\[
\int \frac{dx}{x^2 + a^2} = \frac{1}{a} \arctan\left(\frac{x}{a}\right) + c,
\]
where $a$ and $c$ are two real constants.

The transistor in the saturation region can be described by the square law given by
\[
I_D = K(v_{GS} - V_T)^2(1 + \lambda v_{DS}),
\]
where $K = \mu(C_{ox}/2)(W/L)$ and $\lambda$ is the channel-length modulation parameter. The transconductance is defined by
\[
g_m = \frac{\partial I_D}{\partial v_{GS}} \bigg|_{v_{DS}} \simeq 2K(v_{GS} - V_T) = 2\sqrt{KI_D},
\]
while the conductance can be written as
\[
g_{ds} = \frac{\partial I_D}{\partial v_{DS}} \bigg|_{v_{GS}} = K\lambda(v_{GS} - V_T)^2 = I_D\lambda.
\]
Show that the gain of the amplifier of Figure 5.90(c) can be written as
\[ A(j\omega) = \frac{v_0(j\omega)}{v_i(j\omega)} = A_0 \frac{1}{1 + j\frac{\omega}{\omega_c}}, \]  
(5.557)

where \( A_0 = g_m/g_{ds} \) and \( \omega_c = g_{ds}/C_L \) denote the dc gain and bandwidth, respectively.

Add the asymptotic bode representation of a gain \( A' \), which corresponds to \( A'_0 > A_0 \), to the graph of Figure 5.90(d). Can we meet simultaneously the high dc gain and bandwidth requirements?

Explain why the power consumption increases by \( \alpha^2 \), as a result of the scaling by a factor \( \alpha \) of the amplifier signal swing and thermal noise such that the dynamic range and bandwidth are maintained constant.

**Hint:** The dynamic range (DR), which is limited by the thermal noise, is given by
\[ DR = \frac{S_S}{S_{KT/C}} = \frac{V_{max}^2}{kT/C}, \]  
(5.558)

where \( V_{max} \) is the maximum signal swing. By reducing the supply voltage by \( \alpha \), the DR and bandwidth become
\[ DR' = \frac{V_{max}^2/\alpha^2}{kT/\alpha^2C} \]  
(5.559)

and
\[ \omega_c' = \frac{\alpha^2g_m}{\alpha^2C_L}, \]  
(5.560)

respectively. The transconductance is given by
\[ g_m = \sqrt{2\mu C_{ox} \frac{W}{L} I_D} \]  
(5.561)

while \( C_{ox} \) is converted to \( \alpha C_{ox} \) and \( I_D \) to \( \alpha^3 I_D \). As a result, the power consumption contribution, \( P = I_D V_{max} \), is magnified by \( \alpha^2 \).

2. **Comparison of folded-cascode and two-stage amplifiers**

Consider the folded-cascode and two-stage amplifiers shown in Figures 5.91(a) and (b), respectively. With the assumption that symmetrical transistors are matched, and all transistors operate in the saturation region and exhibit the same drain-source saturation voltage, compare both amplifier structures and verify the results (slew rate, unity gain frequency, lowest nondominant pole, output swing, input-referred thermal noise, minimum supply voltage) summarized
FIGURE 5.91
Circuit diagrams of (a) folded-cascode and (b) two-stage amplifiers.

TABLE 5.1
Performance Characteristics of Folded-Cascode and Two-Stage Amplifiers

<table>
<thead>
<tr>
<th></th>
<th>Folded-Cascode Amplifier</th>
<th>Two-Stage Amplifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slew rate</td>
<td>( \frac{I_B}{C_L} )</td>
<td>( \min \left( \frac{I_{B1}}{C_C}, \frac{I_{B2}}{C_C + C_L} \right) )</td>
</tr>
<tr>
<td>Unity-gain frequency</td>
<td>( \frac{g_{m1}}{C_L} )</td>
<td>( \frac{g_{m5}}{C_L} )</td>
</tr>
<tr>
<td>Nondominant pole</td>
<td>( \frac{g_{m5}/C_p}{g_{m1}/C_C} )</td>
<td>( \frac{g_{m5}/C_L}{g_{m1}/C_C + C_L} )</td>
</tr>
<tr>
<td>Output swing</td>
<td>( 2V_{DD} - 8</td>
<td>V_{DS(sat)}</td>
</tr>
<tr>
<td>Thermal noise</td>
<td>( 8\gamma kT \left( 1 + \frac{g_{m1}}{g_{m3} + g_{m5}} \right) )</td>
<td>( 8\gamma kT \left( 1 + \frac{g_{m1}}{g_{m3}} \right) )</td>
</tr>
<tr>
<td>Minimum supply</td>
<td>(</td>
<td>V_T</td>
</tr>
</tbody>
</table>

in Table 5.1, where \( C_p \) represents a parasitic capacitance, and \( \gamma \) is the transistor noise coefficient.

Hint: Let \( \overline{v_{n,i}^2} \) be the input-referred noise power spectral density of the amplifier, \( \overline{v_{n,0}^2} \) be the output noise power spectral density of the amplifier, and \( \overline{v_{n,k}^2} \) be the input-referred noise power spectral density of the transistor \( T_k \). It is convenient to assume that

\[
\overline{v_{n,i}^2} = \overline{v_{n,0}^2}/g_{m1}^2
\]  

(5.562)

and to model \( \overline{v_{n,k}^2} \) as the sum the thermal noise and the \( 1/f \) noise, that is,

\[
\overline{v_{n,k}^2} = \left( \frac{2}{3} \right) \frac{4kT}{g_{m,k}} + \frac{KF}{C_{ox} W L f}.
\]  

(5.563)
- Folded-cascode amplifier
Assuming that the noise due to the transistor $T_{11}$ is canceled by the circuit symmetry and input transistor matching, and the noise contribution of cascode transistors is negligible because they are source degenerated and exhibit a small effective transconductance, verify that the equivalent input-referred noise power spectral density, $v_{n,i}^2$, in $V^2/Hz$ is of the form

$$v_{n,i}^2 = 2 \left[ v_{n1}^2 + \left( \frac{g_{m3}}{g_{m1}} \right)^2 v_{n3}^2 + \left( \frac{g_{m9}}{g_{m1}} \right)^2 v_{n9}^2 \right].$$  \hspace{1cm} (5.564)

- Two-stage amplifier
With the assumption that the input-referred noise is mainly determined by the first stage, verify that

$$v_{n,i}^2 = 2 \left[ v_{n1}^2 + \left( \frac{g_{m3}}{g_{m1}} \right)^2 v_{n3}^2 \right].$$  \hspace{1cm} (5.565)

3. Design of a low-voltage amplifier
For the amplifier shown in Figure 5.92, verify the following statements:
- The input common-mode is limited by $V_{SS}$ and $V_{DD} - |V_T| - 2V_{DS(sat)}$.
- The minimum supply voltage can be expressed as $\max\{ V_{DS3(sat)} + V_{DS5(sat)} + V_{T5}, V_{DS3(sat)} + V_{DS5(sat)} + V_{DS7(sat)} \}$.

Size of the amplifier components using a submicrometer IC process to meet the following specifications: 50 dB dc gain and 4 MHz unity-gain bandwidth.

Estimate the slew rate for a load capacitance of 10 pF and the power dissipation of the amplifier.

**FIGURE 5.92**
Circuit diagram of a low-voltage amplifier.
4. Amplifier stage with a source degeneration resistance
   Use the small signal equivalent model of the transistors to determine the voltage gain of the amplifier structure shown in Figure 5.93.

5. Amplifier stage based on a series of differential pairs
   The linearity of a differential pair can be improved by using the amplifier stage shown in Figure 5.94 [8]. All transistors operate in the saturation region. Find the relationship between the output current $\Delta i_0 = i_0^+ - i_0^-$ and the input voltage $V_i = V_i^+ - V_i^-$. For a given CMOS technology, verify your calculations using SPICE simulations.

6. Fully differential folded-cascode amplifier with a common-mode feedback (CMF) circuit
   In a 0.13 µm CMOS technology, design the differential folded-cascode amplifier shown in Figure 5.95 to meet the specifications given in Table 5.2.
   Use SPICE simulations to adequately adjust the transistor aspect ratios.
FIGURE 5.95
Differential folded-cascode amplifier with a common-mode feedback (CMF) circuit.

TABLE 5.2
Amplifier Specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply voltage</td>
<td>±1.25 V</td>
</tr>
<tr>
<td>Capacitive load</td>
<td>2 pF</td>
</tr>
<tr>
<td>Slew rate</td>
<td>100 V/µs</td>
</tr>
<tr>
<td>DC voltage gain</td>
<td>60 dB</td>
</tr>
<tr>
<td>Gain-bandwidth product</td>
<td>100 MHz</td>
</tr>
<tr>
<td>Phase margin</td>
<td>&gt; 60°</td>
</tr>
<tr>
<td>Power consumption</td>
<td>&lt; 15 mW</td>
</tr>
</tbody>
</table>

Provide a table including the simulated dc results.

Plot the transient step response and frequency response of the resulting amplifier in the unity feedback configuration.

Determine the settling time achieved by the resulting amplifier.

7. Fully differential amplifier without a common-mode feedback circuit
Due to the loading of the common-mode feedback circuit on the signal path, a fully differential amplifier can exhibit a limited speed and require more power. The amplifier structure of Figure 5.96 [62] can serve for the implementation of differential switched-capacitor (SC) circuits without a common-mode feedback stage. The SC gain stage shown in Figure 5.97, where \( V_{icm} \) and \( V_{0cm} \) are the input and output common-mode voltages, respectively, uses the clock phase 2 to define a common-mode voltage reference for the amplifier nodes.
Use simulation results to analyze the effect of the common-mode signal at the amplifier input on the circuit behavior.

8. Stability of a differential gain stage
Consider the equivalent circuit of a differential gain stage shown in Figure 5.98, where $C_1 = 2 \text{ pF}$, $C_2 = 1 \text{ pF}$, and $C_L = 1 \text{ pF}$.

Use the small-signal equivalent model of a fully differential amplifier depicted in Figure 5.99, where $Z_i$ and $Z_{cm}$ denote the impedance of a parallel combination of a resistor and a capacitor, to determine the transfer function $V_0/V_i$, where $V_0 = V_0^+ - V_0^-$ and $V_i = V_i^+ - V_i^-$. Starting with the following initial component values, $R_i = R_0 = R'_0 = R_{cm} = 1 \text{ M\Omega}$, $C_i = C_0 = C'_0 = C_{cm} = C_p = 1 \text{ pF}$, $g_m = g'_m = 1 \text{ mS}$, analyze the stability of the gain stage using SPICE simulations.
9. Low-voltage amplifier with a class AB output
Consider the low-voltage class AB amplifier shown in Figure 5.100. The transistor $T_{11}$ operates in the triode region, while the remaining transistors are biased in the saturation region.

Assuming that $V_{DD} = -V_{SS} = 1$ V and $I_B = 200$ µA, estimate the values of the width and length of each transistor to achieve a
voltage gain of $10^4$, a gain-bandwidth product of 3.5 MHz, and a phase margin of $70^\circ$ in a given CMOS process. The capacitive and resistive loads of the amplifier are on the order of 2 pF and 10 kΩ, respectively.

**10. Two-stage amplifier with a current-buffer compensation**

To improve the capacitive load range of a two-stage amplifier, the compensation can be implemented using a current buffer as shown in Figure 5.101 [40]. A virtual ground is realized for the compensation capacitor as a result of the biasing of the transistor $T_5$ at a fixed dc potential by one of the two current sources, $I_c$.

Use the small-signal model of Figure 5.102 with the assumption that the controlled current connected to the first stage is given by $I_c(s) = sC_cV_0(s)$ and show that the resulting transfer function of the compensated amplifier reads

$$A(s) = \frac{V_0(s)}{V_i(s)} = -A_0 \frac{1}{1 + bs + as^2}, \quad (5.566)$$

where

$$A_0 = \frac{g_{m1}g_{m2}}{g_1g_2}, \quad (5.567)$$

$$a = \frac{C_1(C_2 + C_c)}{g_1g_2}, \quad (5.568)$$

$$b = \frac{C_1}{g_1} + \frac{C_2 + C_c}{g_2} + \frac{g_{m2}C_c}{g_1g_2}. \quad (5.569)$$

Verify that

$$A(s) = \frac{V_0(s)}{V_i(s)} = -A_0 \frac{1}{(1 + s/p_1)(1 + s/p_2)}, \quad (5.570)$$

where the poles $p_1$ and $p_2$ are computed as

$$\frac{1}{p_1}, \frac{1}{p_1} = \frac{1}{2}(-b \pm \sqrt{\Delta}) \quad (5.571)$$

and $\Delta = b^2 - 4a$ should be positive.

Let $p_2$ be much greater than $p_1$. The gain-bandwidth product, GBW, and phase margin, $\phi_M$, are defined by

$$\text{GBW} \approx \frac{g_{m1}}{C_c} \quad (5.572)$$

and

$$\tan \phi_M = \frac{p_2}{\text{GBW}}, \quad (5.573)$$

respectively. Relate $C_c$ to $\phi_M$ and analyze the amplifier stability.
11. Two-stage amplifier with a class AB output
Consider the circuit diagram of a two-stage amplifier with a class AB output shown in Figure 5.103 [63]. To minimize cross-over distortion, the output transistors should be kept at the boundary of the conduction region in the absence of an incoming ac signal. This
can be achieved through unbalanced current mirroring, thereby resulting in transistor sizes of the form

\[
\begin{align*}
W_1/L_1 &= W_2/L_2 \\
W_3/L_3 &= W_4/L_4 = W_8/L_8 \\
W_7/L_7 &= \alpha(W_6/L_6) \\
W_{10}/L_{10} &= \beta(W_9/L_9) \\
W_{12}/L_{12} &= W_{13}/L_{13} = W_{15}/L_{15} \\
W_{11}/L_{11} &= \gamma(W_{14}/L_{14})
\end{align*}
\]

where \( \alpha, \beta, \) and \( \gamma \) are constant numbers. A frequency compensation network consisting of \( R_c \) and \( C_c \) is used to ensure the closed-loop stability when the amplifier operates with a load.

Based on the equations

\[
V_{SG6} = V_{SG11} + V_{SD10}
\]

and

\[
V_{GS7} = V_{GS14} + V_{DS13}
\]

determine the quiescent current, \( I_Q \), flowing through the output transistors.

Assuming that \( V_{DD} = -V_{SS} = 2.5 \text{ V} \) and \( R_B = 100 \text{ kΩ} \), estimate the values of the width and length of each transistor to achieve a voltage gain of \( 10^3 \) and a gain-bandwidth product of 2 MHz in a given CMOS process.

12. Three-stage RNMC amplifier with a feed-forward transconductance

![Circuit diagram of a three-stage RNMC amplifier with a feed-forward transconductance](image)

**FIGURE 5.104**
Circuit diagram of a three-stage RNMC amplifier with a feed-forward transconductance.

Consider the circuit diagram of a three-stage reversed nested Miller compensation (RNMC) amplifier with a feed-forward transconductance shown in Figure 5.104. With reference to the small-signal
FIGURE 5.105
Small-signal equivalent circuit of the three-stage RNMC amplifier with a feed-forward transconductance.

equivalent circuit shown in Figure 5.105, verify that the equations for the node 1, node 2, and node 3, can be written as

\[ g_m V_i + V_1 (g_1 + sC_1) - (V_0 - V_1)sC_{c1} - (V_2 - V_1)sC_{c2} = 0, \]
\[ (5.576) \]

\[-g_m V_i + V_2 (g_2 + sC_2) + (V_2 - V_1)sC_{c2} = 0, \]
\[ (5.577) \]

and

\[ g_m V_2 + g_m V_1 + V_0 (g_3 + sC_3) + (V_0 - V_1)sC_{c1} = 0, \]
\[ (5.578) \]

respectively. Assuming that \( g_{mk} \gg g_k \) \( (k = 1, 2, 3) \) and \( C_{c1}, C_{c2}, C_3 \gg C_1, C_2 \), show that the amplifier small-signal voltage gain can be put into the form

\[ A(s) = \frac{V_0(s)}{V_i(s)} \simeq A_0 \frac{1 + ds + cs^2}{(1 + s/\omega_p)(1 + bs + as^2)}, \]
\[ (5.579) \]

where

\[ A_0 = \frac{g_m g_m g_m}{g_m g_m g_m}, \]
\[ (5.580) \]

\[ \omega_p = \frac{g_m g_m g_m}{g_m g_m g_m C_{c1}}, \]
\[ (5.581) \]

\[ a = \frac{C_{c2} C_3}{g_m g_m g_m}, \]
\[ (5.582) \]

\[ b = \frac{(g_m + g_m f - g_m) C_{c2} C_{c1} - g_m C_{c2} C_3}{g_m g_m g_m C_{c1}}, \]
\[ (5.583) \]

\[ c = -\frac{C_{c2} C_{c1}}{g_m g_m g_m}, \]
\[ (5.584) \]
and

$$d = \frac{(g_{m3} + g_{m2f})C_{c2}}{g_{m2}g_{m3}}.$$  \hfill (5.585)

Determine the gain-bandwidth product and slew rate of the amplifier.

13. **Three-stage amplifier with a feed-forward compensation**

For the three-stage amplifier shown in Figure 5.106, verify that the small-signal equivalent model can be derived as depicted in Figure 5.107.

**FIGURE 5.106**
Circuit diagram of a three-stage amplifier.

**FIGURE 5.107**
Small-signal equivalent model of the three-stage amplifier.

Show that

$$A(s) = \frac{V_0(s)}{V_i(s)} = A_0 \frac{1 + ds + cs^2}{(1 + s/\omega_p)(1 + bs + as^2)},$$  \hfill (5.586)
where

\[ A_0 = \frac{g_{m1} g_{m2} g_{m3}}{g_{1g2g3}}, \]  

(5.587)

\[ \omega_{p1} = \frac{g_{1g2g3}}{g_{m2} g_{m3} C_{c1}}, \]  

(5.588)

\[ a = \frac{C_{c3} C_{c2}}{g_{m2} g_{m3}}, \]  

(5.589)

\[ b = \frac{C_{c2} (g_{m3} + g_{m2f} - g_{m2})}{g_{m2} g_{m3}}, \]  

(5.590)

\[ c = \frac{C_{c1} C_{c2} [(g_{m2f} + g_{m3}) R_c - 1]}{g_{m2} g_{m3}} \]  

(5.591)

and

\[ d = (C_{c1} + C_{c2}) R_c + \frac{C_{c2} (g_{m2f} - g_{m2})}{g_{m2} g_{m3}}. \]  

(5.592)

With the assumption that \( R_c = 1/(g_{m2f} + g_{m3}) \), compute the gain-bandwidth product and slew rate of the amplifier.
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Nonlinear analog components in MOS technology essentially include comparators and multipliers. They can find applications in communication and instrumentation systems.

A comparator provides an output signal to indicate whether the input signal is higher or lower than a reference voltage, or equivalently, determines the sign of a voltage difference. Its output then assumes either the high or low level, depending on the relative magnitude of the input signals. In most applications, comparators are required to exhibit a high speed, a high gain, a high common-mode rejection, and a low offset voltage.

Multipliers or mixers are used in a variety of electronic systems to provide the product of two signals. The basic idea of the multiplier implementation relies on applying the input signals to a nonlinear device and canceling the undesired output components. High linearity, or say, low intermodulation distortion, and low noise can be considered important performance characteristics in a multiplier, because they can affect the resulting dynamic range.

The next sections deal with the analysis and design of nonlinear active components (comparators and multipliers). Generally, the objective is to achieve a sufficient dynamic range and bandwidth using submicrometer IC process with a low supply voltage.
6.1 Comparators

Comparators are used in applications such as data conversion and interfacing, where a decision regarding the relative value of the input signals is required. They can be realized using high-gain differential amplifiers, charge balancing techniques, and open-loop structures with a positive feedback [1, 2].

In general, the speed and accuracy of comparators are enhanced by reducing the probability of metastability. A metastable state occurs, for instance, when the input voltage difference is too small to be resolved unambiguously. Although the metastability cannot be completely avoided, its rate of occurrence is reduced by maximizing the available settling time, as by employing a cascade of output latches.

6.1.1 Amplifier-based comparator

Amplifiers may appear suitable for comparing two signals. Figure 6.1 shows a comparator based on an uncompensated two-stage transconductance amplifier driving two inverters in series. The input and reference voltages are applied to either the positive node or negative node of the first stage of the comparator, which consists of a differential transistor pair loaded by a current mirror. The output of the second stage, which is a source follower, is used to drive the inverters. The compensation network of the amplifier is removed to somewhat increase the operation speed while the use of the inverter stage helps drive output capacitive loads with optimum speed.

In the noninverting configuration, the comparator output voltage can
be written as,

\[ V_0 = \begin{cases} 
V_{0H}, & \text{if } V_i - V_{REF} > V_{iH} \\
A_v(V_i - V_{REF}), & \text{if } V_{iL} \leq V_i - V_{REF} \leq V_{iH} \\
V_{0L}, & \text{if } V_i - V_{REF} < V_{iL}
\end{cases} \quad (6.1) \]

while, in the inverting configuration, it is given by

\[ V_0 = \begin{cases} 
V_{0L}, & \text{if } V_i - V_{REF} > V_{iH} \\
-A_v(V_i - V_{REF}), & \text{if } V_{iL} \leq V_i - V_{REF} \leq V_{iH} \\
V_{0H}, & \text{if } V_i - V_{REF} < V_{iL}
\end{cases} \quad (6.2) \]

where \( A_v \) is the amplification gain; \( V_{iL} \) and \( V_{iH} \) denote the low and high level of the input thresholds, respectively; and \( V_{0L} \) and \( V_{0H} \) represent the lower and higher limits of the output thresholds, respectively.

The smallest voltage difference, which can be resolved by the comparator, is dependent on the gain, \( A_v \), and

\[ A_v = \frac{V_{0H} - V_{0L}}{\Delta V}, \quad (6.3) \]

where \( \Delta V \) is the resolution. In the ideal case, \( A_v \) is assumed to be infinite and \( V_{iL} = V_{iH} \).

Due to transistor mismatches, the comparator exhibits an input-referred offset voltage that is equal to the value of the output signal when \( V_i - V_{REF} \) is set to zero. Offsets, that are generally in the range of \( \pm 10 \) mV, can be reduced to a few microvolts using trimming or auto-zero techniques.

In high-speed applications, the comparator performance is also dependent on the delay between the instant where the signals are applied at the inputs and the one where the output voltage reaches the steady state. In contrast to amplifiers, the speed requirement is achieved in multistage comparators by not using the frequency compensation.

Ideally, the transition between logic levels at the output node will occur when both input signals have the same magnitude, as shown in Figure 6.3(a).
This is not the case in practice due to the offset voltage caused by mismatches between nMOS and pMOS transistor characteristics. The comparator transfer characteristic showing the effect of the finite gain, \( A_v \), and offset voltage, \( V_{off} \), is illustrated in Figure 6.3(b). Furthermore, the transition between the output logic levels will occur with a time delay, which increases for large voltage swings on the inputs.

The operation with a high gain can contribute to increasing the comparator sensitivity to the effect of the noise, which can corrupt the input signal. In the presence of noise or in the case where the comparator speed is much higher than the variation rate of the input signal around the reference signal level, the switching of the comparator output can become erratic. This problem is overcome by using a comparator with hysteresis. A common technique to generate the hysteresis is based on the use of a positive feedback, which forces the threshold levels for the output switching to depend not only on the difference voltage at the input nodes, but also on the previous states of the input signals. The comparator will then exhibit a characteristic with hysteresis if the switching thresholds for low-to-high and high-to-low transitions of the input voltages are different from each other.

A hysteresis circuit is depicted in Figure 6.4(a) [4, 5]. It consists of a dif-
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differential transistor pair, $T_1 - T_2$, loaded by current mirrors, $T_3 - T_6$, with cross-coupled outputs. The current flowing through $T_3$ and $T_4$ are of the form $i_1 = i_3 + i_6$ and $i_2 = i_4 + i_5$. The extra current contributions of $T_5$ and $T_6$, which form the positive feedback, help increase not only the transconductance of the differential stage, but also the output slew rate.

Based on the small-signal assumption, the current flowing through each of the transistors $T_1$ and $T_2$ forming the differential input stage of the comparator shown in Figure 6.4(a) can be computed as

$$i_{d_1} \simeq \frac{I_B}{2} + g_{m_1} \frac{V_i}{2}$$

(6.4)

and

$$i_{d_2} \simeq \frac{I_B}{2} - g_{m_2} \frac{V_i}{2},$$

(6.5)

respectively, where $V_i = V_i^+ - V_i^-$. $I_B$ is the bias current.

For the transistors $T_5$ and $T_6$, we have

$$i_{d_5} \simeq g_{m_5} \frac{V_0}{2}$$

(6.6)

and

$$i_{d_6} \simeq -g_{m_6} \frac{V_0}{2},$$

(6.7)

respectively, where $V_0 = V_0^+ - V_0^-$. By replacing the diode connected transistor $T_3$ by its equivalent resistance, $(1/g_{m3}) \parallel (1/g_3)$, the output voltages can be expressed as

$$V_{0^+} = \frac{1}{g_{m3}} \parallel \frac{1}{g_3} \parallel \frac{1}{g_1}|i_{d_3}$$

(6.8)

$$V_{0^-} = \frac{1}{g_{m4}} \parallel \frac{1}{g_4} \parallel \frac{1}{g_2}|i_{d_4},$$

(6.9)

where $i_{d_3} = i_{d_1} - i_{d_6}$ and $i_{d_4} = i_{d_2} - i_{d_5}$. In practice, $g_{m3} = g_{m2}$, $g_{m4} = g_{m6}$, $g_1 = g_3$, and $g_2 = g_4$, while $1/g_1$ and $1/g_3$ are assumed to be negligible in comparison with $1/g_{m3}$.

The differential output voltage is given by

$$V_0 = \frac{1}{g_{m3}} [(i_{d_1} - i_{d_2}) + (i_{d_5} - i_{d_6})],$$

(6.10)
where \( i_{d1} - i_{d2} = g_{m1}V_i \) and \( i_{d5} - i_{d6} = g_{m3}V_0 \). The differential gain can then be written as

\[
A_d = \frac{V_0}{V_i} = \frac{1}{1 - \eta g_{m1}} g_{m3},
\]

(6.11) where \( \eta = g_{m5}/g_{m3} \). Note that the drain current for a transistor operating in the saturation region is of the form

\[
i_{dj} = \frac{1}{2} K' \left( \frac{W_j}{L_j} \right) (V_{gsj} - V_T)^2,
\]

(6.12) where \( K' = \mu_n C_{ox} \), and the transconductance around the bias point can be derived as

\[
g_{mj} = \frac{\partial i_{dj}}{\partial V_{gsj}} = \sqrt{\frac{2K'(W_j/L_j)}{i_{dj}}},
\]

(6.13) where \( W_j \) and \( L_j \) denote the width and length of the transistor, respectively.

The operation mode of the comparator is determined by the value of the positive feedback factor, \( \eta \). If \( \eta < 1 \), the comparator will operate as an improved gain stage [3]. If \( \eta = 1 \), the comparator will exhibit the behavior of a positive feedback latch. If \( \eta > 1 \), the operation of the comparator will be similar to the one of a Schmitt trigger circuit with the hysteresis width related to the value of the positive feedback factor.

In the case where \( \eta > 1 \), the comparator characteristics in the noninverting and inverting configurations are respectively shown in Figures 6.4(b) and (c), where \( \alpha < 1 \) and \( \beta < 1 \). To derive the positive trigger point, it is assumed that \( V_i^+ = 0 \). By connecting the inverting input node to a negative voltage, the transistor \( T_1 \) is turned on while \( T_2 \) is turned off. Because the current flowing through \( T_1 \) and \( T_3 \) is almost equal to the bias current, \( V_0^+ \) is set to the high logic level and \( V_0^- \) takes the low logic level. Hence, the current flowing through the transistors \( T_4, T_5, \) and \( T_6 \) is nearly zero.

By increasing the voltage at the inverting input node, \( T_2 \) can start to conduct and the load of the differential stage is reduced to the current mirror formed by \( T_3 \) and \( T_5 \). This electrical conduction is developed gradually until the drain currents of \( T_2 \) and \( T_5 \) are equal. It can be found that

\[
i_{ds} = \frac{W_5/L_5}{W_3/L_3} i_{d5}, \quad \text{(6.14)}
\]

\[
i_{d2} = i_{d5}, \quad \text{(6.15)}
\]
where $i_{d_3} = i_{d_1}$. Because the input differential pair consisting of transistors $T_1$ and $T_2$ is biased by the constant current $I_B$, we have

$$i_{d_1} + i_{d_2} = I_B.$$  \hspace{1cm} (6.16)

The drain current of $T_1$ and $T_2$ can then be given by

$$i_{d_1} = \frac{I_B}{1 + (W_5/L_5)/(W_3/L_3)}$$  \hspace{1cm} (6.17)

and

$$i_{d_2} = \frac{(W_5/L_5)/(W_3/L_3)I_B}{1 + (W_5/L_5)/(W_3/L_3)}.$$  \hspace{1cm} (6.18)

The positive trigger level is defined as

$$V_{trig^+} = v_{gs_2} - v_{gs_1},$$  \hspace{1cm} (6.19)

where

$$v_{gs_1} = \sqrt{\frac{i_{d_1}}{2k'(W_1/L_1)}} + V_T$$  \hspace{1cm} (6.20)

and

$$v_{gs_2} = \sqrt{\frac{i_{d_2}}{2k'(W_2/L_2)}} + V_T.$$  \hspace{1cm} (6.21)

Assuming that the transistors $T_1$ and $T_2$ are matched, we obtain

$$V_{trig^+} = \sqrt{\frac{I_B}{2k'(W_1/L_1)}} \sqrt{\frac{(W_5/L_5)/(W_3/L_3) - 1}{\sqrt{1 + (W_5/L_5)/(W_3/L_3)}}}.$$  \hspace{1cm} (6.22)

As soon as the input voltage becomes greater than $V_{trig^+}$, the switching of comparator outputs will occur. As a result, $V_0^+$ changes to the low logic level and $V_0^-$ now assumes the high logic level. With the transistor $T_1$ being off and $T_2$ on, the bias current primarily flows through $T_2$ and $T_4$ and there is no current flowing through transistors $T_3$, $T_5$, and $T_6$.

For the derivation of the negative trigger point, the voltage at the inverting input node is decreased to initiate the conduction of $T_1$. This is associated with a reduction in the current through $T_2$ and continues until the drain currents of $T_1$ and $T_6$ become equal. This is achieved at the trigger point. In a similar manner as previously, we find that

$$i_{d_6} = \frac{W_6/L_6}{W_4/L_4}i_{d_4},$$  \hspace{1cm} (6.23)

$$i_{d_1} = i_{d_6},$$  \hspace{1cm} (6.24)

$$i_{d_1} + i_{d_2} = I_B.$$  \hspace{1cm} (6.25)
FIGURE 6.5
Circuit diagram of a comparator with hysteresis.

where $i_{d_4} = i_{d_2}$. This set of equations can then be solved for

$$i_{d_2} = \frac{I_B}{1 + (W_6/L_6)/(W_4/L_4)} \quad (6.26)$$

and

$$i_{d_1} = \frac{(W_6/L_6)/(W_4/L_4)I_B}{1 + (W_6/L_6)/(W_4/L_4)}. \quad (6.27)$$

The negative trigger level is obtained as

$$V_{\text{trig}^-} = v_{gs_2} - v_{gs_1}, \quad (6.28)$$

where

$$v_{gs_1} = \sqrt{\frac{i_{d_1}}{2K'(W_1/L_1)}} + V_T \quad (6.29)$$

and

$$v_{gs_2} = \sqrt{\frac{i_{d_2}}{2K'(W_2/L_2)}} + V_T. \quad (6.30)$$

With $W_1/L_1 = W_2/L_2$, the expression for $V_{\text{trig}^-}$ becomes

$$V_{\text{trig}^-} = \sqrt{\frac{I_B}{2K'(W_1/L_1)}} \frac{1 - \sqrt{(W_6/L_6)/(W_4/L_4)}}{\sqrt{1 + (W_6/L_6)/(W_4/L_4)}}. \quad (6.31)$$

Due to the circuit symmetry, transistors $T_3$, $T_4$, $T_5$, and $T_6$ are matched. The
difference between the positive and negative trigger points is the hysteresis band, which is given by

$$V_{HB} = V_{trig^+} - V_{trig^-} = 2\sqrt{\frac{I_B}{2K'(W_1/L_1)}} \left(\sqrt{(W_5/L_5)/(W_3/L_3)} - 1\right)$$  \hspace{1cm} (6.32)

The complete circuit diagram of a comparator based on the hysteresis circuit is depicted in Figure 6.5 [4,5]. It also includes an output stage composed of $T_8 - T_{11}$ and two buffer inverters.

Unfortunately, the hysteresis introduced in the comparator characteristic has the inconvenience of limiting the speed of operation and the minimum level of the input voltage difference that can be accurately resolved. Due to the limitations of amplifier-based comparator structures, it may be better in practice to use comparators, which are designed to drive logic circuits, and operate in open-loop and with a high speed even when overdriven.

### 6.1.2 Comparator using charge balancing techniques

In switched capacitor circuits, the comparator can consist of an input stage based on charge balancing techniques [6] followed by a latch. Figure 6.6 shows the comparator input stages in the case of the single-ended and fully differential structures.

![Circuit diagram of the comparator input stage](image)

**FIGURE 6.6**

Circuit diagram of the comparator input stage: (a) single-ended and (b) differential configurations.

Let us consider the single-ended circuit of Figure 6.6(a), where $V_i$ and $V_{REF}$ are the input and reference voltages, respectively. The amplifier is in a unity-gain feedback loop during the clock phase $\phi_1$, that is, $(n - 1)T < t \leq (n - 1/2)T$, while it operates in an open loop during the clock phase $\phi_2$, that is, $(n - 1/2)T < t \leq nT$. With $V_0 = A_0(V^+ - V^-)$, $V^+ = V_{eff}$ and $V^- = V_0$, the voltage at the inverting node of the amplifier can be written as

$$V^-((n - 1/2)T) = \frac{A_0V_{eff}}{1 + A_0}$$  \hspace{1cm} (6.33)
in the clock phase 1, and

\[ V^-(nT) = \frac{C}{C + C_p} [V_{\text{REF}}(nT) - V_i((n - 1/2)T)] + \frac{q_{\text{inj}}}{C + C_p} + A_0 V_{\text{off}} \]

in the clock phase \( \phi_2 \), where \( q_{\text{inj}} \) represents the error due to the charge injection, \( C_p \) is the total parasitic capacitance at the inverting node of the amplifier, \( V_{\text{off}} \) is the offset voltage, and \( A_0 \) is the amplifier dc gain. The output signal in the clock phase \( \phi_2 \) is given by

\[ V_0(nT) = -V_{\text{sup}} \cdot \text{sign}\{V^-(nT) - V^-(n - 1/2)T)\}, \]

where \( V_{\text{sup}} \) denotes the supply voltage of the amplifier. The resolution and settling speed of the comparator based on charge balancing techniques is limited by the bottom-plate parasitic of the capacitor and charge injections of switches.

### 6.1.3 Latched comparators

A latched comparator is configured with clock signals to sample the input signals and to generate the corresponding output signal. Its amplification gain and propagation delay time are improved by using a positive feedback loop for the signal regeneration into the full-scale logic level. The main advantage of a latched comparator is its high sensitivity to a small input difference.

![Circuit diagram of a latched comparator based on (a) an RS latch and (b) a D latch; circuit diagrams of (c) an RS latch and (d) a D latch.](image)

**FIGURE 6.7**

Circuit diagram of a latched comparator based on (a) an RS latch and (b) a D latch; circuit diagrams of (c) an RS latch and (d) a D latch.

The circuit diagrams of a latched comparator based on an RS latch and a D latch are depicted in Figure 6.7(a) and (b), respectively. These structures consist of a regenerative comparator and a latch driven and loaded by two
inverters, which provide the buffer function. The latch is used to store the result of the comparison. Figs. 6.7(c) and (d) show the circuit diagrams of an RS latch and D latch, respectively.

The overall power consumption of a comparator can be divided into static, dynamic, and short-circuit components. The static power is caused by the leakage current and dc current needed for the comparator operation. The dynamic power is associated with the charging and discharging of various switched capacitors. The short-circuit power is caused by the dc current flow from power rails as a result of the time delay to switch from one state to the other. Due to the relative negligible value of the short-circuit power, circuit-level techniques are essentially exploited to reduce the static and dynamic power contributions. The regenerative comparator can then be implemented using either the dynamic or static logic circuits. The difference between both structures is basically related to the fact that the output state of a static logic circuit can change at any time in accordance with the input signal.

In a static comparator, there is always a low-impedance path between the output and both the supply voltage and ground, yielding an uninterrupted power consumption during the whole time that the circuit is powered up. Because the regeneration speed is typically proportional to the magnitude of this current, the power consumption can be considerable at high speeds.

A dynamic comparator uses a quiescent current to bias the output stage only during the time required for the generation of the output signals. As a result, it will quite likely dissipate less power than a static comparator. However, the speed of a dynamic comparator may be limited by the time delay required to charge capacitors before each comparison. Furthermore, the kickback charge injection, which is caused by large voltage transitions associated with the regeneration mechanism, can be transmitted back to the input stage through capacitive coupling, thereby affecting the comparator accuracy.

6.1.3.1 Static comparator

The circuit diagram of a static comparator, which includes a preamplifier stage and a regenerative stage based on cross-coupled transistors, is depicted in Figure 6.8(a). The operation of the comparator is controlled by two nonoverlapping clock signals. During the clock phase \( \phi_1 \), a bias current is supplied to the differential transistor pair of the preamplifier while the regenerative stage is disabled. Because the differential output voltage is an amplified version of the input voltage difference, the comparator is in the tracking mode. During the clock phase, \( \phi_2 \), the preamplifier is disabled and the regenerative stage, which is now connected to a bias current, is enabled. The amplification of the tracked voltage difference to valid logic levels can then be achieved without being further affected by the actual signal levels at the input nodes. On the falling edge of the clock signal or at the end of the latching mode, the
comparator outputs are reset, and the comparison process can start again on the next clock rising edge. Figure 6.8(b) shows the input, output, and clock waveforms explaining the comparator operation.

For small-signal analysis, a latched comparator is often represented as two identical back-to-back inverting gain stages driving equal impedance loads [12, 13]. Figure 6.9 shows the small-signal equivalent model of the aforementioned latched comparator.

During the tracking mode, \( g_m \) is equal to \( g_m_i \), which is the transconductance of the input differential transistor pair, \( R_{0k} \) and \( C_{0k} \) respectively denote the total resistance, \( R_{0i} \), and capacitance, \( C_{0i} \), at the output nodes. The output voltages, \( V_0^+ \) and \( V_0^- \), satisfy the following differential equations

\[
\begin{align*}
g_m V_i^+ + \frac{V_0^+}{R_{0i}} + C_{0i} \frac{dV_0^+}{dt} &= 0, \\
g_m V_i^- + \frac{V_0^-}{R_{0i}} + C_{0i} \frac{dV_0^-}{dt} &= 0.
\end{align*}
\]

(6.36)

(6.37)

Subtracting Equation (6.37) from (6.36), we obtain

\[
\frac{dV_0}{dt} + \frac{V_0}{R_{0i}C_{0i}} = \frac{g_m V_i}{C_{0i}}.
\]

(6.38)
where \( V_i = V_i^+ - V_i^- \) and \( V_0 = V_0^+ - V_0^- \). Assuming that the initial condition is determined by the comparator state at the end of the previous latching mode, the differential output voltage can be computed as
\[
V_0 = V_{0r} e^{-t/\tau_i} + g_m R_0 V_i (1 - e^{-t/\tau_i}), \tag{6.39}
\]
where \( V_{0r} \) is the steady-state output voltage in the latching mode, and \( \tau_i = R_0 C_{0i} \) is the preamplification time constant.

During the latching mode, the preamplifier is disabled and the operation of the comparator is determined by the regenerative stage. Hence, \( g_m k_0 \) is identical to the transconductance, \( g_m r \), of the cross-coupled transistors, and \( R_{0k} \) and \( C_{0k} \) respectively represent the total resistance, \( R_{0r} \), and capacitance, \( C_{0r} \), at the output nodes. The dynamic behavior of the output voltages, \( V_0^+ \) and \( V_0^- \), can be modeled by the next differential equations,
\[
\begin{align*}
g_m r V_0^- + \frac{V_0^+}{R_{0r}} + C_{0r} \frac{dV_0^+}{dt} &= 0, \tag{6.40} \\
g_m r V_0^+ + \frac{V_0^-}{R_{0r}} + C_{0r} \frac{dV_0^-}{dt} &= 0. \tag{6.41}
\end{align*}
\]

The difference between Equations (6.40) and (6.41) can be put into the form
\[
\frac{dV_0}{dt} - \frac{(g_m r - 1/R_{0r}) V_0}{C_{0r}} = 0, \tag{6.42}
\]
where \( V_0 = V_0^+ - V_0^- \). Solving for the differential output voltage gives
\[
V_0 = V_{0i} e^{t/\tau_r}, \tag{6.43}
\]
where the regenerative time constant can be written as
\[
\tau_r = \frac{C_{0r}}{g_m r - 1/R_{0r}} \tag{6.44}
\]
and \( V_{0i} \) is the steady-state output voltage in the tracking mode. When \( g_m r \) is greater than \( 1/R_{0r} \), the time constant is positive, and the output voltage can increase exponentially until it reaches the valid logic level.

For high-frequency applications, the comparator should be designed to exhibit a short signal propagation delay. Hence, the operation speed of the comparator can be increased by minimizing the preamplification and regeneration time constants.

- The circuit diagram of the comparator with coupling capacitors is shown in Figure 6.10 [14]. During the resetting phase, that is, when the clock phase 2 is high, the difference of the input signal is amplified by \( T_1 - T_2 \) and applied to the parasitic capacitors connected at the drains of these transistors, and the comparator output nodes are shorted by the switch \( T_6 \). When the clock
FIGURE 6.10
Circuit diagram of a static comparator with coupling capacitors.

FIGURE 6.11
Circuit diagram of a static comparator with diode-connected transistor-based output initialization.

phase 1 is high, the preamplifier is disabled and the regeneration is achieved in the output stage based on the signal acquired during the previous phase. By establishing a cross-coupling between $T_{10} - T_{11}$ and $T_{12} - T_{13}$, the positive feedback realized by the capacitors $C_1$ and $C_2$ increases the regeneration speed. However, because the kickback noise can also be transmitted through this connection, switches $T_3 - T_4$ are required to uncouple the input and output stages.

- The circuit diagram of a static comparator with diode connected transistors is depicted in Figure 6.11 [15]. This structure is based on a preamplifier and latch output stage. The clock phase 1 is high during the resetting period and the transistors $T_{11} - T_{12}$, which are now activated, affect the amplification
gain. The latch output resets at a speed, which can be optimized by sizing the biasing transistors. When the clock signal goes low, transistors $T_{11} - T_{12}$ are disconnected and the comparator operation is determined by the positive feedback due to the cross-coupled transistors $T_9 - T_{10}$. The delay required by the output to reach the low and high level is shortened because the connection between $T_9$ and $T_{10}$ is maintained during both phases. However, this also results in more power dissipation. The kickback noise is reduced by the isolation of the input stage provided by the current mirrors.

### 6.1.3.2 Dynamic comparator

In general, the operation of a dynamic comparator can be divided into successive phases determined by clock signals. After each comparison of voltage levels periodically supplied to the regenerative stage by the preamplifier connected to the input signals, the comparator outputs should be reset.

![Circuit diagram of a dynamic comparator based on the current-controlled sense-amplifier](image)

**FIGURE 6.12**
(a) Circuit diagram of a dynamic comparator based on the current-controlled sense-amplifier; (b) input, output, and clock waveforms.

- The circuit diagram of a dynamic comparator based on the current-controlled sense-amplifier is shown in Figure 6.12(a) [11]. When the input differential transistor pair is disabled, the comparator outputs are pulled up to the positive supply voltage, $V_{DD}$, by switch transistors, $T_7 - T_8$. During the clock phase, $\phi$, the sense amplifier is enabled, and the current generated by the input differential transistor pair, $T_1 - T_2$, is used to drive the serially connected regenerative stage, $T_3 - T_6$. Due to the positive feedback provided by cross-coupled transistor pairs, a small input difference can be translated to full logic output voltages. If $V_i^+$ is greater than $V_i^-$, $V_0^+$ will remain at $V_{DD}$ and $V_0^-$ will be set to the ground. Conversely, if $V_i^+$ is smaller than $V_i^-$, $V_0^+$ will be set to the ground and $V_0^-$ will remain at $V_{DD}$. Because the dc current flow is restricted to the relatively short period that is allocated to the transistor switching, the static power consumption of the comparator is
almost negligible. Figure 6.12(b) shows the input, output, and clock waveforms during normal operation.

A fully differential dynamic comparator based on the current-controlled sense-amplifier is depicted in Figure 6.13 [7, 8]. The input stage consists of two differential pairs connected respectively to the input and reference voltages with the same polarity. The regenerative output stage is driven by the sum of currents caused by the voltages at the input nodes. The transistor switch, $T_9$, is used to reset the input nodes of the regenerative stage, so that each comparison is made independent of the previous one. It is controlled by the clock signal $\phi_2$, which can be of the form $\phi_2 = \bar{\phi}_1$ and should be designed with minimum sizes to keep the discharging time of parasitic capacitors as low as possible.

**FIGURE 6.13**
Circuit diagram of a fully differential dynamic comparator based on the current-controlled sense-amplifier.

**FIGURE 6.14**
Circuit diagram of a dynamic comparator with two cross-coupled transistor pairs and input transistor pair (a) without and (b) with a bias current.
The dynamic comparator with two cross-coupled transistor pairs, as shown in Figure 6.14(a) [9, 10], can detect the difference between the input signals within a few millivolts and regeneratively switch to the appropriate output levels. The outputs rise simultaneously to the same logic state related to the supply-voltage level when the clock signal goes low. The cross-coupled transistors $T_7 - T_8$ are used to speed the pull-up of the outputs on the rising edge of the clock signal. When one of the output nodes drops less than $V_{DD} - |V_T|$, the transistor whose gate is connected to this node turns on, linking the other node to $V_{DD}$. The offset voltage can be minimized by designing the cross-coupled transistors with non-minimum gate lengths. The power dissipation is reduced because the static current flows only during the transition phase of the outputs. This is due to the fact that the nMOS and pMOS transistors are turned off at the end of the pull-up and pull-down operations, respectively.

In the dynamic comparator implementation of Figure 6.14(b), the differential transistor pair is biased by a current to ensure a high transconductance and, consequently, a high gain required to detect a small voltage difference between the inputs. When the transistor switch $T_b$ is closed by the high logic level of the clock signal $\phi_2$, the charges previously stored on parasitic capacitors at the input of the regenerative stage are equalized and made independent of the input voltages because the low logic level of the clock signal $\phi_1$ further turns off the pass transistors, $T_6$ and $T_7$, and turns on the pre-charge transistor switches, $T_{10}$ and $T_{11}$.

A modified version of the above comparator is depicted in Figure 6.15. It includes an input preamplifier, which can isolate the input signal from the latch kickback noise. The output current provided by the differential pair $T_1 - T_2$ is mirrored from $T_3$ and $T_4$ to $T_5$ and $T_6$, respectively, and fed to the output latch.
6.2 Multipliers

Analog multipliers generally produce an output signal that is proportional in magnitude to the product of the two input signals. They can be designed to perform either a four-quadrant multiplication, when both input signals can be bipolar (i.e., there is no restriction on the sign of the input signals), or a two-quadrant multiplication in the case where one of the input signals is unipolar and the other can be bipolar.

![Diagram of a differential source-coupled transistor pair and its transfer characteristic.](image)

**FIGURE 6.16**
(a) Differential source-coupled transistor pair; (b) transfer characteristic.

Various techniques can be used for the implementation of multipliers. Let the drain current, $i_D$, of an nMOS transistor be expressed as,

$$
I_D = \begin{cases} 
0, & \text{if } V_{GS} \leq V_T \\
K[2(V_{GS} - V_T)V_{DS} - V_{DS}^2], & \text{if } V_{GS} > V_T; 0 < V_{DS} \leq V_{DS(sat)} \\
K(V_{GS} - V_T)^2, & \text{if } V_{GS} > V_T; V_{DS} \geq V_{DS(sat)} 
\end{cases}
$$

(6.45)

in the cutoff, triode, and saturation regions, respectively, where the drain-source saturation voltage is of the form, $V_{DS(sat)} = V_{GS} - V_T$, $V_{GS}$ is the gate-source voltage, $V_T$ is the threshold voltage, $K = \mu_n(C_{ox}/2)(W/L)$ is related to the transconductance parameter, $\mu_n$ is the effective surface carrier mobility, $C_{ox}$ is the gate oxide capacitance per unit area, and $W$ and $L$ are the channel width and length, respectively. Figure 6.16(a) shows a differential source-coupled transistor pair, which can be used in the multiplier design. Assuming that the transistors are matched and operate in the saturation region, we have

$$
V_{GS1} = V_T + \sqrt{\frac{I_{D1}}{K}} 
$$

(6.46)

and

$$
V_{GS2} = V_T + \sqrt{\frac{I_{D2}}{K}}.
$$

(6.47)
Kirchhoff’s voltage law equation for the input loop can be written as

\[ V_i^+ - V_{GS1} + V_{GS2} - V_i^- = 0. \]  
(6.48)

Substituting Equations (6.46) and (6.47) into Equation (6.48), we can obtain

\[ \sqrt{I_{D1}} - \sqrt{I_{D2}} = \sqrt{KV_i}, \]  
(6.49)

where \( V_i = V_i^+ - V_i^- \). Using Kirchhoff’s current law at the source node, we find

\[ I_{D1} + I_{D2} = I_B, \]  
(6.50)

where \( I_B \) is the bias current. The system involving Equations (6.49) and (6.50) can be solved for \( I_{D1} \). That is,

\[ I_{D1} = \frac{I_B}{2} \pm K \frac{V_i}{2} \sqrt{\frac{2IB}{K} - V_i^2}, \]  
(6.51)

where \(|V_i| \leq \sqrt{IB/K}\). For positive values of \( V_i \), the current \( I_{D1} \) should be greater than \( I_B/2 \). Hence,

\[ I_{D1} = \frac{I_B}{2} + K \frac{V_i}{2} \sqrt{\frac{2IB}{K} - V_i^2}. \]  
(6.52)

The substitution of Equation (6.52) into (6.50) yields

\[ I_{D2} = \frac{I_B}{2} - K \frac{V_i}{2} \sqrt{\frac{2IB}{K} - V_i^2}. \]  
(6.53)

The difference between \( I_{D1} \) and \( I_{D2} \) is then given by

\[ \Delta i = I_{D1} - I_{D2} = KV_i \sqrt{\frac{2IB}{K} - V_i^2}. \]  
(6.54)

A plot of the transfer characteristic is shown in Figure 6.16(b). As illustrated by the characteristic curvature, the linear range is limited because it can only be extended by increasing the magnitude of the bias current, or equivalently, the power consumption.

In general, the multiplication of two voltages can be achieved using the transistor characteristic in the saturation and triode regions. Various circuit techniques have been proposed to implement multipliers in CMOS technology, which is known to feature a high integration density. For instance, they can exploit the variation in the transconductance of differential transistor stages or be based on the subtraction of the sum-squared and difference-squared of two input signals. The most critical design specification is the linear dynamic range, which is limited in some multiplier structures even for high supply voltages.
6.2.1 Multiplier cores

6.2.1.1 Multiplier core based on externally controlled transconductances

![Multiplier core diagram](image)

**FIGURE 6.17**
Multiplier core based on cross-coupled transconductance stages.

Various analog multiplier architectures based on externally controlled transconductances are available. In general, they consist of differential voltage-to-current converters and provide an output proportional to the product of two input signals.

- The multiplier core shown in Figure 6.17 [16,17] is based on cross-coupled transconductance stages. Assuming that all transistors operate in the saturation region, the difference between the output currents is given by

\[
\Delta i_0 = i_{0+} - i_{0-} = (I_{D3} + I_{D6}) - (I_{D4} + I_{D5}) = (I_{D3} - I_{D4}) - (I_{D5} - I_{D6}),
\]

(6.56)

where

\[
I_{D3} - I_{D4} = KV_y \sqrt{\frac{2I_{D1}}{K} - V_y^2}
\]

(6.57)

and

\[
I_{D5} - I_{D6} = KV_y \sqrt{\frac{2I_{D2}}{K} - V_y^2}
\]

(6.58)
To proceed further, it can be shown that

\[ I_{D1} = \frac{I_{SS}}{2} + K \frac{V_x}{2} \sqrt{\frac{2I_B}{2} - V_x^2} = K \left( \sqrt{\frac{2I_B}{K} - V_x^2} + V_x \right)^2 \]  \hspace{1cm} (6.59)\]

and

\[ I_{D2} = \frac{I_B}{2} - K \frac{V_x}{2} \sqrt{\frac{2I_B}{K} - V_x^2} = K \left( \sqrt{\frac{2I_B}{K} - V_x^2} - V_x \right)^2 \]  \hspace{1cm} (6.60)\]

Substituting Equations (6.60), (6.59), (6.58), and (6.57) into Equation (6.56), we obtain

\[ \Delta i_0 = KV_y \left[ \sqrt{\frac{1}{2} \left( \sqrt{\frac{2I_B}{K} - V_x^2} + V_x \right)^2 - V_y^2} \right. \]

\[ - \left. \sqrt{\frac{1}{2} \left( \sqrt{\frac{2I_B}{K} - V_x^2} - V_x \right)^2 - V_y^2} \right] \]  \hspace{1cm} (6.61)\]

Note that \( \Delta i_0 \) has a nonlinear relationship with \( V_x \) and \( V_y \). Nevertheless, when \( V_x \) and \( V_y \) are small, and

\[ |V_y| \leq \sqrt{\frac{I_B}{K} - \frac{1}{2} V_x^2} - \frac{1}{\sqrt{2}} V_x, \]  \hspace{1cm} (6.62)\]

it can be shown that

\[ \Delta i_0 \approx KV_y \left[ \frac{1}{2} \left( \sqrt{\frac{2I_B}{K} - V_x^2} + V_x \right)^2 - \frac{1}{2} \left( \sqrt{\frac{2I_B}{K} - V_x^2} - V_x \right)^2 \right] \]  \hspace{1cm} (6.63)\]

and finally,

\[ \Delta i_0 \approx \sqrt{2}KV_xV_y. \]  \hspace{1cm} (6.64)\]

Because the multiplier core consists of differential transistor pairs, it operates in the linear region only if \( |V_x| \leq (I_B/K)^{1/2} \) and \( |V_y| \ll (2 \min(I_{D1}, I_{D2})/K)^{1/2} \), where \( I_{D1} \) and \( I_{D2} \) are the drain currents of the transistors \( T_1 \) and \( T_2 \), respectively.

The circuit diagram of a high-linearity multiplier core is depicted in Figure 6.18 [18]. It is composed of nMOS transistors, \( T_1, T_2, T_3, T_4, T_5 \), and \( T_6 \), and pMOS transistors, \( T_7 \) and \( T_8 \), which can be partitioned into two sections. A constant current sink, \( I_{B1} \), is connected to the sources of \( T_1, T_2, T_5 \), and the drain of \( T_7 \), while the drain of \( T_8 \), which is connected to the gate of
**FIGURE 6.18**
High-linearity multiplier core.

$T_7$, is driven by a constant current source, $I_{B2}$. Similarly, a constant current sink, $I_{B1}$, is connected to the sources of $T_3$, $T_4$, and $T_6$ and the drain of $T_8$, while the drain of $T_6$, which is connected to the gate of $T_8$, is driven by a constant current source, $I_{B2}$.

All transistors operate in the saturation region. Let $V_I$ be the dc component associated with the input voltages. Assuming that $V_{I}^{+} = V_I + V_x / 2$, $V_{I}^{-} = V_I - V_x / 2$, $V_{y}^{+} = V_I + V_y / 2$, and $V_{y}^{-} = V_I - V_y / 2$, we can obtain

$$V_{GS_5} = V_{G_5} - V_{S_5} = V_I - V_x / 2 - V_{S_5}$$  \hspace{1cm} (6.65)

$$V_{GS_6} = V_{G_6} - V_{S_6} = V_I + V_y / 2 - V_{S_6}$$  \hspace{1cm} (6.66)

and

$$I_{D_5} = K (V_{GS_5} - V_I)^2 = K (V_I - V_x / 2 - V_{S_5} - V_I)^2 = I_{B2}$$  \hspace{1cm} (6.67)

$$I_{D_6} = K (V_{GS_6} - V_I)^2 = K (V_I + V_y / 2 - V_{S_6} - V_I)^2 = I_{B2}.$$  \hspace{1cm} (6.68)

Hence,

$$V_{S_5} = V_I - V_x / 2 - V_T - \sqrt{\frac{I_{B2}}{K}},$$  \hspace{1cm} (6.69)

$$V_{S_6} = V_I + V_y / 2 - V_T - \sqrt{\frac{I_{B2}}{K}}.$$  \hspace{1cm} (6.70)

The gate-source voltages and the drain currents of transistors $T_1 - T_4$ can also be expressed as

$$V_{GS_1} = V_{G_1} - V_{S_1} = V_I - V_x / 2 - V_{S_1}$$  \hspace{1cm} (6.71)

$$V_{GS_2} = V_{G_2} - V_{S_2} = V_I + V_x / 2 - V_{S_2}$$  \hspace{1cm} (6.72)

$$V_{GS_3} = V_{G_3} - V_{S_3} = V_I + V_x / 2 - V_{S_3}$$  \hspace{1cm} (6.73)

$$V_{GS_4} = V_{G_4} - V_{S_4} = V_I - V_x / 2 - V_{S_4}$$  \hspace{1cm} (6.74)
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and

\[ I_{D_1} = K(V_{GS_1} - V_T)^2 = K(V_I - V_s/2 - V_{S_5} - V_T)^2 \]  
(6.75)

\[ I_{D_2} = K(V_{GS_2} - V_T)^2 = K(V_I + V_s/2 - V_{S_5} - V_T)^2 \]  
(6.76)

\[ I_{D_3} = K(V_{GS_3} - V_T)^2 = K(V_I + V_s/2 - V_{S_6} - V_T)^2 \]  
(6.77)

\[ I_{D_4} = K(V_{GS_4} - V_T)^2 = K(V_I - V_s/2 - V_{S_6} - V_T)^2. \]  
(6.78)

Note that \( I_{B1} = I_{D_1} + I_{D_2} + I_{D_5} + I_{D_6} \) and \( I_{B1} = I_{D_3} + I_{D_4} + I_{D_5} + I_{D_6}. \)

Combining Equations (6.69), (6.70), and (6.75) through (6.78) and simplifying, we find

\[ I_{D_1} = K \left( \frac{-V_s}{2} + \frac{V_y}{2} + \sqrt{\frac{I_{B2}}{K}} \right)^2 \]  
(6.79)

\[ I_{D_2} = K \left( \frac{V_s}{2} + \frac{V_y}{2} + \sqrt{\frac{I_{B2}}{K}} \right)^2 \]  
(6.80)

\[ I_{D_3} = K \left( \frac{V_s}{2} - \frac{V_y}{2} + \sqrt{\frac{I_{B2}}{K}} \right)^2 \]  
(6.81)

\[ I_{D_4} = K \left( \frac{-V_s}{2} - \frac{V_y}{2} + \sqrt{\frac{I_{B2}}{K}} \right)^2. \]  
(6.82)

The difference of the output currents is given by

\[ \Delta i_0 = i_0^+ - i_0^- \]  
(6.83)

\[ = (I_{D_3} + I_{D_4}) - (I_{D_1} + I_{D_2}) \]

\[ = -(I_{D_1} - I_{D_2}) - (I_{D_3} - I_{D_4}) \]  
(6.84)

\[ = 2KV_xV_y, \]  
(6.85)

where

\[ I_{D_1} - I_{D_2} = -2KV_x \left( \frac{V_y}{2} + \sqrt{\frac{I_{B2}}{K}} \right), \]  
(6.86)

\[ I_{D_3} - I_{D_4} = 2KV_x \left( -\frac{V_y}{2} + \sqrt{\frac{I_{B2}}{K}} \right). \]  
(6.87)

The output dc characteristic, \( \Delta i_0 \), which is proportional to the product of the differential input voltages, is linear over a wide input range.

- The circuit diagram of a multiplier core based on transconductance stages
FIGURE 6.19
Multiplier core based on transconductance stages with source degeneration.

with source degeneration is depicted in Figure 6.19 [19]. The currents $I_1$ and $I_2$ flowing respectively through the transistors $T_1$ and $T_2$, which are assumed to be identical and operate in the triode region, are given by

$$I_1 = K[2(V_x^+ - V_{S1} - V_T)V_y - V_y^2]$$  \hspace{1cm} (6.88)

$$I_2 = K[2(V_x^- - V_{S2} - V_T)V_y - V_y^2]$$  \hspace{1cm} (6.89)

where $V_{DS1} = V_{DS2} = V_y$. The transistors $T_3 - T_6$ have the same geometry and operate in the saturation region. The next relation can be written

$$V_{GS4} = \sqrt{\frac{I_B}{K}} + V_T = V_y^- - V_{S1}$$ \hspace{1cm} (6.90)

$$V_{GS6} = \sqrt{\frac{I_B}{K}} + V_T = V_y^+ - V_{S2},$$ \hspace{1cm} (6.91)

where $I_B$ is the bias current of the transistor. The currents $i_0^+$ and $i_0^-$ can be obtained as

$$i_0^+ = 2I_B - (I_1 - I_2) = 2I_B + 2KV_xV_y$$ \hspace{1cm} (6.92)

$$i_0^- = 2I_B + (I_1 - I_2) = 2I_B - 2KV_xV_y$$ \hspace{1cm} (6.93)

and the resulting differential current is

$$\triangle i_0 = 4KV_xV_y.$$ \hspace{1cm} (6.94)

The dynamic range is limited by the fact that $T_1$ and $T_2$ should be in the triode region, that is, $V_{DS} \leq V_{DS(sat)} = V_{GS} - V_T$.

- The circuit diagram of a multiplier core based on transconductance stages with active cascode structure is depicted in Figure 6.20. Transistors $T_1 - T_4$ operate in the triode region and the currents $i_0^+$ and $i_0^-$ can be written as

$$i_0^+ = K[2(V_x^+ - V_T)V_{D1} - V_{D1}^2] + K[2(V_x^- - V_T)V_{D3} - V_{D3}^2]$$ \hspace{1cm} (6.95)

$$i_0^- = K[2(V_x^+ - V_T)V_{D4} - V_{D4}^2] + K[2(V_x^- - V_T)V_{D2} - V_{D2}^2].$$ \hspace{1cm} (6.96)
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Using the gate voltages given by

\[ V_{Gi} = A(V_x^+ - V_{Di(-4)}) \quad \text{if} \quad i = 5, 6 \quad (6.97) \]

\[ V_{Gj} = A(V_x^- - V_{Dj(-4)}) \quad \text{if} \quad j = 7, 8 \quad (6.98) \]

where \( A \) represents the gain of the amplifier, and the fact that \( T_5 - T_8 \) operate in the saturation region, we obtain

\[ V_{Dk} = \frac{A}{1 + A} V_x^+ - \frac{1}{1 + A} \left( \sqrt{\frac{I_{Dk}}{K}} + V_T \right) \simeq V_x^+ \quad \text{if} \quad k = 1, 2 \quad (6.99) \]

\[ V_{Dl} = \frac{A}{1 + A} V_x^- - \frac{1}{1 + A} \left( \sqrt{\frac{I_{Dl}}{K}} + V_T \right) \simeq V_x^- \quad \text{if} \quad l = 3, 4 \quad (6.100) \]

The difference of the output currents can be expressed as

\[ \triangle i_0 = i_0^+ - i_0^- = 2KV_x V_y \quad (6.101) \]

It should be noted that the effective transconductance of \( T_5 - T_8 \) is increased due to the presence of amplifiers. As a result, the linearity of the multiplier is improved.

### 6.2.1.2 Multiplier core based on the quarter-square technique

Multipliers based on stacking transconductance stages have poor linearity when they operate with low supply voltages. A way to circumvent this problem is to use the quarter-square technique.

- Using two squarer stages whose output nodes are cross-coupled, a multiplier based on the quarter-square technique can be implemented as
shown in Figure 6.21(a). The multiplication of the input voltages, $V_x$ and $V_y$, is achieved by taking the difference between the output currents due to $(V_x + V_y)^2$ and $(V_x - V_y)^2$. The circuit diagram of a squarer is depicted in Figure 6.21(b) [24,25]. It consists of two unbalanced source-coupled transistor pairs with the $W/L$ ratio of $\alpha$. The drain currents of transistors $T_1$ to $T_4$ are respectively given by

\begin{align}
I_{D_1} &= K' \frac{W}{L} (V_{GS_1} - V_T)^2 \\
I_{D_2} &= K' \alpha \frac{W}{L} (V_{GS_2} - V_T)^2 \\
I_{D_3} &= K' \frac{W}{L} (V_{GS_3} - V_T)^2 \\
I_{D_4} &= K' \alpha \frac{W}{L} (V_{GS_4} - V_T)^2
\end{align}
where $K' = \mu n C_{ox}/2$. Using Kirchhoff’s voltage law, we can obtain
\[ V_{GS_1} - V_{GS_2} = V_{GS_4} - V_{GS_3} = V_1 - V_2. \] (6.106)

Combining Equations (6.102) through (6.105) and (6.106), it can be shown that
\[ \sqrt{I_{D_1}} - \sqrt{I_{D_2}/\alpha} = \sqrt{K(V_1 - V_2)} \] (6.107)
and
\[ \sqrt{I_{D_3}} - \sqrt{I_{D_4}/\alpha} = -\sqrt{K(V_1 - V_2)}. \] (6.108)

By applying Kirchhoff’s current law, we find
\[ I_{D_1} + I_{D_2} = I_{D_3} + I_{D_4} = I_B. \] (6.109)

Solving the system of Equations (6.107), (6.108), and (6.109) gives
\[ I_{D_1}, I_{D_3} = \frac{1}{(1 + \frac{1}{\alpha})^2} \left( \left( 1 + \frac{1}{\alpha} \right) \frac{I_B}{\alpha} + \left( 1 - \frac{1}{\alpha} \right) K(V_1 - V_2)^2 \right. \]
\[ \left. \pm 2K(V_1 - V_2) \sqrt{\left( 1 + \frac{1}{\alpha} \right) \frac{I_B}{K} - \frac{(V_1 - V_2)^2}{\alpha}} \right), \] (6.110)
where the upper plus sign is for $I_{D_1}$, while the lower minus sign is for $I_{D_3}$, and
\[ I_{D_2}, I_{D_4} = \frac{1}{(1 + \frac{1}{\alpha})^2} \left( \left( 1 + \frac{1}{\alpha} \right) I_B - \left( 1 - \frac{1}{\alpha} \right) K(V_1 - V_2)^2 \right. \]
\[ \left. \mp 2K(V_1 - V_2) \sqrt{\left( 1 + \frac{1}{\alpha} \right) \frac{I_B}{K} - \frac{(V_1 - V_2)^2}{\alpha}} \right), \] (6.111)
where the upper minus sign is for $I_{D_2}$ while the lower plus sign is for $I_{D_4}$. The difference in the output currents can then be expressed as
\[ \Delta I_0 = I_0^+ - I_0^- = (I_{D_1} + I_{D_3}) - (I_{D_2} + I_{D_4}) \] (6.112)
\[ = (I_{D_1} - I_{D_2}) + (I_{D_3} - I_{D_4}) \] (6.113)
\[ = 2 \left( 1 + \frac{1}{\alpha} \right) \left[ \left( 1 - \frac{1}{\alpha} \right) I_B - 2K(V_1 - V_2)^2 \right] \]
\[ \left( 1 + \frac{1}{\alpha} \right)^2 \] (6.114)
For the normal operation of the squarer circuit, the input voltage, $V_1 - V_2$, should be in the range $|V_1 - V_2| \leq \sqrt{I_B/(K\alpha)}$.

The aforementioned quarter square can also be implemented as shown in Figure 6.22. Here, the inversion of one of the inputs is not required. The input resistive network operates as a voltage divider with a factor of 2 to produce the voltages $(V_x + V_y)/2$ and $(V_x - V_y)/2$, which are applied at the input nodes of the multiplier core.

**FIGURE 6.23**
Multiplier core based on the quarter-square technique.

**FIGURE 6.24**
Summer circuit diagrams.
Other structures of the multiplier core based on the quarter-square technique are depicted in Figure 6.23(a) [27], (b) [28,29], and (c) [30]. They consist of four source-coupled transistors biased by a constant current source, but differ in the required combination of the input voltages. The voltage $V_I$ represents the dc component of the input voltages.

Let us consider the structure of Figure 6.23(a). Assuming the current-voltage characteristic of MOS transistors operating in the saturation region, the drain currents are given by

$$I_{D_1} = K \left( V_I + \frac{V_x + V_y}{2} - V_S - V_T \right)^2, \quad (6.116)$$

$$I_{D_2} = K \left( V_I - \frac{V_x + V_y}{2} - V_S - V_T \right)^2, \quad (6.117)$$

$$I_{D_3} = K \left( V_I + \frac{V_x - V_y}{2} - V_S - V_T \right)^2, \quad (6.118)$$

and

$$I_{D_4} = K \left( V_I - \frac{V_x - V_y}{2} - V_S - V_T \right)^2. \quad (6.119)$$

The difference in the output currents can be written as

$$\Delta i_0 = i_0^+ - i_0^- = (I_{D_1} + I_{D_2}) - (I_{D_3} + I_{D_4}) = 2KV_xV_y. \quad (6.120)$$

Applying Kirchhoff's current law at the source node, we have

$$I_B = (I_{D_1} + I_{D_2}) + (I_{D_3} + I_{D_4}) = i_0^+ + i_0^-. \quad (6.121)$$

Combining Equations (6.120) and (6.121), it can be shown that

$$i_0^+ = I_{D_1} + I_{D_2} = \frac{I_B}{2} + KV_xV_y \quad (6.122)$$

and

$$i_0^- = I_{D_3} + I_{D_4} = \frac{I_B}{2} - KV_xV_y. \quad (6.123)$$

The range of input voltages over which the transistors still operate in the saturation region can be determined by the next worst-case requirement,

$$V_{GS_2} = V_I - \frac{V_x + V_y}{2} - V_S \geq V_T. \quad (6.124)$$

Substituting Equations (6.116) and (6.117) into Equation (6.122), we obtain

$$V_I - V_S - V_T = \sqrt{\frac{I_B}{4K} - \frac{V_x^2 + V_y^2}{4}}. \quad (6.125)$$
Combining Equations (6.125) and (6.124) gives

\[ V_x^2 + V_y V_x + V_y^2 - \frac{I_B}{2K} \leq 0 \quad (6.126) \]

or equivalently,

\[ |V_x| \leq -\frac{V_y}{2} + \sqrt{\frac{I_B}{K} - \frac{3V_y^2}{4}}, \quad |V_y| \leq \sqrt{\frac{2I_B}{3K}}. \quad (6.127) \]

A similar analysis of the multiplier cores shown in Figures 6.23(b) and (c) also results in the output current characteristic and dynamic range given by Equations (6.120) and (6.126), respectively.

Depending on the implementation of the input stage, the resulting multiplier can have the advantage of exhibiting the same transfer characteristic with respect to any of the differential input voltages.

A single-ended summer structure is depicted in Figure 6.24(a) [20]. It is based on two nMOS inverting stages. Using Kirchhoff’s voltage law for the loop including the transistors \( T_2 \) and \( T_4 \), the output voltage can be expressed as

\[ V_0 = V_{DD} - V_{GS_2} - V_{GS_4}. \quad (6.128) \]

The transistors are assumed to have the same threshold voltage, \( V_T \), and to operate in the saturation region. Because \( I_{D_1} = I_{D_2} \) and \( I_{D_3} = I_{D_4} \), we obtain

\[ V_{GS_2} = \sqrt{\frac{(W_1/L_1)}{(W_2/L_2)}} (V_{GS_1} - V_T) + V_T \quad (6.129) \]

and

\[ V_{GS_4} = \sqrt{\frac{(W_3/L_3)}{(W_4/L_4)}} (V_{GS_3} - V_T) + V_T, \quad (6.130) \]

where \( V_{GS_1} = V_1 \) and \( V_{GS_3} = V_2 \). Assuming that \( (W_1/L_1) = (W_3/L_3) \) and \( (W_2/L_2) = (W_4/L_4) \) and combining Equations (6.128), (6.129), and (6.130), we find

\[ V_0 = V'_0 - \sqrt{\frac{(W_1/L_1)}{(W_2/L_2)}} (V_1 + V_2), \quad (6.131) \]

where

\[ V'_0 = V_{DD} + 2V_T \left( \sqrt{\frac{(W_1/L_1)}{(W_2/L_2)}} - 1 \right). \quad (6.132) \]

The dc component, \( V'_0 \), of the output voltage can be cancelled by adopting the
differential summer structure of Figure 6.24(b). Performing a similar analysis as previously, it can be shown that

\[ V_0^+ = V_0' - \sqrt{\frac{W_1/L_1}{W_2/L_2}}(V_1^- + V_2^-) \]  

(6.133)

and

\[ V_0^- = V_0' - \sqrt{\frac{W_1/L_1}{W_2/L_2}}(V_1^+ + V_2^+) \]  

(6.134)

The differential output voltage is then given by

\[ V_0 = V_0^+ - V_0^- = \sqrt{\frac{W_1/L_1}{W_2/L_2}}(V_1 + V_2) \]  

(6.135)

where \( V_1 = V_1^+ - V_1^- \) and \( V_2 = V_2^+ - V^- \).

An alternative summer circuit is shown in Figure 6.24(c) [21]. It is composed of two differential stages, which are coupled by a current mirror in such a way that \( I_{D_1} = I_{D_6} \). Hence, the gate-source voltages of transistors \( T_1 \) and \( T_6 \) have the same value. Because both differential stages are assumed to be biased by a constant current, \( I_B \), we can write

\[ I_{D_1} + I_{D_2} = I_B = I_{D_5} + I_{D_6} \]  

(6.136)

The drain currents of transistors \( T_2 \) and \( T_5 \) should also be identical, thereby forcing the gate-source voltages of transistors \( T_2 \) and \( T_5 \) to be matched. It can then be shown that

\[ V_0 - V_{REF} = V_{GS_6} - V_{GS_5} = V_{GS_1} - V_{GS_2} = V_i \]  

(6.137)

where \( V_i = V_i^+ - V_i^- \).

6.2.1.3 Design issues

In practice, the accuracy of the output voltage can be affected by the input offset voltage due to mismatches between transistor characteristics, and can become degraded at high frequencies. Without resorting to special matching methods, it may be difficult to preserve the advantage of the quarter-square technique, such as the symmetry of the output characteristic.

For low-voltage applications, the aforementioned multiplier core can be designed without the bias current \( I_B \). In this case, the transistor sources are directly connected to either the ground or a supply voltage terminal. A disadvantage of the resulting circuit is that the dc components of the input voltages are simultaneously the bias voltages. As a result, it may be impossible to independently control the common-mode levels at the inputs.
6.2.2 Design examples

The circuit diagram of a multiplier with single-ended output is shown in Figure 6.25. The transistors operate in the saturation region and the output current is given by

\[ i_0 = \sqrt{2mK_nK_pv_xv_y}, \]  

(6.138)

where \( m \) is the scaling ratio of the current mirrors \( T_8 - T_9 \) and \( T_{10} - T_{11} \), and \( K_n \) and \( K_p \) are the transconductance of the n-channel and p-channel transistors, respectively.
The structure of a multiplier with differential outputs is depicted in Figure 6.27. It is based on the multiplier core of Figure 6.17. The common-mode feedback is implemented by the transistors $T_{F1} - T_{F3}$ and resistors $R_1$ and $R_2$. The reference level is defined by the voltage $V_{CM}$ and the frequency compensation is provided by $C_c$.

The dc characteristics of the multiplier are computed based on 0.5-μm CMOS transistors parameters, by performing SPICE [26] simulations and are shown in Figure 6.26.

Another multiplier implementation is shown in Figure 6.28 [27]. It is based on the quarter-square technique. A current $I_B$ generated by a transistor current source is used to bias each set of transistors, $T_1 - T_4$ and $T_5 - T_8$, whose sources are connected together. Assuming that transistors $T_1 - T_{12}$ are identical and operate in the saturation region, we can write

$$V_{G1} = V_{DD} - V_{DS0} = V_{DD} - (V_{GS0} - V_T), \quad (6.139)$$

$$V_{G2} = V_{DD} - V_{DS10} = V_{DD} - (V_{GS10} - V_T), \quad (6.140)$$

$$V_{G3} = V_{DD} - V_{DS11} = V_{DD} - (V_{GS11} - V_T), \quad (6.141)$$

and

$$V_{G4} = V_{DD} - V_{DS12} = V_{DD} - (V_{GS12} - V_T), \quad (6.142)$$
where

\[ V_{GS_9} = V_y^- - (V_{DS_5} + V_S) = V_y^- - (V_{GS_5} - V_T) - V_S, \]  
\[ (6.143) \]

\[ V_{GS_{10}} = V_y^- - (V_{DS_6} + V_S) = V_y^- - (V_{GS_6} - V_T) - V_S, \]  
\[ (6.144) \]

\[ V_{GS_{11}} = V_y^+ - (V_{DS_7} + V_S) = V_y^+ - (V_{GS_7} - V_T) - V_S, \]  
\[ (6.145) \]

and

\[ V_{GS_{12}} = V_y^+ - (V_{DS_8} + V_S) = V_y^+ - (V_{GS_8} - V_T) - V_S, \]  
\[ (6.146) \]

where \( V_S \) is the common source voltage. Also, it can be shown that

\[ V_{GS_5} = V_x^- - V_S, \]  
\[ (6.147) \]

\[ V_{GS_6} = V_x^+ - V_S, \]  
\[ (6.148) \]

\[ V_{GS_7} = V_x^+ - V_S, \]  
\[ (6.149) \]

and

\[ V_{GS_8} = V_x^- - V_S. \]  
\[ (6.150) \]

Combining Equations (6.147) through (6.150), (6.143) through (6.146), and (6.139) through (6.142) gives

\[ V_{G_1} = V_{DD} + (V_x^- - V_y^-), \]  
\[ (6.151) \]

\[ V_{G_2} = V_{DD} + (V_x^+ - V_y^-), \]  
\[ (6.152) \]

\[ V_{G_3} = V_{DD} + (V_x^+ - V_y^+), \]  
\[ (6.153) \]
and

\[ V_{G4} = V_{DD} + (V_x^- - V_y^+). \]  \hspace{1cm} (6.154)

Let \( V_x^+ = V_l + v_x/2, V_x^- = V_l - v_x/2, V_y^+ = V_l + v_y/2, \) and \( V_y^- = V_l - v_y/2, \)
where \( V_l \) is the common dc component of the input voltage. The drain currents of transistors \( T_1 - T_4 \) are respectively given by

\[ I_{D1} = K[V_{DD} - (v_x - v_y)/2 - V_S - V_T]^2, \]  \hspace{1cm} (6.155)
\[ I_{D2} = K[V_{DD} + (v_x + v_y)/2 - V_S - V_T]^2, \]  \hspace{1cm} (6.156)
\[ I_{D3} = K[V_{DD} + (v_x - v_y)/2 - V_S - V_T]^2, \]  \hspace{1cm} (6.157)
\[ I_{D4} = K[V_{DD} - (v_x + v_y)/2 - V_S - V_T]^2. \]  \hspace{1cm} (6.158)

The difference of output currents can be expressed as

\[ \Delta i_0 = i_0^+ - i_0^- \]  \hspace{1cm} (6.159)
\[ = (I_{D2} + I_{D4}) - (I_{D1} + I_{D3}) \]  \hspace{1cm} (6.160)
\[ = 2Kv_xv_y. \]  \hspace{1cm} (6.161)

Transistors \( T_{13} - T_{18} \) are required for the generation of a single-ended version of the output. The linear operation of the multiplier is achieved only for the range of input voltages over which the transistors remain in the saturation region.

### 6.3 Summary

Several circuit structures are available for the implementation of nonlinear functions, such as the comparison and multiplication. They can be used in a given application depending on the design requirement to be met, that is, low supply voltage, low power consumption, high bandwidth, and low sensitivity to component nonidealities. In most cases, a trade-off exists between the performance characteristics.

### 6.4 Circuit design assessment

1. **Analysis of a comparator circuit**

The comparator block diagram, as shown in Figure 6.29(a), consists
of an input amplifier followed by the dynamic and storage latches. Let $g_{mn}$ and $g_{mp}$ be the transconductance of the $n$-channel and $p$-channel transistors, respectively. Verify that the dynamic latch of Figure 6.29(b) can be described by equations of the form

$$C_{pi} \frac{dV_0(t)}{dt} = g_m V_0(t)$$

(6.162)

$$V_0(t) = (V_i \pm V_{off}) \exp \left[ \frac{g_m}{C_{pi}}(t - T_S) \right],$$

(6.163)

where $g_m = g_{mn} + g_{mp}$, $g_m$ is the equivalent transconductance of a single inverter, $C_{pi}$ is the parasitic capacitance at the input node, $T_S$ is the sampling period, and $V_{off}$ denotes the offset voltage.

Estimate the response time of the latch.

Determine the equivalent bit error rate of the comparator.

Hint: Assuming that LSB is the voltage level corresponding to the least-significant bit of a converter, the bit error rate (BER) can be defined as

$$BER = \frac{SLMR}{\text{Input amplifier gain} \times (1 \text{ LSB/2})},$$

(6.164)

SLMR being the input referred metastable region of the storage latch given by

$$SLMR = \Delta V_0 \exp \left( -\frac{T_S/2 - t_d}{\tau_{d latch}} \right),$$

(6.165)

where $\Delta V_0$ is the initial output metastable region, $\tau_{d latch}$ is the time constant of the dynamic latch, and $t_d$ is the delay between the output signals of the dynamic and storage latches.

2. Comparator design

Complete the design of the comparator shown in Figure 6.30.

Use SPICE simulations to obtain the time response of the comparator. The signals are connected to the input nodes during the clock phase $\phi_1$.

3. Squaring circuit

Consider the circuit shown in Figure 6.31(a) [22], where the transistor $T_1$ operates in the triode region, while $T_2$ is biased in the saturation region.

Assuming that $V_{GS1} = V + V_{GS2}$, show that

$$I - 2K_1V \sqrt{\frac{T}{K_2}} - K_1V^2 = 0$$

(6.166)

and

$$I = \left( 1 + 2 \frac{K_1}{K_2} \pm 2 \sqrt{\frac{K_1}{K_2}} \sqrt{1 + \frac{K_1}{K_2}} \right) K_1V^2,$$

(6.167)
FIGURE 6.29
(a) Comparator block diagram; (b) circuit diagram of a dynamic latch.

FIGURE 6.30
Circuit diagram of a fully differential comparator.

where \( K_1 = \mu_n C_{ox} W_1/(2L_1) \) and \( K_2 = \mu_n C_{ox} W_2/(2L_2) \).

The circuit of Figure 6.31(b) can provide the square of a positive input signal. Let \( 0 < V \leq V_m \) and show that

\[
V_m = \sqrt{(1/K_1 + (1/K_2)} - \sqrt{1/K_3}) (V_{DD} - V_{Tn} - |V_{Tp}|), \quad (6.168)
\]

where \( K_3 = \mu_p C_{ox} W_3/(2L_3) \), \( V_{Tn} \), and \( V_{Tp} \) are the threshold voltages of the \( n \)-channel and \( p \)-channel transistors, respectively.

The operating range can be defined by noting that the transistor \( T_3 \) will be shut down if

\[
V_{GS1} = V_{SG3} = V_{DD}, \quad (6.169)
\]
where

\[ V_{GS1} = V_{Tn} + \sqrt{I/K_1} + (I/K_2) \]  \hspace{1cm} (6.170)

and

\[ V_{SG3} = |V_{Tp}| + \sqrt{I/K_3}. \]  \hspace{1cm} (6.171)

**FIGURE 6.31**
(a) Two transistor circuit; (b) squaring circuit.

4. Multiplier design

In the circuit of Figure 6.32 [27], the transistors operate in the triode region. Let \( I_{D_i} (i = 1, 2, 3, 4) \) be the current flowing through the transistor \( T_i \). Write the current \( \Delta i = (I_{D_1} + I_{D_3}) - (I_{D_2} + I_{D_4}) \) in the form

\[ \Delta i = 2K[(V_{x_1}^+ - V_{x_1}^-)(V_{x_2}^+ - V_{x_2}^-) - (V_P - V_N)(V_{y_1}^+ + V_{y_1}^-) + 2V_T(V_P - V_N) + V_P^2 - V_N^2], \]  \hspace{1cm} (6.172)

**FIGURE 6.32**
Multiplier circuit based on four transistors.
where $V^+$ and $V^-$ are the voltages at the noninverting and inverting nodes of the amplifier, respectively.

What condition must be met to realize a multiplier?

Show that

$$V_0 = \frac{R\Delta i}{1 + 1/A},$$

(6.173)

where $A$ is the amplifier dc gain.

The common-mode characteristic of the structure shown in Figure 6.32 can be improved by connecting two level shifters (see Figure 6.33) at its inputs.

5. **Multiplier circuit**

The circuit shown in Figure 6.34 [30] is the generalized structure for the implementation of multiplier based on the quarter-square technique. The bias current is represented by $I_B$ and $V_i$ is the dc component of the input voltage. Transistors $T_1 - T_4$ operate in the saturation region and are designed with the same transconductance parameter, $K = \mu_n(C_{ox}/2)(W/L)$, and threshold voltage, $V_T$.

Show that $\Delta i = i^+_0 - i^-_0 = 2Kv_xv_y$, for any numbers $p$, $q$, and $r$.

6. **Multiplier based on two squaring circuits**

The squaring circuit of Figure 6.35 is based on unbalanced differential transistor pairs. The transistors operate in the saturation region and are sized so that $(W_2/L_2) = (W_1/L_4) = \alpha(W_3/L_3) = \alpha(W_5/L_5)$.

Estimate the differential output current $\Delta i_0 = i^+_0 - i^-_0$ as a function
of the input voltage $V_i = V_i^+ - V_i^-$. Based on the relation $(V_x + V_y)^2 - (V_x - V_y)^2 = 4V_x V_y$, design a multiplier circuit.

**FIGURE 6.34**
Generalized multiplier core based on the quarter-square technique.

**FIGURE 6.35**
Squaring circuit based on four transistors.

Hint: The output current, $\Delta i$, of a single unbalanced differential pair connected to the input voltage, $V_i$, is given by

$$
\Delta i = \begin{cases} 
  \frac{i - 1 - \alpha}{1 + \alpha} I_B, & \text{for } -\sqrt{\frac{I_B}{K}} < V_i < \sqrt{\frac{I_B}{\alpha K}} \quad (6.174) \\
  I_B \text{sign}(V_i), & \text{for } V_i \leq -\sqrt{\frac{I_B}{K}} \quad \sqrt{\frac{I_B}{\alpha K}} \leq V_i,
\end{cases}
$$

where

$$
i = \frac{2\alpha(1 - \alpha)KV_i^2 + 4\alpha \sqrt{KT} V_i \sqrt{1 + \alpha - \alpha K V_i^2/I_B}}{(1 + \alpha)^2} \quad (6.175)
$$

and $K$ is the transconductance parameter of the transistors.
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Real-world data are generally converted by sensors into analog electrical signals corrupted by noise. In this case, the extraction of useful information, which can be displayed by actuators, requires the use of complex algorithms, whose efficient implementation exploits the programmability and flexibility of digital circuits. The suitable level and representation of sensor output information are provided by signal conditioning and interface structures. In communication systems, the tasks of signal processing generally encountered in the front-end and back-end sections of a digital signal processor, namely, amplification of the desired channel to the full-scale of the data converters, automatic gain control, and filtering to remove the interference of the adjacent channels are preferably implemented using continuous-time (CT) circuits, which offer the advantages of high-speed operation and low-power consumption. Other applications include anti-aliasing and smoothing filters, channel equalization in magnetic disk drives and high-speed data links.

Due to factors such as the fabrication tolerance, temperature variation and aging, the values of components can drift to about 10% to 50% from their nominal specifications. The automatic tuning scheme included in CT filters provides a means to solve this problem. When the requirement of a high dynamic range results in a large power consumption and the noise level can be reduced only at the price of a large chip, it is common to adopt a solution based on multiple integrated circuits (ICs) and discrete components instead of a monolithic IC. With the down-scaling of MOS transistors into the sub-micrometer regime, analog and digital circuits may share the same die on a single chip in mixed-signal design. The result is the onset of several problems related to the signal integrity, substrate noise, crosstalk, interconnect parasitic impedances, and electromagnetic interference. By increasing the dynamic range, differential architectures can reduce the sensitivity to some of these effects and supply voltage variations.

In addition to a survey of various CT building blocks (integrator, summer, gain stage), conventional design techniques of CT circuits will be addressed.

### 7.1 Wireless communication system

A transceiver consists of a receiver and transmitter. It includes the antenna, and radio frequency (RF), intermediate frequency (IF), and baseband and bit-stream processing functions. This partition is justified by the large change in bandwidth due to the decimation or interpolation within each section and the flexibility and cost of the hardware implementation. The RF section, which
is generally implemented with gallium arsenide (GaAs), silicon germanium (SiGe), indium phosphide (InP), and bi-complementary metal-oxide semiconductor (BiCMOS), performs the frequency conversion.

In the receiver, the RF signal delivered by a low-noise amplifier (LNA) is down-converted into an IF waveform, which is then sent to the demodulator. It should be noted that the incoming signal at the antenna can be lower than a half microvolt root-mean square ($\mu V_{rms}$) and is modulated in the gigahertz (GHz) frequency range.

The transmitter follows the reverse path. The IF of the modulator output signal is up-converted into RF and a power amplifier (PA) is required to adjust the level of the signal to be emitted by the antenna.

Basically, a communication system can be reduced to a channel decoder, source decoder, source encoder, and channel encoder.

The trend in software defined radios \[1\] is to move the analog-to-digital converter (ADC) and digital-to-analog converter (DAC) closer to the antenna so that more functions can be realized digitally. Such an approach is necessary to meet the requirements (high degree of adaptation, easy reconfiguration) of a multi-standard communication environment based on multi-band antenna and RF conversion. It relies on the use of high-speed and high-accuracy data converters. Figure 7.1 shows the distribution of converter resolutions versus the signal bandwidth for some common applications.

**FIGURE 7.1**
Specifications of CMOS data converters.

The high-speed attribute of submicrometer CMOS process can offer the opportunity for a single-chip implementation of transceivers \[2,3\], which actually require costly RF discrete components. To achieve the complete integration of such a system, suitable architectures and circuit techniques are required to
overcome the limitations inherent in low-Q components available in CMOS IC technology. Specifically, RF devices involve complex noise, intermodulation, and electromagnetic interference effects.

### 7.1.1 Receiver and transmitter architectures

RF transceivers find applications in bidirectional communication systems. They include a receiver section, which down-converts the detected RF signal to a baseband frequency (or a low frequency around 0 Hz), and a transmitter section, which up-converts the baseband signal to a radio (or very high) frequency. Transceivers should be designed to achieve a low power consumption and to feature a high IC density in order to be suitable for portable devices. Other criteria such as the number of off-chip components and cost may play an important role in the transceiver architecture choice.

**FIGURE 7.2**
Block diagram of a superheterodyne receiver.

**FIGURE 7.3**
Block diagram of a superheterodyne transmitter.

The superheterodyne architecture [4, 5] is commonly used due to its capacity to detect a low-level RF signal in the presence of strong interferers. Note that the term “hetero” means “different,” while “dyne” stands for “power.” Hence, “heterodyne” is related to the fact that the conversion to an intermediate frequency is achieved by mixing a signal frequency with a locally generated frequency; “super” comes from the fact that these frequencies may be above the audible spectrum.
The block diagram of a superheterodyne receiver is shown in Figure 7.2. The RF bandpass filter immediately after the antenna is used to select the desired RF band. The low-noise amplifier (LNA) is designed to boost the signal level while introducing as little of its own noise as possible. The resulting signal is passed through an image-reject bandpass filter, which also attenuates the LNA noise contribution present in the image band. The down-conversion to an intermediate frequency, which is equal to the difference between the frequency of the incoming RF signal and the frequency of the local oscillator, is then achieved by the first mixer and IF bandpass filter. The small transition band of each of the IF bandpass filters needed for channel selection results in the requirement of a high Q-factor usually satisfied by using an off-chip surface acoustic wave or ceramic circuits. The choice of the IF is determined by the trade-off to be achieved between image rejection and channel selection, or say, between the sensitivity and selectivity of the receiver. The down-conversion from the IF to the baseband frequency is realized by quadrature mixers followed by lowpass filters. The frequency of the local oscillator that feeds the second mixer section should be equal to the IF. The last section of the receiver front end includes variable gain amplifiers (VGAs) and ADCs. It is placed just before the digital signal processor (DSP), which performs the digital demodulation and decoding.

At the system level, the superheterodyne transmitter is configured to realize the reverse operation of the corresponding receiver. The block diagram of a superheterodyne transmitter is depicted in Figure 7.3. A quadrature mixer followed by an IF filter is used to translate the baseband signal, which is provided by the DAC, to an intermediate frequency. The IF-to-RF conversion, which then follows, is achieved with the help of another mixer and filter stage. Finally, the power amplifier (PA) increases the signal level and the RF filter transmits only the signal components satisfying the spectral mask requirements.

FIGURE 7.4
Block diagram of a homodyne receiver.

Homodyne architectures [6] for receivers and transmitters, as illustrated in Figures 7.4 and 7.5, respectively, have the advantage of eliminating many off-chip components in the signal paths. They are sometimes referred to as direct-conversion or zero-IF receivers and transmitters. Here, the conversion
from the radio frequency to the baseband frequency, and vice versa, is achieved using only one mixer stage. The word “homo” implies “same;” this is equivalent to having an identical frequency for the signal of interest and local oscillator signal. Even though the IF frequency is zero, the mirrored image of the desired signal will be superimposed on the down-converted signal, which is generated by the mixer. The image problem is solved by performing the frequency conversion in quadrature. The amplitude and phase of the desired signal can readily be determined from the in-phase and quadrature components. In homodyne architectures, the channel select filtering at baseband is simply performed by lowpass filters, suitable to monolithic IC integration. Hence, the requirements associated with different communication standards can be met using programmable filters and high-dynamic range data converters. Overall, this approach is excellent at saving cost, die area, and power consumption. However, the effects of dc offset, device flicker noise, even-order harmonics, and local-oscillator leakage can critically limit the accuracy of the signal detection.

Low-IF architectures exploit the advantages of both heterodyne and homodyne structures. They include quadrature frequency conversions that can be both done in the analog domain or be split into analog and digital stages.
FIGURE 7.7
Block diagram of a low-IF transmitter.

However, the realization of data conversions at the IF instead of the baseband may result in a power consumption increase and could make the overall performance sensitive to clock jitter, distortion, and noise errors. Typically, the IF should be a half to a few channel spacings from dc.

In the low-IF receiver of Figure 7.6, the RF signal is first translated to a low IF, before being down-converted to baseband frequency in the digital domain. Conversely, the low-IF transmitter, as depicted in Figure 7.7, uses both digital and analog steps to perform the up-conversion from the baseband frequency to RF. The image rejection is achieved by summing the output signals provided by a pair of quadrature mixers such that image-band signals ideally cancel out while the desired signals add together coherently. The use of harmonic rejection mixers excludes the need for discrete IF filters, thus making low-IF architectures well suited for single-chip integration than superheterodyne structures. In contrast to direct-conversion architectures, low-IF structures use local oscillators operating at frequencies that are lower than that of the incoming RF signal, to reduce the LO re-transmission, thereby attenuating the dc offset level. It should be noted that the static errors associated with the baseband section can generally be canceled by suitable calibration techniques.

7.1.2 Frequency translation and quadrature multiplexing

Frequency translations are generally used in transmitters to reduce the cost associated with the processing of radio-frequency signals and to meet the transmission specifications. Basically, the frequency translation along with sideband modulation and demodulation relies on the multiplication of two signals. Given a carrier \( \cos(\omega_c t) \), with the angular frequency \( \omega_c \), the modulated signal can be derived from the waveform \( m(t) \) containing the message to be transmitted, as

\[
x(t) = m(t) \cos(\omega_c t).
\]  
(7.1)

The Fourier transform of \( x(t) \) is

\[
X(\omega) = \frac{1}{2} [M(\omega - \omega_c) + M(\omega + \omega_c)],
\]  
(7.2)
where $M(\omega)$ is the spectrum of the message signal $m(t)$. Assuming that $\omega = 0$, the spectrum of $m(t)$ is shifted to the left and right of the origin by $\omega_c$. This process, known as double-sideband modulation (see Figure 7.8), exhibits a transmission bandwidth that is two times the bandwidth $\omega_B$ of $m(t)$. To recover the message signal by the demodulation, the spectra located at $\pm \omega_c$ should not overlap as it is the case for $\omega_c \geq \omega_B$. The multiplication of $x(t)$ by the carrier provides a signal of the form

$$y(t) = x(t) \cos(\omega_c t)$$

$$= \frac{1}{2} m(t) [1 + \cos(2\omega_c t)]. \quad (7.3)$$

The spectrum of $y(t)$ is given by

$$Y(\omega) = \frac{1}{2} M(\omega) + \frac{1}{4} [M(\omega - 2\omega_c) + M(\omega + 2\omega_c)]. \quad (7.4)$$

A version of the desired signal, that is, $m(t)/2$, is obtained by eliminating the spectral components with the frequency $2\omega_c$ using a lowpass filter.

The quadrature multiplexing scheme (see Figure 7.8(b)) makes use of the orthogonality of sine and cosine waves to transmit and receive two different signals simultaneously on the same carrier frequency. The transmission bandwidth remains $2\omega_B$, and the modulated and demodulated signals can be
written as
\[ x(t) = Q(t) \sin(\omega_c t) + I(t) \cos(\omega_c t), \]  
(7.5)
and
\[ y^I(t) = x(t) \cos(\omega_c t) \]
\[ = \frac{1}{2} I(t) + \frac{1}{2} [I(t) \cos(2\omega_c t) + Q(t) \sin(2\omega_c t)] \]  
(7.6)
\[ y^Q(t) = x(t) \sin(\omega_c t) = \frac{1}{2} Q(t) + \frac{1}{2} Q(t) \sin(2\omega_c t) - Q(t) \cos(2\omega_c t), \quad (7.7) \]

respectively. The terms at 2\( \omega_c \) are suppressed by a lowpass filter, yielding \( y^I(t) = I(t)/2 \) and \( y^Q(t) = Q(t)/2 \) for the in-phase and quadrature channels, respectively. In general, the local carriers at the demodulator and modulator should be synchronized in frequency and phase for efficient demodulation.

The frequency translation, which is the process of shifting a signal from one frequency to another, can be realized using mixer. It is then also referred to as frequency mixing. Figure 7.9 shows the block diagram of a frequency translation mixer. Let

\[ x(t) = m(t) \cos(\omega_c t). \quad (7.8) \]

First, the multiplication of the signal \( x(t) \) by a locally generated sine wave, \( 2 \cos(\omega_{LO} t) \), is realized. Thus,

\[ y(t) = 2x(t) \cos(\omega_{LO} t) = m(t) \cos[(\omega_c - \omega_{LO}) t] + m(t) \cos[(\omega_c + \omega_{LO}) t]. \quad (7.9) \]

With the assumption that \( \omega_{LO} = \omega_c \pm \omega_0 \), we can obtain

\[ y(t) = m(t) \cos(\omega_0 t) + m(t) \cos[(2\omega_c \pm \omega_0) t]. \quad (7.10) \]

A bandpass filter, whose center frequency is \( \omega_0 \) and bandwidth is equal to or greater than 2\( \omega_B \), is used to detect the signal component at the angular frequency \( \omega_0 \). The carrier frequency is then translated from \( \omega_c \) to \( \omega_0 \). The plus and minus signs in the \( \omega_{LO} \) expression correspond to an up-conversion and a down-conversion, respectively. The spectra of signals are shown in Figures 7.10 and 7.11 for a message signal featuring a bandwidth of 2\( \omega_B \).

**FIGURE 7.12**
Block diagram of a frequency translation mixer with the bandpass pre-filter.

By multiplying the input signal and a reference oscillator signal, spectral images can be produced at either the sum or difference frequencies. In particular, interference signals or harmonic components at \( \omega_c \pm 2\omega_0 \) are also translated to the frequency \( \omega_0 \), due to the fact that

\[ 2 \cos[(\omega_c \pm 2\omega_0) t] \cos[(\omega_c \pm \omega_0) t] = \cos(\omega_0 t) + \cos[(2\omega_c \pm 3\omega_0)t] \quad (7.11) \]

The problem of spectral images can be addressed by placing a high-quality
pre-filter at the mixer input, as shown in Figure 7.12. In order to pass only the signal of interest, this filter should have a bandwidth equal to or greater than the bandwidth of the message signal and a center frequency $\omega_c$. However, for wideband applications, the pre-filter may become complex due to the required tunable range.

FIGURE 7.13
(a) Block diagram of Hartley image-reject down-converter; (b) phase shifter implementation.

FIGURE 7.14
Block diagram of Weaver image-reject down-converter.

Other mechanisms of dealing with the image rejection problem involve the use of special image-rejection architectures, such as Hartley architecture [7] shown in Figure 7.13, and Weaver architecture [8] depicted in Figure 7.14. The exploitation of quadrature conversions in the separation of the signal of interest from image components makes these architectures more suitable for IC implementations than conventional structures requiring a high-quality filter with sharp cutoff characteristics. In Hartley and Weaver architectures, an opposite phase difference is introduced between the image band signals, which are then canceled out by a summing operation, while the desired signals, whose phase difference remains equal to zero, adds up coherently. The main difference between both architectures is the implementation of the 90° phase shift required on the signal path. Hartley architectures typically use a passive phase shifter, while a second mixing stage is used in the Weaver architecture.
The image rejection ratio (IRR) of the Weaver converter can be determined in accordance with the equivalent model shown in Figure 7.15. The message signal is assumed to be of the form

$$m(t) = \cos \omega t.$$ \hfill (7.12)

After each mixer stage, the signal component at the frequency $\omega + \omega_1$ is eliminated by the lowpass filter. The in-phase and quadrature signals, $x_I^1(t)$ and $x_Q^1(t)$, can be respectively expressed as

$$x_I^1(t) = \frac{1}{2} \cos(\omega - \omega_1)t$$ \hfill (7.13)

and

$$x_Q^1(t) = -\frac{1}{2} \sin[(\omega - \omega_1)t - \Delta \phi_1],$$ \hfill (7.14)

where $\Delta \phi_1$ denotes the phase error of the first local oscillator.

The converter output signal is given by

$$y_I(t) = x_I^2(t) - (1 + \Delta \alpha)x_Q^2(t)$$ \hfill (7.15)

where

$$x_I^2(t) = \frac{1}{4} \cos(\omega - \omega_1 - \omega_2)t$$ \hfill (7.16)

and

$$x_Q^2(t) = -\frac{1}{4} \left\{ \cos[(\omega - \omega_1 - \omega_2)t] \cos(\Delta \phi_1 - \Delta \phi_2) 
- \sin[(\omega - \omega_1 - \omega_2)t] \sin(\Delta \phi_1 - \Delta \phi_2) \right\},$$ \hfill (7.17)

where $\Delta \phi_2$ represents the phase error of the second local oscillator and $\Delta \alpha$ is the gain mismatch. Assuming that $\omega = \omega_{RF}$ for
the message of interest, and $\omega = \omega_{IM}$, where $\omega_{IM} = 2\omega_1 - \omega_{RF}$, for the image signal, the IRR (in dB) can be computed as

$$\text{IRR} = 10 \log_{10} \left[ \frac{\left| y(t) \right|^2}{\left| y(t) \right|^2_{\omega = \omega_{IM}}} \right]$$

(7.18)

$$= 10 \log_{10} \left[ \frac{1 + (1 + \Delta \alpha)^2 + 2(1 + \Delta \alpha) \cos(\Delta \phi_1 + \Delta \phi_2)}{1 + (1 + \Delta \alpha)^2 - 2(1 + \Delta \alpha) \cos(\Delta \phi_1 - \Delta \phi_2)} \right].$$

(7.19)

In this case, the image rejection performance can then be improved by making both phase errors equal. Note that an expression identical to Equation (7.19) can also be derived for the IRR of the Hartley converter.

Various nonideal effects are present in a practical transceiver. In the following, we review the most important of them.

- The dc offset is mainly due to transistor mismatches, self-mixing of a strong interference signal coupled to LO nodes by parasitic capacitors, and the in-band signal associated with the leakage of the LO signal into the antenna. It can be mitigated by ac coupling or self-calibration.
- The mismatch between the signal path and the phase error of the LO signals results in undesired spectral components in the signal spectrum. Differential circuit structures and adaptive algorithms can be required to improve the image rejection capability of the transceiver.

### 7.1.3 Architecture of a harmonic-rejection transceiver

Basic frequency translation techniques (see Figure 7.8) can be combined in different ways to optimize the transceiver performance. Figure 7.16 shows the block diagram of a harmonic-rejection transceiver [9–11]. The transmitter and receiver can operate simultaneously using separate channels, as in a duplex system. Their isolation from the undesirable noise, which can arise at the antenna, is achieved by RF bandpass filters.

A low-noise amplifier (LNA) adjusts the level of the incoming RF signal. It is followed by a quadrature down-conversion stage, which includes two mixers and the lowpass filters necessary to deliver a wideband IF signal and remove all up-converted frequency components. The conversion from IF to baseband is achieved by an image-reject structure. After the signal is processed by the mixers, the useful frequency components are added, while the undesired interference is canceled by subtraction. The first local oscillator (LO) can operate at a fixed frequency, while a tunable frequency characteristic is required for the second LO so that all channel information can be accurately transferred.
to the baseband. The use of digitally programmable filters for channel selection provides the flexibility, which is essential in multi-standard receivers. The suitable signal level is fixed by the following variable gain amplifier (VGA), which is steered by an automatic gain control (AGC) circuit. The resulting I and Q signals are then digitized by the ADC and demodulated in the digital domain using dedicated logic circuits and digital signal processor (DSP).

In the transmit path, the baseband signal provided by the DAC is upconverted in two steps. The signal is first translated from the baseband to IF, and the channel tuning is performed using four mixers and a quadrature LO based on a voltage-controlled oscillator (VCO) structure. The next stage achieved the IF-to-RF conversion using an LO operating at a fixed frequency. The specifications of RF filter, which follows the power amplifier (PA), are relaxed due to the image rejection feature of the frequency translation.

In general, any mismatches in the I and Q signal paths and fluctuations of the LO signals limit the image reject capability and therefore the sensitivity of the transceiver. However, a total interference rejection of at least 60 dB can still be achieved provided the IF is chosen high enough and well-suited RF filters are employed.

### 7.1.4 Amplifiers

Amplifiers are used to boost the amplitude level of a signal. A broad range of circuit architectures is available to meet various amplification requirements. Nevertheless, there are common performance characteristics for almost all amplifiers, such as the linearity, bandwidth, power efficiency, noise figure, and
impedance matching. The appropriate amplifier structure for a given application is determined by the requirement of optimizing a specific characteristic and performance trade-offs (e.g., power amplifier, low-noise amplifier).

7.1.4.1 Power amplifier

- Principle and architectures

Amplifiers [12,13] are required in the transmitter to scale the signal amplitude or power to the desired level. For wireless systems, the power is on the order of tens to hundreds of milliwatts (mW) and can be expressed in dBm. That is,

\[ P\text{(in dBm)} = 10 \log_{10} \left( \frac{P\text{(in W)}}{10^{-3}} \right). \]  
(7.20)

The efficiency, \( \eta \), which characterizes the useful power consumption during the amplifier operation, is defined as

\[ \eta = \frac{\text{Power delivered to load}}{\text{Power drawn from supply}}. \]  
(7.21)

The power-added efficiency (PAE) is defined as the difference between the output power, \( P_{RF,\text{out}} \), and the input power, \( P_{RF,\text{in}} \), divided by the supply power, \( P_{DC} \), that is,

\[ \text{PAE} = \frac{P_{RF,\text{out}} - P_{RF,\text{in}}}{P_{DC}}. \]  
(7.22)

An amplifier is then suitable for a given application due to its high PAE.

\[ \text{FIGURE 7.17} \]
(a) Circuit diagram of a class A amplifier; (b) input and output voltages.

The operating point of the transistor determines whether an amplifier belongs to class A, B, AB, or C. Given a sinusoidal input voltage, the transistor conduction in a class A amplifier (see Figure 7.17(a)) should be guaranteed for the overall signal period. The value of the input bias, \( V_{DC,i} \), as shown in Figure 7.17(b), is chosen so that the maximum swing of the input signal is kept above the threshold voltage necessary to maintain the transistor on. The
average value of the output voltage, \( V_{DC,0} \), is generally near \( V_{DD} \) and the output peak-to-peak swing is on the order of \( V_{DD} \). Because the maximum power delivered to the load is expressed as \( V_{DD}I_D/2 \), and the power drawn from the supply voltage is of the form, \( V_{DD}I_D \), where \( I_D \) is the transistor drain current, the maximum efficiency is 50%. This value is reduced in practical implementations due to the nonzero drain-source saturation voltage and the extra power dissipated by parasitic resistors. By consuming dc power regardless of the input signal level, class A amplifiers may appear to be inefficient for some applications.

\[ (V_0 - V_i)sC_{gd} + g_mV_i + V_0(G_0 + sC_0 + 1/sL) = 0, \quad (7.23) \]

where \( G_0 = 1/R_0 = G_L + g_{ds} \), \( C_0 = C_L + C_{db} \), and \( G_L \) and \( C_L \) are the load conductance and capacitance, respectively. This last equation can be solved for the voltage gain, which is expressed as

\[ A(s) = \frac{V_0(s)}{V_i(s)} = \frac{sC_{gd} - g_m}{G_0 + s(C_0 + C_{gd}) + 1/sL}, \quad (7.24) \]
Assuming that \( g_m \gg \omega C_{gd} \) and \( C_0 \gg C_{gd} \), it can be shown that

\[
A(s) = \frac{V_0(s)}{V_i(s)} \simeq -g_m Z_0(s),
\]

where the output impedance, \( Z_0 \), is given by

\[
Z_0(s) = \frac{1}{G_0 + sC_0 + 1/sL} = \frac{1}{G_0 + C_0(s + \omega_0^2/s)}.
\]

At the center (or resonant) frequency, \( \omega_0 = 1/\sqrt{LC_0} \), the gain is reduced to

\[
A_0 = -g_m R_0.
\]

The frequencies at which \( |A(\omega)| = |A_0|/\sqrt{2} \), or the half-power frequencies, can be found as

\[
\omega_1 = -\frac{1}{2R_0C_0} + \sqrt{\omega_0^2 + \frac{1}{4R_0^2C_0^2}},
\]

and

\[
\omega_2 = \frac{1}{2R_0C_0} + \sqrt{\omega_0^2 + \frac{1}{4R_0^2C_0^2}}.
\]

Note that \( \omega_0 = \sqrt{\omega_1\omega_2} \). The \(-3\) dB bandwidth of the amplifier is given by

\[
BW = \omega_2 - \omega_1 = \frac{1}{R_0C_0}.
\]

The quality factor of the amplifier is defined as

\[
Q = \frac{\omega_0}{BW} = \frac{\omega_0 R_0 C_0}{R_0} = \frac{R_0}{L\omega_0}.
\]

The frequency response characteristics are illustrated in Figure 7.18(b). It can be observed that the phase is zero for \( \omega = \omega_0 \), and equal to \(-\pi/4\) and \(\pi/4\) for \( \omega = \omega_1 \) and \( \omega = \omega_2 \), respectively.

Considering a situation in which a class A amplifier with 1.5-V supply voltage should transmit a power of 500 mW, the output resistance will be given by

\[
R_0 = \frac{V_{DD}^2}{2P_{max}} = \frac{1.5^2}{2 \times 0.5} = 2.25 \Omega
\]

Because the antenna resistance is generally chosen to be 50 \( \Omega \), an impedance matching network should be inserted between the amplifier and antenna to transform the load resistance to the required value. Hence, a high output power can be delivered without having to increase the value of the supply voltage. Figure 7.19 shows the generic block diagram of a power amplifier. A matching network is ideally lossless, and it is composed of inductors and capacitors.
For the untuned and tuned amplifiers shown in Figures 7.20(a) and (b), respectively, the transistor can be biased for operation in class A, B, or C mode. In a class B amplifier, the transistor is biased such that it operates in the linear region for a half signal cycle and is in the cutoff region during the next half cycle. The output signal of a class AB amplifier is available for a duration between the half and full period. The class C operation is achieved by biasing the transistor to have a conduction for less than a half signal period. Due to the distortion of the output waveform, this mode of operation is mainly used in tuned amplifiers (see Figure 7.20), where a pulsed current can be filtered to extract the fundamental frequency component. In both cases, the amplification is sustained by the current drawn from the supply voltage using a radio-frequency choke (RFC), which is an inductor designed to block high-frequency (or RF) signals while passing signal components at the low frequency (or dc). Generally, the output power can be increased by reducing the conduction time of the transistor for a given input power level. However, the device matching constraint required to get a linear reproduction of the input waveform can become difficult to meet.

\[ I_{DC} = \frac{1}{2\pi} \int_{-\theta}^{\theta} i_D \, d\omega t, \]  

(7.33)

where

\[ i_D = I_m \cos \omega t - I_{CQ} = I_m \cos \omega t - I_m \cos \theta. \]  

(7.34)
Because the cosine function is even, it can be shown that

\[ I_{DC} = \frac{I_m}{2\pi} \int_{-\theta}^{\theta} (\cos \omega t - \cos \theta) \, d\omega t = \frac{I_m}{\pi} \int_{0}^{\theta} (\cos \omega t - \cos \theta) \, d\omega t = \frac{I_m}{\pi} (\sin \theta - \theta \cos \theta). \]  

(7.35)

The dc power consumption can be written as

\[ P_{DC} = V_{DD} I_{DC} = \frac{V_{DD} I_m}{\pi} (\sin \theta - \theta \cos \theta). \]  

(7.36)

The fundamental component of the drain current is given by

\[ I_{D0} = \frac{1}{2\pi} \int_{-\theta}^{\theta} i_D \cos \omega t \, d\omega t = \frac{I_m}{\pi} \int_{0}^{\theta} (\cos \omega t - \cos \theta) \cos \omega t \, d\omega t = \frac{I_m}{2\pi} (2\theta - \sin 2\theta). \]  

(7.37)

The maximum power delivered to the output load can then be expressed as

\[ P_{0,\text{max}} = \frac{1}{2} V_{DD} I_{D0} = \frac{V_{DD} I_m}{4\pi} (2\theta - \sin 2\theta). \]  

(7.38)

Thus, the maximum efficiency of the amplifier is of the form

\[ \eta_{\text{max}} = \frac{P_{0,\text{max}}}{P_{DC}} = \frac{2\theta - \sin 2\theta}{4(\sin \theta - \theta \cos \theta)}. \]  

(7.39)

Equation (7.39) can be used for amplifiers of the class A, B, AB, or C. Note that \( \theta = \pi \) for a class A amplifier, \( \theta = \pi/2 \) for a class B amplifier, \( \pi/2 < \theta < \pi \) for a class AB amplifier, and \( \theta < \pi/2 \) for a class C amplifier. The efficiency increases as the conduction angle decreases.

In the case where the input signal is constant-envelope modulated such that the amplitude remains fixed and the frequency or phase is time varying (e.g., pulse-width modulated signals, sigma-delta modulated signals, etc.), a better approach to achieve an optimal drain voltage waveform is to rely on a transistor operating as a switch. The input signal then synchronizes the switching times of the transistor so that the frequency and phase information is transferred to the output. Switching-mode power amplifiers of class D, E, and F can feature a higher efficiency than structures based on transistors operating in the linear region. They can exhibit an efficiency almost equal to 100% provided the switching devices are ideal.

The circuit diagram of an ideal class D amplifier is shown in Figure 7.22(a).
FIGURE 7.22
(a) Circuit diagram of an ideal class D amplifier; (b) voltage waveforms.

The voltages $V_{i1}$ and $V_{i2}$ (see Figure 7.22(b)) are assumed to be square waveforms. The transistors used for the switch implementation operate either in the cutoff region or in the saturation region. They conduct on alternate half periods of the input signal. A series LC circuit tuned at a desired frequency is necessary to recover the output signal, which will be a sinusoid. Due to the nonzero on-resistance and the parasitic capacitances of the transistor, the maximum attainable efficiency can be less than 100%. A power loss occurs at the switching transitions due to the discharge of the capacitors connected at the transistor nodes. In practice, this power dissipation is mitigated by introducing a dead time of a few nanoseconds between the turn-on and turn-off of the transistors. The gate voltages are now two sinusoids, which are out of phase by $180^\circ$.

FIGURE 7.23
(a) Circuit diagram of an ideal class E amplifier; (b) voltage and current waveforms.

The efficiency can be improved by reducing the power dissipation in the transistor, as is the case in a class E amplifier. The circuit diagram of an ideal class E amplifier is shown in Figure 7.23(a). The switch, whose implementation is based on transistors, is controlled by the input signal and operates with a duty cycle of 50%. The $L_1C_1$ circuit is supposed to resonate at the frequency
of the first harmonic of the input signal. The suitable phase shift between
the voltage across the switch and the output voltage is introduced by the
reactive element, \( X \). Ideally, the switch power dissipation is zero, because the
voltage and current waveforms of the switch, as shown in Figure 7.23(b), do
not overlap. In order to avoid the power dissipation due to the discharging
of the capacitor \( C_D \) when it is connected to the ground, the circuit must be
designed such that the voltage across the switch returns to zero with zero slope
(that is, \( V_s = 0 \) and \( dV_S/dt = 0 \)) right before the switch is turned on. All the
power from the dc supply voltage can then be transmitted to the output load.

**FIGURE 7.24**
(a) Circuit diagram of a class F1 amplifier; (b) voltage and current waveforms.

**FIGURE 7.25**
(a) Circuit diagram of a class F2 amplifier; (b) voltage and current waveforms.

A class F PA enhances the efficiency by using harmonic resonators in the
output network to shape the output waveforms in such a way to minimize the
device power dissipation. There are two types of class F amplifiers.

With reference to the class F1 amplifier shown in Figure 7.24, the drain
current and voltage of the transistor are processed by two LC circuits, which
are connected in series and are tuned to the first and third harmonics of the
output signal, respectively. The transistor should be biased in the same way
as in a class B PA. However, the drain voltage swing of the class F1 PA is
compressed with respect to the fundamental component because the ac component of the drain voltage is equal to the difference between the fundamental and third components. As a result, the class F1 PA exhibits a better power efficiency than a PA of the class B type due to the fact that the compressed drain voltage waveform has less overlap with the drain current and thus less power is dissipated in the device. By increasing the number of harmonics used in the PA, the efficiency can be further improved.

In the case of the class F2 PA depicted in Figure 7.25, the input device is assumed to operate as a switch rather than a transconductor. Here, a quarter wavelength ($\lambda/4$) transmission line acting as an impedance transformer is used instead of a third-order harmonic resonator. At the carrier frequency or the resonance frequency of the $LC$ network, the transmission line loaded by the impedance $Z_L$ exhibits an input impedance of the form, $Z_0^2/Z_L$, where $Z_0$ is the characteristic impedance, because its length is equal to $\lambda/4$. The ac contributions superposed to the dc and fundamental components of the current $I_s$ and voltage $V_s$ are associated with even and odd harmonics, respectively, as the resistance at the switch output node is finite for even harmonics and infinite for odd harmonics. Ideally, the current $I_s$ and voltage $V_s$ should be insensitive to the input signal amplitude. This requires that the input signal must be large enough to turn on the transistor. By sizing the switch such that its on-resistance is much smaller than the input impedance of the matching network, the waveforms of the current $I_s$ and voltage $V_s$ are essentially determined by the matching network termination, which can then be designed to minimize the overlapping time between the current $I_s$ and voltage $V_s$ for improved power efficiency.

- Design examples

The circuit diagram of a class AB PA is depicted in Figure 7.26. The PA isolation from the mixer is ensured by the cascode transistors ($T_3$–$T_4$) included in the pre-amplification stage, whose outputs are ac coupled to a class AB differential pair. The inductively degenerated output stage, shunt inductors, and coupling capacitors contribute to the fulfillment of the 50-Ω impedance matching requirement. A balun using a pair of two short coupled microstrip lines and tuning capacitors may be required for the conversion of the differential signal into the single-ended one, which can be processed by the following filter and antenna.

The circuit diagram of a class E PA is shown in Figure 7.27. It is based on the differential configuration, which has the advantage of increasing the signal swing and reducing the substrate coupling effects. The overall amplifier consists of a driver and class E amplification stages with cross-coupled switching transistors. The current flowing through an inductive load is also used to control the switching of the other circuit half. Ideally, the class E amplifier should operate with sharp input pulses having a 50% duty cycle, and the peak voltage on the switch can be higher than three times $V_{DD}$, putting a limit on
the maximum possible supply voltage. To overcome this limitation, the input capacitors of the class E amplifier are tuned out by the dc-feed inductors. The driver is designed to deliver sinusoid switching signals with a peak-to-peak voltage on the order of two times $V_{DD}$. The 50-Ω output impedance is provided by an output matching network, which involves off-chip capacitors and inductors realized with the bond wires. Note that the self-oscillation of the amplifier in the absence of the input signal can be prevented by switching the common source to the supply voltage. An integrated PA can deliver 1 W with up to 48% PAE.

For the design of efficient integrated PAs, the inductor and its associated parasitic components are dependent upon each other and should be included
in an iterative optimization process. A CAD program is then necessary to reduce the effect of loss in the matching network.

### 7.1.4.2 Low-noise amplifier

**Fundamentals**

In the receiver, the low-noise amplifier (LNA) should increase by 10 to 100 times the level of the signal coming from the antenna. It is generally designed to feature a low additive noise and to maintain linearity under large-signal conditions. An estimation of the amplifier contribution to the overall noise is provided by the noise figure, which is given by

\[
NF = 10 \log_{10}(F).
\]

(7.40)

where \( F \) is the noise factor defined as

\[
F = \frac{\text{Overall output noise}}{\text{Output noise due to the source resistor}}.
\]

(7.41)

\[
NF = 10 \log_{10}(F).
\]

\[
NF = 10 \log_{10}\left(\frac{\text{Overall output noise}}{\text{Output noise due to the source resistor}}\right).
\]

\[
F = \frac{\text{Overall output noise}}{\text{Output noise due to the source resistor}}.
\]

**FIGURE 7.28**

Amplifier equivalent model including noise sources.

The amplification stage, as shown in Figure 7.28, is assumed to be driven by a voltage source with the resistance \( R_s \), whose noise at the output nodes of a noiseless amplifier model should be proportional to the gain factor. The source resistor gives rise to a thermal noise per unit bandwidth with the mean-square voltage of \( v_{n,s}^2 = 4kTR_s \), where \( k \) is the Boltzmann constant and \( T \) is the absolute temperature. Let \( A_v \) be the amplifier gain. The noise factor, \( F \), can be computed as

\[
F = \frac{v_{n,0}^2}{A_v v_{n,i}^2},
\]

(7.42)

where \( v_{n,0}^2 \) is the mean-square output noise voltage estimated with \( v_s = 0 \). To proceed further,

\[
F = 1 + \frac{v_{n,i}^2}{4kTR_s} + \frac{i_{n,i}^2 R_s}{4kT},
\]

(7.43)

where \( v_{n,i}^2 \) and \( i_{n,i}^2 \) are the input-referred voltage and current noises per unit bandwidth, respectively.

The amplifier will exhibit a nonlinear transfer function when it processes
input voltages with a large magnitude. That is, two close frequencies, $f_1$ and $f_2 = f_1 + \Delta f$, contained in a signal can interact and produce third-order intermodulation distortion (IMD3) at $2f_1 - f_2$ and $2f_2 - f_1$. These interference products cannot be easily eliminated by a filter. The output power, $P_f$, of the signal component at the fundamental frequency and IMD3 versus the input power are represented in Figure 7.29. The IMD3 characteristic increases with a higher slope than $P_f$. The input-referred intercept point (IIP3) and output-referred intercept point (OIP3) correspond to the location, where the extrapolated IMD3 and the tangent to the $P_f$ curve meet each other. These figures of merit provide a relative comparison of $P_f$ and IMD3 up to the start of the power compression. The output compression point ($OP_{1\text{dB}}$) is defined as the output power level, which is 1 dB lower than it should be by applying the equivalent input level to an amplifier assumed to be linear. The input compression point ($IP_{1\text{dB}}$) corresponds to the input level that produces an output power 1 dB lower than it should be in an amplifier operating linearly. The spurious free dynamic range (SFDR) specifies the range over which the input level must be increased over the minimum detectable signal (MDS) level so that the third-order intermodulation products and the MDS take the same magnitude. The blocking dynamic range (BDR) lies between the MDS and the power compression point. It is determined by the noise and large-signal limitations.

In the design of LNAs, the cascode structure is generally adopted because it exhibits better isolation, improved bandwidth, and higher gain even at millimeter-wave frequencies when compared to architectures based on a single transistor. LNA circuits that are based on the inductively degenerated common source topology [19–21] have demonstrated a relatively low noise figure, and adequate gain, power consumption, and impedance matching for narrowband and wideband applications. The circuit diagram of an LNA based on
such a topology is shown in Figure 7.30(a). The coupling capacitor $C_C$ should be sized such that only the ac signal is transferred to the output load while the dc voltage component is blocked. Because the Miller effect of the gate-drain capacitance of $T_1$ is reduced by the cascode transistor $T_2$, the small-signal equivalent circuit for the calculation of the input impedance can be obtained as shown in Figure 7.30(b). Using Kirchhoff’s voltage law, the input voltage can be derived as

$$V_i = \left( R_{g1} + sL_1 + \frac{1}{sC_{gs1}} \right) I_i + sL_2 (I_i + g_{m1} V_1), \quad (7.44)$$

where $V_1 = I_i/sC_{gs1}$ and $R_{g1}$ is the equivalent series resistance available at the gate of $T_1$. The input impedance is then given by

$$Z_i = \frac{V_i}{I_i} \simeq R_{g1} + g_{m1} \frac{L_2}{C_{gs1}} + s(L_1 + L_2) + \frac{1}{sC_{gs1}}. \quad (7.45)$$

At the series resonance of the input circuit, $\omega^2 = \omega_0^2 = 1/(L_1 + L_2)C_{gs1}$, the impedance becomes purely real and equal to $R_{g1} + g_{m1}L_2/C_{gs1}$. By carefully dimensioning the inductors $L_1$ and $L_2$, and the transistor $T_1$, the real term of the input impedance can be made equal to 50 $\Omega$.

FIGURE 7.31
Small-signal equivalent circuit for the noise analysis.
The small-signal equivalent model of the source degenerated LNA shown in Figure 7.31 is considered for the noise analysis. The noise factor, \( F \), is defined as the ratio of the total output noise power to the output noise power due to the signal source. In the case where the noise contribution due to the load of transistor \( T_1 \) can be ignored, we have

\[
F = \frac{\overline{i_{n,0s}^2}}{\overline{i_{n,0s}^2}} + \frac{\overline{i_{n,0Rg}^2} + \overline{i_{n,0d1}^2}}{\overline{i_{n,0s}^2}} + \frac{\overline{i_{n,0d2}^2}}{\overline{i_{n,0s}^2}}, \tag{7.46}
\]

where \( \overline{i_{n,0s}^2} \) is the output noise power contribution of the signal source, \( \overline{i_{n,0Rg}^2} \) denotes the output noise power due to the overall resistance at the gate of \( T_1 \), and \( \overline{i_{n,0d1}^2} + \overline{i_{n,0d2}^2} \) is the output noise power contribution due to the gate and drain noise currents of \( T_1 \). To proceed further,

\[
F = 1 + F_1, \tag{7.47}
\]

where

\[
F_1 = \frac{\overline{i_{n,0Rg}^2} + \overline{i_{n,0d1}^2}}{\overline{i_{n,0s}^2}}. \tag{7.48}
\]

Let \( G, F, \) and \( E \) be the transfer functions relating the noise sources, \( \overline{i_{n,Rg}^2}, \overline{i_{n,g1}^2}, \) and \( \overline{i_{n,d1}^2} \), respectively, to the output noise current. It can be shown that

\[
F_1 = \frac{1}{\overline{i_{n,s}^2}G(\omega)}\left[ \overline{i_{n,Rg}^2}|G(j\omega)|^2 + \overline{i_{n,g1}^2}|F(j\omega)|^2 + \overline{i_{n,d1}^2}|E(j\omega)|^2 + \overline{i_{n,g1}^2}\overline{i_{n,d1}^2}F(j\omega)E^*(j\omega) \right]. \tag{7.49}
\]

For the determination of \( G, F, \) and \( E \), it is assumed that the output noise contribution is solely caused by the noise source of interest. Applying the principle of voltage division to determine the ratio of \( V_1 \) to either \( V_s \) or \( V_{Rgs} \), we get

\[
\frac{V_1}{V_{Rgs}} = \frac{V_1}{V_s} = \frac{1/sC_{gs1}}{R_s + R_{g1} + g_{m1}L_2/C_{gs1} + s(L_1 + L_2) + \frac{1}{sC_{gs1}}}. \tag{7.50}
\]

The output noise current is given by

\[
I_{n,0} = g_{m1}V_1. \tag{7.51}
\]

Assuming that the input impedance matching condition is fulfilled, Equations (7.50) and (7.51) can be solved for

\[
G(j\omega_0) = \frac{I_{n,0}(j\omega_0)}{V_s(j\omega_0)} = \frac{I_{n,0}(j\omega_0)}{V_{Rgs}(j\omega_0)} = \frac{g_{m1}}{\omega_0 C_{gs1}(R_s + R_{g1} + g_{m1}L_2/C_{gs1})}. \tag{7.52}
\]
Similarly, for the noise source \( i_{n,d_1} \), it can be shown that
\[
(R_s + R_{g_1} + sL_1 + 1/sC_{g_{s_1}})sC_{g_{s_1}} V_1 = -sL_2(sC_{g_{s_1}} V_1 + g_{m_1} V_1 + I_{n,d_1})
\]
and
\[
I_{n,0} = g_{m_1} V_1 + I_{n,d_1}.
\] (7.53)
Combining Equations (7.53) and (7.54) gives
\[
E(j\omega_0) = \frac{I_{n,0}(j\omega_0)}{I_{n,d_1}(j\omega_0)} = \frac{R_s + R_{g_1}}{R_s + R_{g_1} + g_{m_1} L_2/C_{g_{s_1}}}.
\] (7.55)
The equations considered in the case of the noise source \( i_{n,g_1} \) are
\[
(R_s + R_{g_1} + sL_1)(I_{n,g_1} - sC_{g_{s_1}} V_1) = V_1 + sL_2(sC_{g_{s_1}} V_1 + g_{m_1} V_1 - I_{n,g_1})
\]
and
\[
I_{n,0} = g_{m_1} V_1.
\] (7.56)
Using Equations (7.56) and (7.57), the next transfer function can be derived:
\[
F(j\omega_0) = \frac{I_{n,0}(j\omega_0)}{I_{n,g_1}(j\omega_0)} = \frac{g_{m_1}[R_s + R_{g_1} + j\omega_0(L_1 + L_2)]}{\omega_0 C_{g_{s_1}}(R_s + R_{g_1} + g_{m_1} L_2/C_{g_{s_1}})}.
\] (7.58)
The input source has a power spectral density
\[
\overline{v_{\text{n,s}}^2} = 4kT R_s \Delta f,
\] (7.59)
and the power spectral density of the noise due to the parasitic resistance at the gate of the transistor \( T_1 \) is of the form
\[
\overline{v_{\text{n,Rg_1}}^2} = 4kT R_{g_1} \Delta f,
\] (7.60)
where \( \Delta f \) is the noise bandwidth (in Hz), \( k \) is Boltzmann’s constant, and \( T \) denotes the absolute temperature. For MOS transistors, the power spectral density of the gate-induced noise can be written as
\[
\overline{v_{\text{n,g_1}}^2} = 4kT \delta g \Delta f,
\] (7.61)
and the power spectral density of the channel noise is
\[
\overline{v_{\text{n,d_1}}^2} = 4kT (\gamma/\alpha) g_{m_1} \Delta f = 4kT \gamma g_{d_10} \Delta f,
\] (7.62)
where \( g_g = \omega_0^2 C_{g_{s_1}}^2/5g_{d10} \) is the conductance of the transistor \( T_1 \) when the drain-source voltage is equal to zero, and \( \delta \) and \( \gamma \) are the coefficients of channel and gate induced noises, respectively. Furthermore,
\[
\overline{v_{\text{n,g_1}}^2} \overline{v_{\text{n,d_1}}^2} = \sqrt{\overline{v_{\text{n,g_1}}^2}} \sqrt{\overline{v_{\text{n,d_1}}^2}}.
\] (7.63)
The parameter $F_1$ can then be expressed as

$$F_1 = \frac{R_{g1}}{R_s} + \frac{\gamma \chi \omega_0}{\alpha Q_L \omega_T}, \quad (7.64)$$

where

$$\chi = 1 - 2|c|\sqrt{\frac{\delta \alpha^2}{5\gamma}} + \frac{\delta \alpha^2}{5\gamma}\left(1 + Q_L^2\right), \quad (7.65)$$

$$Q_L = \frac{\omega_0(L_1 + L_2)}{R_s + R_{g1}} \simeq \frac{\omega_0(L_1 + L_2)}{R_s} \simeq \frac{1}{\omega_0 C_{gs1} R_s}, \quad (7.66)$$

and

$$\omega_T = \frac{g_{m1}}{C_{gs1}}. \quad (7.67)$$

For long channel transistors, $\gamma = 2/3$, $\delta = 4/3$, $\alpha = 1$, and $c = 0.395j$. It can be observed that the gate noise contribution is reduced by decreasing $Q_L$, while the channel noise contribution is attenuated by increasing $Q_L$. Therefore, there is an optimum value of $Q_L$ that minimizes the noise figure. That is,

$$\frac{\partial F}{\partial Q_L} \bigg|_{Q_L=Q_{L,\text{opt}}} = 0 \text{ at fixed } \omega_T,$$

and

$$Q_{L,\text{opt}} = \sqrt{1 + 2|c|\sqrt{\frac{5\gamma}{\delta \alpha^2}} + \frac{5\gamma}{\delta \alpha^2}}. \quad (7.68)$$

A typical value of $Q_{L,\text{opt}}$ is about 1.5 to 3. Generally, a low-$Q$ input-matching network is preferred to make the design less sensitive to variations in the inductance and parasitic capacitances. Furthermore, the noise figure can also be minimized with respect to the width of $T_1$, which is related to $g_{m1}$ and $g_{d10}$.

**FIGURE 7.32**
Small-signal equivalent circuit of the LNA.

With reference to the small-signal equivalent model of the LNA depicted in Figure 7.32, it can be shown that

$$V_2 = sC_p(-g_{m2}V_2 - I_{d1}) \quad (7.69)$$
and
\[ g_{m2}V_2 = V_0/Z_L, \]  
(7.70)
where \( C_p \simeq C_{gs2} + C_{sb2} + C_{db1} \). The output voltage is then given by
\[ V_0 = \frac{-sC_p}{1 + s g_{m2} Z_L} g_{m2} Z_L I_{d1}, \]  
(7.71)
where \( I_{d1} = G(j\omega_0)V_s \). In practice, the parasitic capacitances connected to the common lower-drain-to-upper-source node can reduce the gain of the input transistor \( T_1 \) in such a way that the noise contribution of \( T_2 \) becomes relatively significant. They may be lowered by utilizing the dual-gate layout technique \([22, 23]\) based on a transistor with two gates sharing one channel disposed between a source and a drain. Specifically, when \( T_1 \) and \( T_2 \) are of an identical size, the cascode structure is realized using the primary gate as the input node and biasing the second gate appropriately. Because the gate nearest the drain is ac grounded, it acts as a shield between the input gate and the output drain, thereby minimizing the parasitic coupling capacitance.

Note that a more accurate expression of the noise figure can be derived by taking into account the parasitic capacitances and the noise contribution of \( T_2 \). In general, an LNA should be designed with a 50-Ω input impedance, minimum noise contribution, and maximum gain and IIP3. The inductances used in the LNA implementation are generally lower than a few hundred picohenries, making the amplification characteristics sensible to package parasitic components as the frequency is increased.

**FIGURE 7.33**
(a) Implementation of a cascode LNA with source degeneration inductor; (b) LNA implementation having ESD protection.

To provide low-cost devices, RF circuits are realized using packages that are generally designed for low-frequency analog and digital ICs. At high frequencies, the parasitic components of these packages may be the cause of signal attenuation, poor isolation of signal and ground. The effect of the pad capacitance (a few hundred femtofarads) and the lead and bonding wire inductance (a few nanohenries) should then be taken into account in the matching requirement for the input impedance. Figure 7.33(a) shows an implementation of a cascode LNA with source degeneration inductor. The bias circuit for
the transistor $T_1$ includes the resistors, $R_{B1}$ and $R_{B2}$, the decoupling capacitor $C_D$, and the transistor $T_B$. The sum of the off-chip inductance, $L_G$, and the bond wire inductance, $L_{BOND}$, is equal to the inductance $L_1$. To overcome the lack of precise on-chip passive elements, the noise figure of the LNA is improved by using a high Q off-chip inductor in the input matching network.

Transistors become more sensitive to electrostatic discharge (ESD) as the oxide thickness is lowered as the result of the CMOS process scaling toward short channel lengths. Figure 7.33(b) shows an LNA implementation having ESD protection. A low resistance path is associated to the input pin such that the ESD current mainly flows through the protection device (e.g., a power clamp). The transistors $T_3$ and $T_4$ should have thicker gate oxide than the transistors of the LNA core to exhibit higher threshold and breakdown voltages [14]. However, an increase in the LNA noise level can be caused by the parasitic components introduced by the ESD protection transistors. It is then important to keep the size of these parasitic components very small.

**FIGURE 7.34**
Circuit diagrams of low-noise amplifiers with (a) middle inductor and inductively degenerated, (b) common gate, and (c) resistive feedback input stages.

The impact of the parasitic capacitances connected to the common lower-drain-to-upper-source node on the cascode LNA performance at high frequencies can also be attenuated using an extra series inductor [15]. With reference to Figure 7.34(a), the inductor $L_3$ is inserted to create the appropriate series resonance for the compensation of the parasitic capacitance pole. In contrast to the approach where an inductor should be connected in parallel with the parasitic capacitance, this compensation method has the advantage of preventing the use of a large and accurate bypass capacitor. However, the inductor $L_3$ may provoke a reduction of the real part of the input impedance [16]. Assuming that $g_{m1} = g_{m2} = g_m$, $L_2 = L_3 = L$, $C_{gs1} \gg C_{gd1}$, and $g_m^2 L/C_{gs1}$ is approximately equal to unity, the real part of the input impedance remains positive provided $L < 4C_{gs1}/g_m^2$.

A common-source LNA exhibits relatively higher gain and a lower noise figure than the common-gate counterpart, which is limited by the absence of
any degree of freedom in the choice of the input transistor transconductance that is essentially defined by the impedance-matching condition. However, the common-gate architecture has the highest potential to achieve a wide-band input matching, especially at frequencies greater than 5 GHz. The circuit diagram of an LNA with a common gate input stage [3, 17] is shown in Figure 7.34(b). Because the resistance looking into the source terminal of the input transistor is on the order of $1/g_m$, the input matching condition, which is determined at the resonance of $L_1$ with $C_{gs1} + C_{sb1}$ and the pad capacitance, is reduced to $R_s \approx 1/g_m$. The first stage of the LNA is inductively loaded by $L_2$. Transistor $T_2$, along with the inductor $L_3$, constitutes the second amplification stage, which also improves the output drive capability. The first stage is biased such that ac coupling can be avoided between the two stages of the LNA, thereby improving the amplifier response at higher frequencies. Note that $C_{D1}$ and $C_{D2}$ are decoupling capacitors.

To reduce the chip area, a wideband LNA can replace several $LC$-tuned LNAs typically used in multi-band and multi-mode narrowband receivers. This design solution can be adopted for analog cable (50 MHz to 850 MHz), satellite system (950 MHz to 2150 MHz), terrestrial digital video broadcasting (450 MHz to 850 MHz), and any application requiring reconfigurability for agile service switching. By using a feedforward noise-canceling technique, which can attenuate the noise and distortion contributions of the input (or matching) transistors, the noise and impedance-matching requirements can be met simultaneously. This allows the circuit components to be sized such that the resulting wideband impedance-matching LNA can exhibit a sufficiently large gain, adequate linearity, and a noise figure well below 3 dB. Figure 7.34(c) shows the circuit diagram of an LNA with a resistive feedback input stage [18]. With the assumption that $g_{m1} + g_{m2} \gg 1/R_{L1}$ and $1 \gg R_F/R_{L1}$, the shunt feedback around the CMOS inverter makes the input impedance equal to about $1/(g_{m1} + g_{m2})$. Here, $R_{L1}$ is the load resistance seen at the inverter output node. By adopting a current source to bias the inverter and connecting the source of $T_2$ to the ground via the decoupling capacitor $C_{D1}$, the effects of supply voltage variations on the gain and input impedance is attenuated. To improve the overall noise figure, a highpass filter, $C_C-R_C$, is inserted between the inverter output and the gate of the transistor $T_4$. In the output stage, the transistor $T_4$ operates as a source follower while $T_3$, which is configured as a common-source stage, provides the gain. The transistor $T_5$, whose gate is ac coupled by the decoupling capacitor $C_{D2}$ to the ground, attenuates the Miller effect due to the gate-drain capacitance of $T_3$ and thus improves input-output isolation. Hence, two feed-forward paths leading to the output node are implemented such that the signal contributions are combined in phase while the noise contribution from each input matching transistor equally counterbalances another. The common-source output stage including the transistors $T_3 - T_4$ provides a gain of about $g_{m3}/g_{m4}$. Considering the LNA with a source voltage $v_s$ and a source resistance $R_S$, the superposition
principle is used to show that

\[ v_0 = v_x - \left( \frac{g_{m3}}{g_{m4}} \right) v_i, \]  

(7.72)

where \( v_i = v_s - R_S i_d \) and \( v_x = v_s - (R_S + R_F) i_d \). Hence,

\[ v_0 = \left( 1 - \frac{g_{m3}}{g_{m4}} \right) v_s + \left[ R_S \frac{g_{m3}}{g_{m4}} - (R_S + R_F) \right] i_d. \]  

(7.73)

Ideally, the fluctuations of \( i_d \) due to noise is canceled provided \( \frac{g_{m3}}{g_{m4}} = 1 + \frac{R_F}{R_S} \). Note that the aforementioned noise canceling approach can also be applied to other LNA architectures.

- Differential LNA architectures

The circuit diagram of an LNA with inductively degenerated input stage [19] is shown in Figure 7.35(a). It exhibits a pseudo-differential configuration. The low noise requirement is met using large input transistors with bias currents on the order of a few milliamperes. The LNA input impedance depends on \( L_2 \) and the gate-source capacitance of the transistor, and its value at the resonance is to be matched to 50 Ω. The cascode transistors \( T_3 \) and \( T_4 \) reduce the Miller effect of the gate-drain capacitors, and improve the amplifier reverse isolation. The output load inductors should resonate with the capacitors connected at the transistor drains. Furthermore, the network consisting of \( L_3 \) and \( C_C \) is sized to ensure an optimal power transfer to the following stages.

For a better rejection of on-chip interferences and a lower sensitivity to the substrate and supply voltage noises, a differential LNA architecture can be selected. Figure 7.35(b) shows the circuit diagram of a fully differential LNA.
with inductively degenerated input stage [24]. In order to stabilize the dc bias voltage at the output nodes, the actual common-mode voltage is detected and compared to a given reference voltage by the common-mode feedback circuit. In comparison with a single-ended structure, a differential LNA offers a twofold increase in dynamic range. However, its power consumption is somewhat increased.

\[ \text{FIGURE 7.36} \]
(a) Circuit diagram of pseudo-differential, low-noise amplifier with capacitor cross-coupled input stage; (b) single-ended equivalent model.

A common-source LNA is known to feature better noise performance than a common-gate LNA at operating frequencies well below the transistor transition frequency, but at the cost of a higher power consumption and use of off-chip matching components. The noise figure of the common-gate LNA can be improved without affecting the power consumption by using a pseudo-differential cross-coupled LNA, as shown in Figure 7.36(a). The achieved improvement is due to the transistor transconductance boosting, which is realized by inserting an inverting amplification stage between the source and gate nodes of the input transistors [25], as illustrated in Figure 7.36(b) using a single-ended equivalent model. The effective transconductance looking into the source node is now \((1 + A)g_m\), where \(A\) is the gain of the amplification stage inserted between the source and gate and \(g_m\) denotes the transconductance of each of the matched transistors \(T_1\) and \(T_2\). Hence, the input matching condition is of the form \(R_s \approx 1/g_m(1 + A)\). The contribution of the drain-induced noise to the amplifier noise factor is then reduced by the factor \(1 + A\) when compared to the case of a conventional common-gate LNA.

### 7.1.5 Mixer

Mixers are important components for transceivers. They are necessary for the RF-to-IF down-conversion and IF-to-RF up-conversion of the signals. Figure 7.37(a) shows the circuit diagram of a single-balanced mixer. Inductive loads are used to minimize the noise level. Transistors \(T_1\) and \(T_2\) should be
sized based on the trade-off to be achieved between the switching time and the conversion gain, which can be degraded by parasitic capacitors. The third intercept point is determined by the overdrive voltage of the transistor $T_1$.

In communication applications, the single-balanced mixer [26] operates as a switching device to perform the signal multiplication, as shown in Figure 7.37(b). Let $V_X$ be the input RF signal and $V_Y$ be a square wave with amplitude of $\pm 1$ and 50% duty cycle. The RF signal is a sinusoid of the form

$$V_X = A \cos(\omega_{RF} t), \quad (7.74)$$

where $A$ is the signal amplitude. The operating point is set by a bias voltage superposed to $V_X$. The Fourier series representation of the square waveform generated by the local oscillator (LO) is given by

$$V_Y = \sum_{n=1}^{+\infty} B_n \cos(n\omega_{LO} t), \quad (7.75)$$

where $\omega_{LO} = \frac{2\pi}{T}$ denotes the LO fundamental frequency, $T$ is the waveform period, and

$$B_n = \frac{4}{T} \int_{0}^{T/2} \cos(n\omega_{LO} t) dt = \frac{\sin(n\pi/2)}{n\pi/4} \text{ for } n \neq 0. \quad (7.76)$$

The output signal, which is obtained by periodically switching the drain current of $T_3$ to either the noninverting or inverting output node, can be expressed as

$$V_0 = KV_X V_Y = \frac{KA}{2} \sum_{n=1}^{+\infty} B_n \left[\cos(n\omega_{LO} + \omega_{RF}) t + \cos(n\omega_{LO} - \omega_{RF}) t\right], \quad (7.77)$$

where $K$ is the mixer gain. Due to the spectral contents of the square waveform, the spectrum of the mixer output exhibits components around the
LO fundamental frequency and its odd harmonics. Ideally, these components should represent only the sum and difference frequencies of the two input signals.

To determine the mixer gain, it is assumed that the transistors $T_1$ and $T_2$ operate as ideal switches. The transistor $T_3$, whose transconductance is equal to $g_m$, is biased such that the input voltage is converted into a current, $g_m V_X$, which, together with the bias current, is transferred to either the noninverting node for one half of the switching signal period or the inverting node for the other half. Hence, the mixer gain is of the form $K = g_m R_L$, where $R_L$ is the equivalent output load resistance. Because the important contribution to the mixer output is associated with the fundamental Fourier coefficient, $B_1$, of the switching signal, the conversion gain can be reduced to

$$K_{CG} = \frac{g_m R_L}{2} B_1 = \frac{2 g_m R_L}{\pi}.$$  \hspace{1cm} (7.78)

However, the nonlinearity of the transconductor and mismatches of transistor switches have the effect of producing intermodulation products and dc offset at the mixer output. Double-balanced mixers feature the advantage of suppressing output spurs caused by the local oscillator as well as some high-order products.

**FIGURE 7.38**
Circuit diagram of a single-balanced mixer (a) using auxiliary bias current path and (b) with capacitive coupling.

For the conventional single-balanced mixer, the frequency response is limited by the pole due to the parasitic capacitance at the drain of the transistor $T_3$, and the switching speed remains low because all the bias current has to flow through either $T_1$ or $T_2$, and the noise contribution of the switching transistors may be folded into the frequency domain of the desired signal. Furthermore, to achieve an acceptable level of linearity, a drain-source voltage well above the saturation voltage is necessary for $T_3$. The choice of operating $T_1$ and $T_2$ in the saturation region requires a significant voltage headroom, thereby limiting the dynamic range available for the load and hence, the conversion gain \[26\].

The performance characteristics can be improved by adopting the mixer...
structure shown in Figure 7.38(a). This is achieved with the help of the inductor $L_B$ which can resonate with the parasitic capacitance at the drain of the transistor $T_3$ and can drive almost half of the bias current. Although the aforementioned technique can help to improve the switching speed, the accuracy of the bias current can be degraded due to the impedance variations of the network consisting of $C_D$, $L_B$, and $T_3$.

Another design approach consists of using the mixer topology depicted in Figure 7.38(b). The coupling capacitor, $C_C$, provides an isolation between the bias current of the switching transistors, $T_1$ and $T_2$, and that of the input transistor, $T_3$. As result, an increase of the mixer gain and a reduction of the noise factor can be observed.

![Circuit diagram of a double-balanced mixer with the common-mode feedback circuit. (Adapted from [10], ©1997 IEEE.)(FIGURE 7.39)](image)

Double-balanced mixers are widely used because they can reject the noise from the LO circuit and can minimize the LO signal feed-through, which can affect the performance of single-balanced structures. The circuit diagram [27] of a double balanced mixer is shown in Figure 7.39. Transistors $T_1 - T_2$ realize a transconductor, while $T_3 - T_6$ operate as a switch controlled by the signal provided by the LO. The actual output common-mode (CM) voltage is detected using two matched transistors, $T_{11}$ and $T_{12}$, which are biased by the diode-connected transistor $T_{17}$ to operate in the triode region, and compared to the desired common-mode reference by the amplifier $T_{13} - T_{16}$. The common-mode voltage is then set by varying the bias voltage of transistors
$T_7 - T_8$ in order to reduce the comparison difference. The compensation capacitor $C_C$ is used to provide an appropriate bandwidth to the CM feedback loop. The contribution of the switching transistors to the mixer noise is dominant during the time period in which both transistors in the source-coupled pair are conducting. It can be reduced using an LO waveform with sharpen transitions and minimizing the parasitic capacitors of transistors. Transistors driven by a sine wave, whose amplitude is raised to sharpen its transitions, can be forced to operate in the triode region. As a result, an increase in the mixer distortion can be observed due to the nonlinear output resistance of the transistors. The reduction in the overdrive of the LO signals necessary for the switching of $T_3 - T_6$ and the increase in the conversion gain are simultaneously achieved using the current sources $I_B$. This latter is set to about $3I/4$ to preserve the linearity of the mixer, which can be deteriorated for a value of $I_B$ approaching the one of the bias current $I_B$ of $T_1$ or $T_2$.

Mixers with a grounded-source differential transistor pair feature a better linearity than the ones based on a differential stage biased by a constant tail current. Furthermore, the current consumption, which is on the order of a few milliamperes, should be reduced as the transistor is scaled down.

### 7.1.6 Voltage-controlled oscillator

- **Noise**

The signal generated by an ideal oscillator can be written as

$$v_0(t) = A \cos(\omega_0 t + \phi), \quad (7.79)$$

where $A$ denotes the amplitude, $\omega_0$ is the angular oscillation frequency, and $\phi$ represents the phase. Due to the different noise sources, the amplitude and phase can become a time-varying function. As a result, the spectrum of a practical oscillator exhibits sidebands close to $\omega_0$. The noise caused by the amplitude and phase fluctuations can be characterized by

$$\mathcal{L}\{\Delta \omega\} = 10 \log_{10} \left( \frac{P_{\text{sideband}}(\omega_0 + \Delta \omega)}{P_{\text{carrier}}} \right), \quad (7.80)$$

where $P_{\text{sideband}}(\omega_0 + \Delta \omega)$ is the power per unit bandwidth of a single sideband at a frequency offset of $\Delta \omega$ from the carrier, and $P_{\text{carrier}}$ is the carrier power. The spectral density $\mathcal{L}$ is expressed in units of decibels below the carrier per hertz (dBc/Hz). Note that the amplitude noise can be minimized by an appropriate limiter and the overall oscillator noise is then dominated by the phase noise. An oscillator based on a lossless $LC$ network should have no phase noise and exhibit a noise factor equal to one.

- **Differential $LC$ oscillator**
Although various oscillator configurations can be used in wireless communication systems, a differential architecture is more suitable for integrated-circuit implementations, especially when the effects of power supply noise and substrate noise coupling are to be minimized. A voltage-controlled oscillator (VCO) consisting of a cross-coupled differential pair of transistors loaded by inductors is shown in Figure 7.40(a). To sustain the oscillation, the resistive losses in the passive elements are compensated by the negative resistance provided by the cross-coupled transistors. The tuning of the oscillation frequency is achieved by varying the control voltage, which determines the capacitances, \( C \), realized by MOS transistors in the inversion or accumulation mode. In addition to the reduction in parasitic resistances in the inductors and MOS variable capacitors, an acceptable level of phase noise can be achieved by sizing the transistors appropriately. Note that the minimum supply voltage is \( V_{DS(sat),T_B} + V_{GS,T_1} \). A small value of \( V_{GS} - V_T \) for \( T_1 \) and \( T_2 \) can then provide a large transconductance and a small power consumption. However, in this case, the transistor sizes can become very large, resulting in large parasitic capacitances.

\[
\begin{align*}
\text{FIGURE 7.40} \\
\text{(a) Circuit diagram and (b) small-signal equivalent model of a voltage-controlled oscillator.}
\end{align*}
\]

With reference to the small-signal equivalent model of the VCO depicted in Figure 7.40(b), the nodal equations at both outputs can be written as

\[
i^+ = \frac{v_0^+}{Z_{ds1}} + \frac{v_0^+}{Z_{gs2}} + g_m v_0^-
\]  \( (7.81) \)

and

\[
i^- = \frac{v_0^-}{Z_{ds2}} + \frac{v_0^-}{Z_{gs1}} + g_m v_0^+.
\]  \( (7.82) \)

In practice, the transistors \( T_1 \) and \( T_2 \) are matched, that is, \( g_m1 = g_m2 = g_m \), \( Z_{ds2} = Z_{ds1} = Z_{ds} \), and \( Z_{gs2} = Z_{gs1} = Z_{gs} \). Assuming that \( v_0^+ = v_0^+ \)} and
$v_0 = -v_0/2$, the impedance provided by the cross-coupled section is given by

$$Z_i = \frac{v_0}{i^+} = -\frac{v_0}{i^-} = \frac{-2}{g_m - \frac{Z_{ds} + Z_{gs}}{Z_{ds}Z_{gs}}}.$$  

(7.83)

Because the impedance $Z_{ds}$ is very high, it can be shown that $(Z_{ds} + Z_{gs})/Z_{ds}Z_{gs} \simeq 1/Z_{gs}$. For $Z_{gs} = 1/(sC_{gs})$, we obtain

$$Z_i = \frac{v_0}{i^+} = -\frac{v_0}{i^-} \simeq -\frac{2}{g_m(1 - s/\omega_t)},$$  

(7.84)

where $\omega_t = g_m/C_{gs}$. When $\omega \ll \omega_t$, $Z_i = R_i = -2/g_m$ and the cross-coupled section realizes a negative resistance that can sustain oscillations by compensating loss in the LC tank. The use of Kirchhoff’s current law leads to

$$(Z_i + Z_0)i^+ = 0$$  

(7.85)

and

$$(Z_i + Z_0)i^- = 0.$$  

(7.86)

For the VCO to oscillate, the currents $i^+$ and $i^-$ must be nonzero. Hence,

$$Z_i + Z_0 = 0.$$  

(7.87)

To proceed further, it can be assumed that the impedance $Z_0$ is realized by the parallel connection of the parasitic resistance, $R_p$, in parallel with the LC-tank, the capacitor $C$ with its parasitic resistance $R_C$, and the inductor $L$ with its parasitic resistance $R_L$. The resonant frequency at which oscillations will occur is derived from Im($Z_0$) = −Im($Z_i$) to be

$$\omega_0 = \frac{1}{\sqrt{LC}} \sqrt{\frac{L/C - R_L^2}{L/C - R_C^2}}.$$  

(7.88)

At the oscillation frequency, the magnitude of the output voltage is either equal to the product of the tail current and the LC tank equivalent resistance (current-limited operation regime) or the minimum value between the supply voltage and the voltage at which there is a change in the operating regions of transistors (voltage-limited operation regime). On the other hand, by setting Re($Z_i$) = −Re($Z_0$), the value of transconductance, $g_m$, for each of the transistors $T_1$ and $T_2$ is obtained as

$$g_m = \frac{2}{R_p} + \frac{2R_C}{R_C^2 + (1/\omega_0C)^2} + \frac{2R_L}{R_L^2 + \omega_0^2L^2}$$  

(7.89)

$$= \frac{2}{R_p} + \frac{2}{R_C(1 + Q_e^2)} + \frac{2}{R_L(1 + Q_L^2)},$$  

(7.90)
where \( Q_C = 1/(\omega_0 C R_C) \) and \( Q_L = \omega_0 L / R_L \) denote the quality factor of the capacitor and inductance, respectively. To guarantee the start-up of the oscillator, the transconductance \( g_m \) should be sufficiently high to overcome all resistive losses in the oscillator circuit. Ideally, \( L/C \gg R_C, R_L \), and the oscillation frequency is reduced to \( \omega_0 = 1/\sqrt{L/C} \).

Due to the signal phase fluctuations caused by the noise contribution of oscillator components, the oscillation criterion may not hold perpetually. The phase noise then appears to be a performance characteristic of the oscillator. It provides a measure of the stability of the output frequency over a given duration. In the case where \( R_C \) and \( R_L \) are negligible and the overall resistance, \( R \), at the output node is compensated by the negative resistance of the cross-coupled transistors, the current noise flows through a lossless \( LC \) network with the impedance given by

\[
Z(\omega_0 + \Delta \omega) = \left[ \frac{j(\omega_0 + \Delta \omega)C + \frac{1}{j(\omega_0 + \Delta \omega)L}}{1 - (\omega_0^2 + 2\omega_0 \Delta \omega + \Delta \omega^2)LC} \right]^{-1} \quad (7.91)
\]

\[
= \frac{j(\omega_0 + \Delta \omega)L}{2(\Delta \omega/\omega_0) + \Delta \omega^2} \quad (7.92)
\]

\[
= \frac{1}{2} \left( \frac{\omega_0}{\omega_0^2} \right) + \frac{\Delta \omega}{\omega_0} \quad (7.93)
\]

where \( \omega_0^2 = 1/LC \). Because \( \omega_0 \gg \Delta \omega \), it can be shown that

\[
Z(\omega_0 + \Delta \omega) \approx -j \frac{\omega_0 L}{2\Delta \omega/\omega_0} = -j \frac{R}{2Q \Delta \omega/\omega_0} \quad (7.94)
\]

where \( Q = R/(\omega_0 L) \). In the absence of amplitude saturation, the power contribution due to the phase noise can be written as

\[
P_{\text{sideband}} = \frac{1}{2} \frac{v_n^2}{B \cdot R} = \frac{1}{2} \frac{\overline{v_n^2}}{B \cdot R} \cdot |Z|^2 = 2kT \left( \frac{\omega_0}{2Q \Delta \omega} \right)^2 \quad (7.95)
\]

where \( \overline{v_n^2} \) and \( \overline{v_n^2} \) are the mean-square noise current and voltage, respectively; \( B \) denotes the bandwidth; \( \omega_0 \) is the oscillation frequency; \( Q \) is the effective quality factor of the \( LC \) tank; \( k \) is Boltzmann’s constant; \( T \) is the temperature in degrees Kelvin; and \( \Delta \omega \) represents the offset from the carrier. The use of the \( 1/2 \) factor is justified by the equipartition theorem of thermodynamics, which predicts an even distribution of the noise power among all of the quadratic degrees of freedom (here, the amplitude and phase) in thermal equilibrium.

A first-order approximation of the single-sided noise spectral density, or phase noise, for the oscillator is of the form

\[
L\{\Delta \omega\} = 10 \log_{10} \left[ \frac{2kT}{P_{\text{carrier}}} \left( \frac{\omega_0}{2Q \Delta \omega} \right)^2 \right] \quad (7.96)
\]
where $P_{\text{carrier}} = \frac{\nu_0^2}{R}$. The phase noise is determined by considering only the resistor thermal noise and can be reduced by increasing the quality factor, $Q$, of the $LC$ tank section. While a high $Q$ is desirable, it should also be noted that $Q$ is a function of $L$, and thereby the available circuit area. The values of the phase noise computed from Equation (7.96) exhibit a different behavior and are smaller than the ones measured between the output nodes of a practical circuit due to the effect of other noise sources.

By considering the VCO as a linear, time-invariant system, a semi-empirical model [28, 29] can be adopted for the derivation of the phase noise as follows

$$
\mathcal{L}\{\Delta \omega\} = 10 \log_{10} \left\{ \frac{2FkT}{P_{\text{carrier}}} \left[ 1 + \left( \frac{\omega_0}{2Q\Delta \omega} \right)^2 \right] \left( 1 + \frac{\omega_1/f^3}{\Delta \omega} \right) \right\}, \quad (7.97)
$$

where $F$ is an empirical parameter, which is also known as the device excess noise number, $\omega_1/f^3$ is the frequency of the corner between the $1/f^2$ and $1/f^3$ regions. Figure 7.41 shows the phase noise versus the offset frequency. It appears that the phase noise spectrum exhibits a $1/f^3$ region in addition to the $1/f^2$ region and a noise floor at large frequency offsets. The use of Equation (7.97) for the computation of the phase noise is limited by the fact that fitting parameters ($F$, $\omega_1/f^3$), which should be determined from measurements, are required.

In practice, the circuit parameters required for the phase noise computation change as the bias point of the transistors fluctuates during each oscillation cycle. For each noise source, the VCO can then be considered a linear, time variant system.

Let $h_{\phi}(t, \tau)$ be the impulse response at time $\tau$ for the excess phase $\phi$, and $\Gamma(\omega_0\tau)$ be the $2\pi$-periodic impulse sensitivity function (ISF). The excess phase can be obtained as the superposition of impulse responses for all $\tau$ [30].
is,
\[ \phi(t) = \int_{-\infty}^{\infty} h_\phi(t, \tau) d\tau = \frac{1}{q_{\text{max}}} \int_{-\infty}^{t} \Gamma(\omega_0 \tau) i(\tau) d\tau, \] (7.98)
where
\[ h_\phi(t, \tau) = \frac{\Gamma(\omega_0 \tau)}{q_{\text{max}}} u(t - \tau). \] (7.99)

Here, \( u(t) \) is the unit step function, and \( q_{\text{max}} \) is the maximum charge swing across the capacitor on the output node. The ISF is normalized to \( q_{\text{max}} \) in order to make \( h_\phi(t, \tau) \) independent of the amplitude. For each noise source, the impulse response \( h_\phi(t, \tau) \) can be determined by SPICE simulations based on the extracted VCO model. The ISF can be expressed as a Fourier series of the form
\[ \Gamma(\omega_0 \tau) = \frac{c_0}{2} + \sum_{n=1}^{\infty} c_n \cos(n \omega_0 \tau + \theta_n). \] (7.100)

Substituting Equation (7.100) into (7.98) gives
\[ \phi(t) = \frac{1}{q_{\text{max}}} \left[ \frac{c_0}{2} \int_{-\infty}^{t} i(\tau) d\tau + \sum_{n=1}^{\infty} c_n \int_{-\infty}^{t} i(\tau) \cos(n \omega_0 \tau) d\tau \right]. \] (7.101)

We observe that the excess phase \( \phi(t) \) can be computed for an arbitrary input current injected into any circuit node using the corresponding Fourier coefficients of the ISF. Let the current to be injected in a given node be a sinusoidal function, for instance. Thus,
\[ i(t) = I_M \cos[(m \omega_0 + \Delta \omega) t], \] (7.102)
where \( I_M \) represents the maximum amplitude. Combining Equations (7.101) and (7.102), we obtain
\[ \phi(t) = \frac{c_0 I_M}{2q_{\text{max}}} \int_{-\infty}^{t} \cos[(m \omega_0 + \Delta \omega) t] d\tau + \frac{I_M}{q_{\text{max}}} \sum_{n=1}^{\infty} c_n \int_{-\infty}^{t} \cos[(m \omega_0 + \Delta \omega) \tau] \cos(n \omega_0 \tau) d\tau. \] (7.103)

For causal signals, recall that
\[ \int_{-\infty}^{t} \cos[(m \omega_0 + \Delta \omega) \tau] \cos(n \omega_0 \tau) d\tau \]
\[ = \frac{1}{2} \left[ \frac{\sin(m \omega_0 + n \omega_0 + \Delta \omega) t}{m \omega_0 + n \omega_0 + \Delta \omega} + \frac{\sin(m \omega_0 - n \omega_0 + \Delta \omega) t}{m \omega_0 - n \omega_0 + \Delta \omega} \right] \] (7.104)
is nonnegligible only when \( n = m \). Because \( \Delta \omega \) is close to any integer multiple of the oscillation frequency, and \( \sin(x)/x \) decays to zero as \( x \) tends to infinity,
has a maximum value of unity at \( x = 0 \), and is zero at \( x = k\pi \) \((k = \pm 1, \pm 2, \ldots)\), the excess phase can be approximated as

\[
\phi(t) \simeq \frac{c_mI_M}{2q_{max}\Delta\omega}\sin(\Delta\omega t). \tag{7.105}
\]

Combining Equation (7.105) with the oscillator output signal considered to be of the form

\[
v_0(t) = A\cos[\omega_0 t + \phi(t)], \tag{7.106}
\]

we have

\[
v_0(t) = A\cos \left[\omega_0 t + \frac{c_mI_M}{2q_{max}\Delta\omega}\sin(\Delta\omega t)\right]. \tag{7.107}
\]

If \( \frac{c_mI_M}{2q_{max}\Delta\omega} \ll 1 \), it can be found that

\[
v_0(t) \simeq A \left[\cos(\omega_0 t) - \frac{c_mI_M}{2q_{max}\Delta\omega}\sin(\omega_0 t)\sin(\Delta\omega t)\right], \tag{7.108}
\]

or equivalently,

\[
v_0(t) \simeq A \cos(\omega_0 t) + \frac{c_mI_MA}{4q_{max}\Delta\omega} \left[\cos(\omega_0 + \Delta\omega)t - \cos(\omega_0 - \Delta\omega)t\right]. \tag{7.109}
\]

Hence, the injection of a current at \( n\omega_0 + \Delta\omega \) into an oscillator node produces a pair of equal sidebands at \( \omega_0 \pm \Delta\omega \) with a sideband power relative to the carrier given by

\[
\frac{P_{\text{sideband}}(\Delta\omega)}{P_{\text{carrier}}} = \left( \frac{c_mI_M}{4q_{max}\Delta\omega} \right)^2, \tag{7.110}
\]

where \( I_M^2/2 = \overline{I^2_n}/\Delta f \). To proceed further, Parseval’s theorem can be used to show that

\[
\sum_{m=0}^{\infty} c_m^2 = \frac{1}{\pi} \int_0^\pi |\Gamma(x)|dx = 2\Gamma_{\text{rms}}^2, \tag{7.111}
\]

and the phase noise expression for the \( 1/f^2 \) region can then be written as

\[
\mathcal{L}(\Delta\omega) = 10\log \left( \frac{\overline{I^2_n}/\Delta f}{8q_{max}^2\Delta\omega^2} \sum_{m=0}^\infty c_m^2 \right) = 10\log \left( \frac{\Gamma_{\text{rms}}^2}{q_{max}^2} \frac{\overline{I^2_n}/\Delta f}{4\Delta\omega^2} \right), \tag{7.112}
\]

where \( \overline{I^2_n}/\Delta f \) is the power spectral density of the current noise source, and \( \Gamma_{\text{rms}} \) is the root-mean-square value of the ISF. In the simple case where a noise-free sinusoid waveform is used for the ISF determination, we have \( \Gamma_{\text{rms}}^2 = 1/2 \), and the noise contribution due to the parasitic resistance \( R_p \) alone can be derived from Equation (7.112), assuming that \( \overline{I^2_n}/\Delta f = 4kT/R_p \) and \( q_{max} = CV_{max} \), where \( V_{max} \) is the maximum voltage swing across the
LC tank. The time-variant noise analysis approach is limited by the fact that the determination of the ISF can require complex simulations. In practice, simulation programs such as SpectreRF can be used to compute the phase noise directly.

For a 5-GHz oscillator, the computed phase noise, $\mathcal{L}(\Delta f)$, at $\Delta f = 100$ kHz is on the order of 103 dBc/Hz. The performance of various oscillator architectures can be compared using a figure of merit (FOM) defined as

$$FOM = \mathcal{L}(\Delta f) + 10 \log_{10} \left( \left( \frac{\Delta f}{f_0} \right)^2 P \right),$$  \hspace{1cm} (7.113)

where $\mathcal{L}(\Delta f)$ is the single sideband phase noise at offset frequency $\Delta f$ from the oscillation frequency, $f_0$; and $P$ represents the total power consumption of the oscillator in milliwatts (mW). In CMOS designs whose power consumption is to be minimized, the oscillator performance is improved as the absolute value of FOM is increased.

FIGURE 7.42
Circuit diagram of a voltage-controlled oscillator with the frequency control loop.

Due to IC process and temperature variations, the accuracy requirement of the oscillation frequency may no longer be satisfied. In practice, the oscillation frequency is tuned by making the capacitor $C$ variable and controllable through a voltage. The circuit diagram of a VCO with the frequency control loop [31] is shown in Figure 7.42. The VCO output is connected to a frequency divider, whose output signal is compared to a reference signal, using a phase and frequency detector (PFD) followed by a charge pump circuit. If the frequency of the reference signal is higher than that of the feedback signal, the control voltage of the VCO available at the loop filter output will be increased; otherwise, it will be reduced.

Furthermore, because the oscillation amplitude changes with the biasing condition of transistors and the additive amplitude noise may be detected by varactors, resulting in the reduction of the tuning range and sensitivity, practical implementations must often include a loop for the automatic control of
FIGURE 7.43
Circuit diagram of a voltage-controlled oscillator with the amplitude control loop.

the output level [32]. With reference to Figure 7.43(a), the oscillation amplitude is sensed by the peak detector circuit (rectifier and filter), whose output drives the error amplifier stage. The resulting signal is then processed by a lowpass filter (here, an integrator), before being used to control the magnitude of the VCO bias current. Note that, in [33], by combining discrete and continuous tuning, it was also possible to lower the phase noise sensitivity while maintaining a wide tuning range. In this case, the capacitor is realized using varactors, whose capacitance depends continuously on the control voltage, and a binary-weighted switched-capacitor array with a given number of control bits. First, the oscillator center frequency is digitally set to one of the possible discrete frequencies, and varactors are then interpolated continuously around this frequency.

Consider now the envelope detector circuit depicted in Figure 7.43(b). The input signal is sensed by a pair of transistors, $T_{E1}$ and $T_{E2}$, which is biased by the current $I_B$ flowing through the current mirror composed of $T_{E3}$ and $T_{E4}$. If the input peak voltage is greater than $V_E + V_T$, where $V_T$ is the transistor threshold voltage, the transistors $T_{E1}$ and $T_{E2}$ will operate in the strong inversion region, thereby supplying a charge current to the capacitor $C_E$ so that the output voltage, $V_E$, is increased. In contrast, if the input peak voltage becomes less than $V_E + V_T$, transistors $T_{E1}$ and $T_{E2}$ will be biased in the subthreshold region, and the discharge of $C_E$ induced by leakage currents yields a reduction in the output signal level. The time required to track the input signal amplitude depends on the value of the capacitor $C_E$ and the bias
current source $I_B$. In the subthreshold region, the $I-V$ characteristic of the $n$-channel transistor with the source connected to the substrate is approximated by

$$I_d = I_t \frac{W}{L} \exp \left( \frac{qV_{gs}}{nkT} \right),$$

(7.114)

where $I_t$ is a technology-dependent positive constant; $n$ is the subthreshold swing parameter, typically ranging from 1 to 2; and $kT/q$ represents the thermal voltage. Assuming that the input signal whose amplitude is to be detected is sinusoidal, the drain current for each of the transistors $T_{E1}$ and $T_{E2}$ satisfies the next relation

$$I_d = I_t \frac{W}{L} \exp \left( \frac{qV_{GS}}{nkT} \right) \exp \left( \frac{q}{nkT} v_i \cos \omega t \right),$$

(7.115)

where $V_{GS}$ is the gate-source dc voltage. It is then possible to expand the drain current as follows,

$$I_d = I_t \frac{W}{L} \exp \left( \frac{qV_{GS}}{nkT} \right) \left[ I_0 \left( \frac{qv_i}{nkT} \right) + 2 \sum_{k=1}^{\infty} I_j \left( \frac{qv_i}{nkT} \right) \cos(j\omega t) \right],$$

(7.116)

where $I_j$ is the $j$-th order modified Bessel functions of the first kind. The average of the drain current is of the form

$$\overline{I_d} = I_t \frac{W}{L} \exp \left( \frac{qV_{GS}}{nkT} \right) I_0 \left( \frac{qv_i}{nkT} \right),$$

(7.117)

where

$$I_0 \left( \frac{qv_i}{nkT} \right) \simeq \frac{\exp \left( \frac{qv_i}{nkT} \right)}{\sqrt{2\pi \frac{qv_i}{nkT}}}. \quad (7.118)$$

This last approximation results in less than 1% error for $qv_i/nkT > 15$. Because $V_{GS} = V_G - V_S = V_G - V_0$ and $\overline{I_d} = I_B/2$, the output voltage can be written as

$$V_0 = v_i + V_G - \frac{nkT}{q} \log \left[ \frac{I_B}{2I_t(W/L)} \sqrt{\frac{2\pi \frac{qv_i}{nkT}}{2\pi \frac{qv_i}{nkT}}} \right]. \quad (7.119)$$

Note that the logarithmic term is generally assumed negligible, especially for large input signals.

One approach to realize the integrator section relies on the use of transconductors and capacitor. The circuit diagram of the integrator is illustrated in Figure 7.43(c). The output node equation can be written as

$$g_{m1}(V_E - V_{\text{Ref}}) + g_{m2}V_B + sCV_B = 0 \quad (7.120)$$
or equivalently,

\[ V_B = \frac{-g_{m1}(V_E - V_{Ref})}{sC + g_{m2}}. \]

(7.121)

Equation (7.121) corresponds to that of a lossy integrator with the dc gain, \( g_{m1}/g_{m2} \), and the 3-dB cutoff frequency, \( g_{m2}/C \). However, the resulting frequency response may be limited by the parasitic capacitors and resistances associated with real transconductors.

**FIGURE 7.44**

Circuit diagrams of complementary VCOs (a) without current source, (b) with pMOS current source, and (c) with nMOS current source.

The VCO performance is primarily determined by the phase noise, tuning range, and power dissipation. In addition to the aforementioned LC VCO, various other architectures can be used for the oscillator design. Figure 7.44 shows the circuit diagram of complementary VCOs using both nMOS and pMOS cross-coupled transistors to compensate for the losses in the LC tank. A reduction in the phase noise is achieved for these last structures because the symmetry of the oscillation waveform generally facilitates the cancelation of the phase noise dc component. The tail current source, which can significantly increase the phase noise, was omitted in the VCO structure of Figure 7.44(a) to maximize the signal swing. However, by using nMOS or pMOS current sources, as shown in Figures 7.44(b) and (c), either the ground or the power supply is isolated from the output nodes so that the contribution of the substrate or supply voltage to the phase noise is further reduced.

- **Generation of I and Q signals**

One simple approach for generating quadrature signals is to use a set of RC and CR networks. Figure 7.45(a) shows the circuit diagram of an RC-CR phase shift network. Using the voltage division principle gives the next transfer
function

\[ T^{-}(s) = \frac{V_{0}^{-}(s)}{V_{i}(s)} = \frac{1/sC}{R + 1/sC} \]  \hspace{1cm} (7.122)

The magnitude of the transfer function is of the form

\[ |T^{-}(\omega)| = \frac{1}{\sqrt{1 + (\omega RC)^2}}, \]  \hspace{1cm} (7.123)

and the phase can be expressed as

\[ \angle T^{-}(\omega) = \arctan(-\omega RC) = -\arctan\left(\frac{1}{\omega RC}\right). \]  \hspace{1cm} (7.124)

Similarly, it can be shown that

\[ T^{+}(s) = \frac{V_{0}^{+}(s)}{V_{i}(s)} = \frac{R}{R + 1/sC} \]  \hspace{1cm} (7.125)

The magnitude of the transfer function is obtained as

\[ |T^{+}(\omega)| = \frac{\omega RC}{\sqrt{1 + (\omega RC)^2}}, \]  \hspace{1cm} (7.126)

and the phase is given by

\[ \angle T^{+}(\omega) = \arctan\left(\frac{1}{\omega RC}\right). \]  \hspace{1cm} (7.127)

At the 3-dB frequency, \( \omega_c = 1/RC \), the magnitudes, \( |T^{-}| \) and \( |T^{+}| \), are attenuated by \( 1/\sqrt{2} \), while the phases, \( \angle T^{-} \) and \( \angle T^{+} \), are equal to \(-45^o\) and \(45^o\), respectively. Hence, a \( 90^o\) phase shift is realized between the outputs \( V_{0}^{+} \) and \( V_{0}^{-} \).

The magnitude of signals can be maintained constant using the allpass-based phase shifter depicted in Figure 7.45(b). The \( I \) signal is derived directly...
from the input signal, while the \( Q \) signal is obtained at the output of the allpass filter. Using the superposition principle, we can obtain
\[
V_Q^+ = \frac{V_i^+ + sRCV_i^-}{1 + sRC} \tag{7.128}
\]
and
\[
V_Q^- = \frac{sRCV_i^+ + V_i^-}{1 + sRC}. \tag{7.129}
\]

Hence,
\[
T(s) = \frac{V_Q^+ - V_Q^-}{V_i^+ - V_i^-} = \frac{1 - sRC}{1 + sRC}. \tag{7.130}
\]

The transfer function, \( T(s) \), is of the allpass type. Its magnitude is unity and its phase is of the form
\[
\angle T(\omega) = \arctan(-\omega RC) - \arctan(\omega RC) = -2\arctan(\omega RC). \tag{7.131}
\]

At the 3-dB cutoff frequency, \( \omega_c = 1/RC \), the phase difference between the \( I \) and \( Q \) signals is 90°.

**FIGURE 7.46**
Circuit diagram of a VCO output buffer followed by a polyphase RC filter-based phase shifter for the generation of \( I \) and \( Q \) signals.

The allpass-based phase shifter is designed to feature a gain of unity at any frequency, while the RC-CR phase shift network should ideally provide a constant 90° phase shift at all frequencies. However, the performance of the aforementioned phase shifters is limited by component mismatches due to process variations. To overcome this problem, the RC-CR network is preferably configured in the form of a polyphase filter. Fully differential phase shifters are adopted to further attenuate the effect of component mismatches on the achievable accuracy. Figure 7.46 shows the circuit diagram of an amplifier buffer and a phase shifter based on a polyphase RC filter for the \( I \) and \( Q \) signal generation [10]. The VCO outputs are connected to source follower-based buffers using large dc-blocking capacitors, \( C_C \). The inductive loads of
the buffer are sized to resonate with the equivalent input capacitors of the polyphase filter at the frequency of interest, providing high ac impedances. In this way, transistors with small aspect ratios can be used to provide output currents, as high as required, while still loading the VCO core appropriately. The buffer output signals are applied to the polyphase RC filter, which is less sensitive to the absolute variations of the $R$ and $C$ values due to the adopted multi-stage filter structure.

**FIGURE 7.47**
(a) Circuit diagram of the $k$-th stage of a phase shifter based on a polyphase RC filter; (b) circuit diagram of the $Z_{L_k}$ loading network.

For the analysis [35, 36] of the phase shifter based on a polyphase RC filter, the $k$-th stage illustrated in Figure 7.47(a) can be considered. The load impedance, $Z_{L_k}$, of each stage except the last one, can be derived from the network depicted in Figure 7.47(b) Let $V_{i,k} = \begin{bmatrix} V_{I^+_{i,k}} & V_{Q^+_{i,k}} & V_{I^-_{i,k}} & V_{Q^-_{i,k}} \end{bmatrix}^T$ and $V_{0,k} = \begin{bmatrix} V_{I^+_{0,k}} & V_{Q^+_{0,k}} & V_{I^-_{0,k}} & V_{Q^-_{0,k}} \end{bmatrix}^T$. Using the division and superposition principles with the assumption that the input nodes, which are not driven by a signal source, are virtual grounds, we arrive at

$$V_{0,k} = T_k V_{i,k},$$

where

$$T_k = \begin{bmatrix}
Z_k & 0 & 0 & Z'_k \\
Z'_k & Z_k & 0 & 0 \\
0 & Z'_k & Z_k & 0 \\
0 & 0 & Z'_k & Z_k
\end{bmatrix},$$

$$Z_k = \frac{1}{sC_k} \parallel Z_{L_k},$$

$$Z'_k = \frac{R_k \parallel Z_{L_k}}{R_k \parallel Z_{L_k} + (1/sC_k)}.$$
and
\[
Z_{L_k} = \left[ \frac{1}{sC_{k+1}} + R_{k+1} \parallel Z_{L_{k+1}} \right]\left[ \frac{R_{k+1} + (1/sC_{k+1}) \parallel Z_{L_{k+1}}}{1 + C_{k+1}(R_{k+1} + 2Z_{L_{k+1}})s} \right]. 
\]
(7.136)

The differential in-phase and quadrature voltages can then be obtained by putting Equation (7.132) into the form
\[
\begin{bmatrix} V_{I_{0,k}} \\ V_{Q_{0,k}} \end{bmatrix} = \frac{Z_{L_k}}{R_k + Z_{L_k} + sR_kZ_{L_k}C_k} \begin{bmatrix} 1 & -sR_kC_k \\ sR_kC_k & 1 \end{bmatrix} \begin{bmatrix} V_{I_{i,k}} \\ V_{Q_{i,k}} \end{bmatrix},
\]
(7.138)

where
\[V_{Q_{i,k}} = V_{Q_{i,k}}^+ - V_{Q_{i,k}}^-, \quad V_{I_{i,k}} = V_{I_{i,k}}^+ - V_{I_{i,k}}^-,
\]
and
\[V_{I_{i,k}} = V_{I_{i,k}}^+ - V_{I_{i,k}}^-.
\]
Applying Equation (7.138) successively to the first, second, and third stage of the RC polyphase filter shown in Figure 7.46, the ratio of the quadrature to the in-phase outputs is derived as
\[
\frac{V_{Q_{0,3}}}{V_{I_{0,3}}} = \frac{(R_1C_1 + R_2C_2 + R_3C_3)s - R_1R_2R_3C_1C_2C_3}{1 - (R_1R_2C_1C_2 + R_1R_3C_1C_3 + R_2R_3C_2C_3)s^2}.
\]
(7.139)

The phase difference between the outputs is 90° regardless of the frequency, because \[V_{Q_{0,3}}/V_{I_{0,3}}\] is purely imaginary. However, the magnitudes of the outputs are equal to unity at the resonant frequencies of each stage, \[\omega_{c_k} = 1/R_kC_k\] (\(k = 1, 2, 3\)). A minimum image-reject ratio can be achieved provided the resonant frequency of the second stage is almost equal to the geometric mean of the other two resonant frequencies, that is, \[\omega_{c_2} \approx \sqrt{\omega_{c_1}\omega_{c_3}}.\] For any input signal with a frequency within the band delimited by lowest and highest resonant frequencies, the quadrature outputs exhibit almost identical gains and phases, making the multi-stage RC polyphase filter suitable for wide-band applications. The error resulting from all of the stages prior to the last stage is averaged out by the subsequent stages. Each additional stage then improves the matching accuracy of the signals to be generated. On the other hand, a single-stage RC-CR phase shifter, whose ratio of the quadrature to the in-phase outputs is reduced to \[sRC\] and the amplitudes of the quadrature outputs are equal only at the frequency \[\omega_c = 1/RC,\] is generally adopted for narrowband applications.

- Quadrature voltage-controlled oscillator

The use of a VCO driving an RC-CR polyphase filter to generate quadrature signals can be limited by mismatches of passive elements and the high power consumption of the required output buffers. An alternative approach, which consists of coupling two identical oscillators in such a way that their outputs are forced to oscillate either 90° or −90° out of phase, can be adopted to achieve some performance improvements. This can be implemented as shown in Figure 7.48. Each of both VCOs includes an additional transistor pair, which
forms the coupling network [37]. In the steady state, the coupled oscillators are synchronized to the same frequency, which is proportional to the resonance frequency of the unloaded tank network, while their output phases are in quadrature. Quadrature coupled oscillators can exhibit a higher phase noise than the corresponding stand-alone VCO. In practice, coupling transistors can then be designed to be a few times smaller than other transistors to limit their noise contribution, while still providing the required coupling factor. Furthermore, a 90° phase shifter can be inserted in each coupling path [38–40] to reduce the effects of mismatches on the oscillator output phases.

7.1.7 Automatic gain control

In the presence of signals with variable amplitude, a variable gain amplifier (VGA) and automatic gain control (AGC) is required to maintain constant the dynamic range. The AGC loop shown in Figure 7.49 includes a VGA, a peak (or envelope) detector, and an integrator (or lowpass filter). The gain of the VGA is controlled by the integrator output signal based on the difference between the actual output amplitude and the reference voltage $V_{REF}$. The gain control feedback then forces the estimated peak amplitude to track the dc reference voltage $V_{REF}$.

A variable-gain amplifier [41] and its common-mode feedback amplifier can be implemented as shown in Figures 7.50(a) and (b), respectively. The amplification stage consists of a source-coupled input transistor pair and diode-connected transistors biased by the currents $I_B(1 + x)$ and $I_B(1 - x)$, respectively. It is assumed that the transistors $T_1 - T_4$ are matched. The drain currents of transistors $T_1$ and $T_2$ can be written as

$$I_{D_1} = K(V_{GS_1} - V_T)^2 \quad (7.140)$$

and

$$I_{D_2} = K(V_{GS_2} - V_T)^2. \quad (7.141)$$

Applying Kirchhoff’s current and voltage laws at the source node of transistors
FIGURE 7.49
Block diagram of a variable-gain amplifier with automatic gain control.

FIGURE 7.50
(a) Circuit diagram of a variable-gain fully differential amplifier; (b) circuit diagram of the common-mode feedback amplifier.

FIGURE 7.51
Circuit diagram of the control and bias generator.

For transistors $T_1$ and $T_2$, we have

$$I_{D_1} + I_{D_2} = I_B (1 + x) \quad (7.142)$$

and

$$V_{GS_1} - V_{GS_2} = V_i. \quad (7.143)$$
Solving Equations (7.140) through (7.143), we arrive at

\[ I_{D_1} = \frac{1}{2} \left[ I_B(1 + x) + KV_i \sqrt{\frac{2I_B(1 + x)}{K} - V_i^2} \right] \]  
\[ I_{D_2} = \frac{1}{2} \left[ I_B(1 + x) - KV_i \sqrt{\frac{2I_B(1 + x)}{K} - V_i^2} \right]. \]  
(7.144)  

Similarly, for transistors \( T_3 \) and \( T_4 \), the drain currents are given by

\[ I_{D_3} = K(V_{GS_3} - V_T)^2 \]  
(7.146)  
and

\[ I_{D_4} = K(V_{GS_4} - V_T)^2. \]  
(7.147)

To proceed further, it can be shown that

\[ I_{D_3} + I_{D_4} = I_B(1 - x) \]  
(7.148)  
and

\[ V_{GS_3} - V_{GS_4} = V_0. \]  
(7.149)

Combining Equations (7.140) through (7.143) gives

\[ I_{D_3} = \frac{1}{2} \left[ I_B(1 - x) + KV_0 \sqrt{\frac{2I_B(1 - x)}{K} - V_0^2} \right] \]  
\[ I_{D_4} = \frac{1}{2} \left[ I_B(1 - x) - KV_0 \sqrt{\frac{2I_B(1 - x)}{K} - V_0^2} \right]. \]  
(7.150)  

Because \( I_{D_1} + I_{D_3} = I_B \) and \( I_{D_2} + I_{D_4} = I_B \), it can be found that

\[ V_i \sqrt{\frac{2I_B(1 + x)}{K} - V_i^2} = -V_0 \sqrt{\frac{2I_B(1 - x)}{K} - V_0^2}. \]  
(7.152)  

Assuming that \( V_i \ll \sqrt{2I_B(1 + x)/K} \) and \( V_0 \ll \sqrt{2I_B(1 - x)/K} \), the amplifier gain is derived as

\[ A = \frac{V_0}{V_i} \approx \sqrt{\frac{2I_B(1 + x)}{K}} \cdot \frac{1 + x}{\sqrt{\frac{2I_B(1 - x)}{K}}} = \sqrt{\frac{1 + x}{1 - x}}. \]  
(7.153)

The circuit diagram of the control and bias generator, which can provide the currents, \( I_B(1 + x) \) and \( I_B(1 - x) \), is shown in Figure 7.51. With the assumption
that the amplifier is ideal, that is, $V_C = V^+ = V^-$ and $I = V_C/R$, and that each of the current mirrors ($T_2, T_3, T_7$), ($T_4, T_5$), ($T_6, T_{11}$), ($T_9, T_{10}$), and ($T_8, T_{12}, T_{13}$) is realized using transistors of identical size, we can obtain

$$I_{B_1} = I_B + V_C/R = I_B(1 + x)$$  \hspace{1cm} \text{(7.154)}$$

and

$$I_{B_2} = I_B - V_C/R = I_B(1 - x),$$ \hspace{1cm} \text{(7.155)}$$

where $x = V_C/RI_B$. Because the approximation exploited here to obtain a linear variation of the amplifier gain in dB is of the form

$$e^x \approx \sqrt{\frac{1 + x}{1 - x}}$$ \hspace{1cm} \text{(7.156)}$$

the tuning range is limited to about 15 dB with a linearity error of less than 0.5 dB. A multi-stage amplifier configuration may then be needed in applications requiring a wide tuning range.

### 7.2 Continuous-time filters

![Block diagram of a read/write channel integrated circuit.](image)

Continuous-time (CT) circuits find applications in the direct processing of analog signals and interfacing of digital signal processors. The block diagram of a read/write channel integrated circuit is shown in Figure 7.52. It is a mixed-signal system, which includes a variable gain amplifier (VGA), a lowpass filter (LPF), an analog-to-digital converter (ADC), and an automatic gain control (AGC) in addition to various digital building blocks. Due to the hysteresis
effects in the magnetic disk, the number of signal levels injected through the
canals can be limited to two (e.g., ±1).

Error-correcting encodings are used to correct burst errors (or error pat-
terns) associated with media defects or generated in the write or read process.
During the write process, magnetic fields are converted into binary waveforms
using modulation or encoding methods, known to reduce the timing uncer-
tainty that can affect the decoding of the stored data. Due to noise errors still
remaining in the stream of digital samples after the read sensing, amplifica-
tion, and conversion and equalization operations, there is a need for a detector
and decoder to efficiently recover the data bits.

The increase in the storage capacity is primarily related to the technologi-
cal improvements in the design of magnetic media and heads. However, as the
storage density increases, the performance and speed of the different signal
processing blocks (encoder, modulator, equalizer, and decoder) play an im-
portant role in the reduction of inter-symbol interference and noise emerging
in magnetic disk systems.

Various methods can be used for the synthesis of CT filters. In the cascade
design, the filter transfer function is realized as a connection of first- and
second-order sections. The sensitivity in the passband can be reduced using LC
ladder-based design approaches. An active filter is derived either by simulating
the equations of a passive LC prototype, or by replacing the inductors of a
passive LC prototype with impedance converters.

\[ V_0 = A(V^+ - V^-) \]  \hspace{1cm} (7.157)

and

\[ V_0^- - V_0^+ = A(V^+ - V^-), \]  \hspace{1cm} (7.158)

where \( A \) is the amplifier gain, while the second structures (see Figures 7.53(c)
and (d)), known as operational transconductance amplifiers, are equivalent to
a voltage-controlled current source of the form,

\[ I_0 = g_m(V^+ - V^-) \]  \hspace{1cm} (7.159)
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and

\[ I_0^+ - I_0^- = g_m(V^+ - V^-), \quad (7.160) \]

respectively, where \( g_m \) is the amplifier transconductance. For differential structures, it was assumed that

\[ V_0^+ = A(V^+ - V^-)/2, \quad V_0^- = -A(V^+ - V^-)/2, \]

\[ I_0^+ = g_m(V^+ - V^-)/2, \quad I_0^- = -g_m(V^+ - V^-)/2. \]

Note that \( V^+ \) and \( V^- \) denote the voltages at the noninverting and inverting input nodes of the amplifier, respectively.

The integrator and gyrator are the fundamental building blocks used for a transfer function description and their different implementations will be reviewed in the next section.

### 7.2.1 RC circuits

RC circuits consist of operational amplifiers (OA), resistors, and capacitors. Applying Kirchhoff’s current law at the inverting node of the single-ended integrator shown in Figure 7.54(a) yields

\[ \frac{V_i(s) - V^-(s)}{R} = sC[V^-(s) - V_0(s)], \quad (7.161) \]

where \( V_0(s) = -A(s)V^-(s) \). The transfer function is then derived as

\[ \frac{V_0(s)}{V_i(s)} = -\frac{1}{sRC} - \frac{1}{1 + \frac{1}{A(s)}\left(1 + \frac{1}{sRC}\right)}. \quad (7.162) \]

Ideally, \(|A(j\omega)| \gg 1\) and we arrive at \( V_0(s)/V_i(s) \simeq -1/(sRC) \). Hence, the gain is inversely proportional to the frequency, while the phase remains equal to 90°. Equation (7.162) can also be applied to the fully differential structure depicted in Figure 7.54(b), provided \( V_0 = (V_0^+ - V_0^-)/2 \) and \( V_i = (V_i^+ - V_i^-)/2 \). The noninverting version of the differential integrator is obtained by permutating the polarities of the input signal.

Generally, it is assumed that the integrator operates with ac signals. But,
in the case where the input also includes dc components, the feedback capacitors, which act like an open circuit at dc, should be periodically discharged to prevent saturation of the amplifier outputs. Alternatively, resistors with large values can be added in parallel with the feedback capacitor, as shown in Figure 7.55(a), to provide the necessary dc feedback. Figure 7.55(b) shows the plot of the magnitude of the integrator transfer functions. The dc gain of the integrator is now reduced to $A_0 = 20 \log_{10}(R_0/R)$, where $R_0 > R$. Assuming that the amplifier is ideal, the cutoff and transition frequencies are of the form $\omega_c = 1/R_0C$ and $\omega_u = 1/RC$, respectively. At high frequencies, the integrator gain rolls off at a rate of $-20$ dB/decade.

The straightforward integration of these structures, however, suffers from the imprecise RC product realizable in MOS technology. Since both the resistors and capacitors are designed with random processing variations on the order of 10 to 20%, the overall accuracy of the RC time constant can be as high as 20%. This imprecision can also be observed in the frequency response of the integrator and is unacceptable in most applications.

### 7.2.2 MOSFET-C circuits

In this approach, the metal oxide semiconductor field-effect transistors (MOSFET) operating in triode region are used as variable resistors that are automatically adjusted to provide accurate RC products by an on-chip control circuit. According to the $n$-channel transistor shown in Figure 7.56, if $V_{GS}$, $V_{DS}$, $V_T$, and $V_B$ are the gate-source, drain-source, threshold, and substrate voltages, respectively, the drain current, $I$, in the triode region will be given by

$$I = K[2(V_{GS} - V_T)V_{DS} - V_{DS}^2],$$ (7.163)
where \( K = \mu_n C_{ox} (W/2L) \), \( V_{GS} > V_T \), \( V_{DS} < V_{DS(sat)} = V_{GS} - V_T \), and \( V_B \leq V_S \). Assuming that \( V_{GS} = V_C \), the current, \( I \), can be written as [42]

\[
I = \frac{V_{DS}}{R} + f(V_{DS}),
\]

(7.164)

where \( f(V_{DS}) = -K V_{DS}^2 \) and the tunable resistor, \( R \), is of the form

\[
R = \frac{1}{2K(V_C - V_T)} = \frac{1}{\mu_n C_{ox}(W/L)(V_C - V_T)},
\]

(7.165)

where \( W \) and \( L \) are the channel width and length, respectively; \( C_{ox} \) is the gate capacitance per unit area; and \( \mu_n \) is the effective mobility of the transistor. The MOSFET behaves as a voltage-controlled resistor only for small signals, and the higher-order terms introduced by the nonlinear function \( f(V_{DS}) \) must be considered in the context of large signals.

**FIGURE 7.56**
Symbol of an \( n \)-channel transistor.

By driving two transistor devices in balanced form by \( V_i^+ = V_i/2 \) and \( V_i^- = -V_i/2 \) at the input terminals and the same voltage \( V \) at the other terminals [43] (see Figure 7.57), the effects of transistor nonlinearities are considerably reduced especially when the voltage \( V \) is almost equal to zero, and the difference of the output currents is reduced to

\[
I^+ - I^- = \frac{V_i^+ - V_i^-}{R},
\]

(7.166)

where \( R = 1/[2K(V_C - V_T)] \). The magnitude of the control voltage, \( V_C \), can be changed to adjust the resistor value. Thus, the differential configuration has the advantage of canceling even nonlinearities in terms of the input signal.

**FIGURE 7.57**
Resistor based on a balanced transistor configuration.
Resistors based on a balanced transistor configuration find applications in the design of gain stages and integrators. The analysis of the differential integrator shown in Figure 7.58 results in the following expressions in the time and frequency domain:

\[
v_0(t) = -\frac{1}{RC} \int_{-\infty}^{t} [v_1(\tau) - v_2(\tau)] \, d\tau \Rightarrow V_0(s) = -\frac{1}{sRC} [V_1(s) - V_2(s)],
\]

where \( V_1 = V^+_1 - V^-_1 \), \( V_2 = V^+_2 - V^-_2 \), and \( V_0 = V^+_0 - V^-_0 \). The fact that the allowable signal swing is limited by the triode region of transistors can be a drawback for the low-voltage operation.

Typically, the remaining nonlinearities arising from device mismatches can be estimated to be about 0.1% for 1 V peak-to-peak signals. If a high linearity is needed, the MOSFET pair will be replaced by the four MOSFET cross-coupled structure of Figure 7.59 [44–46]. In this case, the difference of the output currents can be written as

\[
I^+ - I^- = (I_1 + I_3) - (I_2 + I_4) \quad (7.168)
\]

\[
= (I_1 - I_2) + (I_3 - I_4)
\]

\[
= 2K(V_{C1} - V_{C2})(V^+_i - V^-_i). \quad (7.169)
\]
The resulting resistance is then given by

\[ R = \frac{V^+_i - V^-_i}{I^+ - I^-} = \frac{1}{2K(V_{C1} - V_{C2})}. \]  

(7.170)

All transistors remain in the triode region provided \( V_{DS} < V_{DS(sat)} = V_{GS} - V_T \), or equivalently, \( V^+_i, V^-_i < \min[V_{C1} - V_T, V_{C2} - V_T] \). Ideally, the nonlinear contributions to the output current are canceled, and the equivalent resistor is controlled by the differential voltage, \( V_{C1} - V_{C2} \), such that its value remains independent of the threshold voltage, \( V_T \).

### 7.2.3 \( g_m \)-C circuits

The active component of a \( g_m \)-C structure is a transconductor. This latter is a voltage-to-current converter, which gives out a current proportional to a frequency-dependent transconductance, \( g_m(s) \). Generally, its value can be regarded as constant, that is, \( g_m(s) = g_m \), as long as the transconductor bandwidth is assumed to be sufficiently large. For the single-ended integrator shown in Figure 7.60(a), a transconductor and a capacitor are used to provide the amplification and the integration, respectively [47, 48].

**FIGURE 7.60**
(a) Single-ended \( g_m \)-C integrator; (b) small-signal equivalent model.

**FIGURE 7.61**
Fully differential \( g_m \)-C integrators.

With reference to the small-signal equivalent model of Figure 7.60(b), \( V_0(s) = Z I(s) \), where \( I(s) = g_m V_i(s) \) and \( Z = r_0 \| C_0 \| C \). The transfer
function of the integrator can then be written as

\[
\frac{V_0(s)}{V_i(s)} = \frac{\omega_u}{s\left(1 + \frac{C_0}{C}\right) + \frac{1}{r_0C}}.
\]  

(7.171)

Ideally, the output capacitance, \(C_0\), should be small, and the output resistance, \(r_0\), should be large, that is, \(C_0/C \ll 1\) and \(r_0C \gg 1\). Therefore, we obtain

\[
\frac{V_0(s)}{V_i(s)} = \frac{\omega_u}{s},
\]  

(7.172)

where \(\omega_u = g_m/C\) is the unity-gain frequency. Although the transconductor amplifier can be designed to exhibit a sufficiently high output resistance, \(r_0\), the output parasitic capacitance, \(C_0\), can generally not be assumed to be negligible. Theoretically, parasitic capacitances should be absorbed into a total integrating capacitance value, but their effect becomes dominant in circuits for high-frequency applications. In this case, the integrator unity-gain frequency is found to be \(\tilde{\omega}_u = \omega_u/(1 + C_0/C)\). Because the value of \(C_0\) is not accurately known, the value of \(\tilde{\omega}_u\) can be scaled only by adjusting the parameters \(g_m\) and \(C\). However, this solution implies an augmentation or a reduction of device dimensions, and thus an increase in \(C_0\) or in mismatches and distortions.

The total integrating capacitance of the fully differential integrator shown in Figure 7.61(a) is two times smaller than the one needed in the integrator configuration of Figure 7.61(b), which, however, has the advantage of exhibiting a low sensitivity to parasitic capacitances in the case where \(C_0\) becomes large relative to \(C\).

Practically, due to parasitic capacitances, \(g_m\)-\(C\) circuits are only suitable for low or medium linearity applications and their high-frequency performance tends to be limited.

7.2.4 \(g_m\)-\(C\) operational amplifier (OA) circuits

In \(g_m\)-\(C\) OA circuits, the problem of parasitic capacitances at the transconductor output is minimized by using an OA. These capacitors are connected between the OA inputs (virtual ground) and the ground and thus do not carry any charge. In addition, the OA plays the role of a buffer at the outputs of the transconductor and the structure of this latter can be very simple. But the use of two active components can still mean significant power consumption and large chip area.

Let \(C_p\) be the total equivalent capacitance connected at each of transconductor amplifier outputs. Figure 7.62 shows the circuit diagram of \(g_m\)-\(C\) OA inverting and noninverting integrators. Applying Kirchhoff’s current law to the integrator of Figure 7.62(a) [31] gives

\[
I^-\left(s\right) = sC_pV^+(s) + sC(V^+(s) - V^-_0(s))
\]  

(7.173)
and

\[ I^+(s) = sC_p V^-(s) + sC(V^-(s) - V_0^+(s)), \quad (7.174) \]

where \( I^+(s) - I^-(s) = g_m(V_i^+(s) - V_i^-(s)) \) and \( V_0^+(s) - V_0^-(s) = A(s)[V^+(s) - V^-(s)] \). The transfer function can then be computed as

\[ \frac{V_0(s)}{V_i(s)} = \frac{-\omega_u}{s} \frac{1}{1 + (1 + C_p/C)/A(s)}, \quad (7.175) \]

where \( \omega_u = g_m/C \), \( V_0(s) = [V_0^+(s) - V_0^-(s)]/2 \), and \( V_i(s) = [V_i^+(s) - V_i^-(s)]/2 \).

\[ \text{FIGURE 7.62} \]
(a) \( g_{m-C} \) OA inverting integrator; (b) \( g_{m-C} \) OA noninverting integrator.

\[ \text{FIGURE 7.63} \]
(a) \( g_{m-C} \) OA integrator with passive compensation; (b) \( g_{m-C} \) OA integrator with active compensation.

When the OA gain is modeled as \( A(s) = \omega_u/s \), it can be shown that a pole at \( s = -\omega_u/(1 + C_p/C) \), where \( \omega_u \) is the OA unity-gain frequency, has been introduced in the integrator transfer function. The price to be paid in order to reduce the error caused by this parasitic pole is an increase in the integrator’s dc gain. However, for high-frequency applications, a special compensation technique may be needed. This can be achieved by inserting tunable resistors in series with the capacitors, as shown in Figure 7.63(a). The resistor \( r \) can be realized, for instance, by a MOS transistor operating in the triode region. The application of Kirchhoff’s current law to the input nodes of the OA yields

\[ I^-(s) = sC_p V^+(s) + \frac{V^+(s) - V_0^-(s)}{r + \frac{1}{sC}} \quad (7.176) \]
and
\[ I^+(s) = sC_p V^{-}(s) + \frac{V^{-}(s) - V_0^+(s)}{r + \frac{1}{sC}}. \] (7.177)

The voltage transfer function can readily be written as
\[ \frac{V_0(s)}{V_i(s)} = -\frac{\omega_u}{s} \frac{1 + srC}{1 - \omega^2 r C_p + s \left( 1 + \frac{C_p}{C} \right)} \approx -\frac{\omega_u}{s} \frac{1 + srC}{1 + \frac{s}{\omega_l} \left( 1 + \frac{C_p}{C} \right)}. \] (7.178)

The pole-zero cancelation can be achieved provided
\[ r = \frac{1}{\omega_l C} \left( 1 + \frac{C_p}{C} \right). \] (7.179)

Taking into consideration the value of \( r \), the assumption of neglecting the term \( \omega^2 r C_p/\omega_l \) may be justified by the fact that, in practice, \( C_p/C \ll 1 \) and \( \omega/\omega_l \ll 1 \). The passive compensation appears to be limited by matching errors and process variations affecting the value of the resistor \( r \).

An improved tracking performance can be achieved by adopting the integrator structure depicted in Figure 7.63(b). In this approach, the frequency responses of two unity-gain buffers used to isolate the integrating capacitors from the OA outputs are exploited to minimize the integrator losses [49]. The equations for the OA input nodes are given by
\[ I^{-}(s) = sC_p V^{-}(s) + sC[V^{-}(s) - V_0'^{-}(s)] \] (7.180)
and
\[ I^+(s) = sC_p V^{-}(s) + sC[V^{-}(s) - V_0'^{+}(s)], \] (7.181)
where \( V_0'^{-}(s) = V_0'^{-}(s)/[1 + 1/A'(s)] \) and \( V_0'^{+}(s) = V_0'^{+}(s)/[1 + 1/A'(s)] \). It can then be shown that
\[ \frac{V_0(s)}{V_i(s)} = -\frac{\omega_u}{s} \frac{1}{1 + 1/A'(s)} + \frac{s}{\omega_l} \left( 1 + \frac{C_p}{C} \right). \] (7.182)

Because \( 1/|A'(\omega)| \ll 1 \), we have
\[ \frac{1}{1 + 1/A'(\omega)} \approx 1 - \frac{1}{A'(\omega)} + \frac{1}{[A'(\omega)]^2} - \cdots \] (7.183)

This suggests that the integrator quality factor, which is computed as the ratio of the imaginary part to the real part of the transfer function denominator, can be maximized by making the gain, \( A' \), of the buffer amplifier identical to \( A \). That is,
\[ \frac{V_0(j\omega)}{V_i(j\omega)} \approx -\frac{\omega_u}{j\omega \left( 1 - \frac{\omega^2}{\omega_l^2} \right)} \frac{1}{1 + j \frac{1}{Q_I}}, \] (7.184)
where
\[ Q_I = \frac{C}{C_p} \omega_t \left( 1 - \frac{\omega^2}{\omega_t^2} \right) = \frac{C}{C_p} |A(\omega)| \left( 1 - \frac{1}{|A(\omega)|^2} \right). \] (7.185)

Here, the matching can be efficiently realized since the involved components are both of the same type, that is, active, and the integrator quality factor, \( Q_I \), may be made high. Note that, \( Q_I \) is infinite for an integrator with no losses.

Structures based on fully differential amplifiers are easily derived from single-ended circuits consisting of amplifiers with one input node connected to the ground. When this requirement is not met (see Figure 7.64(a)), the differential input and output are realized by coupling two single-ended circuits. With \( V_0(s) = I(s)/sC \) and \( I(s) = g_m[V_i(s) - V_0(s)] \), the circuit of Figure 7.64(a) exhibits the next transfer function,
\[ H(s) = \frac{V_0(s)}{V_i(s)} = \frac{g_m}{sC + g_m}, \] (7.186)
and its differential version (see Figure 7.64(b)) should have a common-mode rejection ratio (CMRR) given by
\[ \text{CMRR} = \frac{1}{2} \frac{H_1(s) + H_2(s)}{H_1(s) - H_2(s)}, \] (7.187)
where \( H_j(s) = g_{mj}/(sC_j + g_{mj}), j = 1, 2, \) is the transfer function for each signal path. Ideally, \( H_1(s) = H_2(s) \) and the CMRR is infinite. However, due to fabrication tolerances, \( H_1(s) \) and \( H_2(s) \) are different. As a result, the CMRR is finite.

**FIGURE 7.64**
First-order lowpass filter: (a) Single-ended and (b) differential structures.
7.2.5 Summer circuits

A summer circuit is used to add, or subtract, analog voltage signals. It can be based on a noninverting or inverting topology.

FIGURE 7.65
Summer circuits based on (a) voltage amplifiers and (b) transconductance amplifiers.

The circuit diagram of an inverting summer based on a voltage amplifier is depicted in Figure 7.65(a). The currents due to the voltages \( V_1 \) and \( V_2 \) and flowing through the resistors \( R_1 \) and \( R_2 \), respectively, are added at the virtual ground terminal of the amplifier, and the sum is converted to a voltage with the reversed polarity by the feedback resistor, \( R \). Ideally, \( V^- = 0 \) and the application of Kirchhoff’s current law at the inverting node of the amplifier gives

\[
\frac{V_1}{R_1} + \frac{V_2}{R_2} = -\frac{V_0}{R} \tag{7.188}
\]

Hence,

\[
V_0 = -\frac{R}{R_1} V_1 - \frac{R}{R_2} V_2. \tag{7.189}
\]

This circuit can be extended to more than two inputs because the input signals are isolated from each other due to the virtual ground.

A summer can also be implemented using transconductance amplifiers, as illustrated in Figure 7.65(b). The input transconductors operate as a voltage-to-current converter, while the output transconductor is configured as a current-to-voltage converter. It can be shown that

\[
I_1 + I_2 = -I_0, \tag{7.190}
\]

where \( I_1 = -g_{m1} V_1, I_2 = g_{m2} V_2, \) and \( I_0 = -g_m V_0 \). The output voltage can then be written as

\[
V_0 = \frac{g_{m2}}{g_m} V_2 - \frac{g_{m1}}{g_m} V_1. \tag{7.191}
\]

Note that the polarity of an input signal connected to the inverting node of the input transconductor remains unchanged, and the polarity inversion is
achieved by connecting the input signal to the noninverting node of the input transconductor.

7.2.6 Gyrator

![Figure 7.66](image)

(a) Symbol and (b) small-signal equivalent model of a gyrator.

![Figure 7.67](image)

(a) Single-ended and (b) differential implementations of a gyrator.

![Figure 7.68](image)

(a) (b)

Equivalent circuit models of gyrator-based implementations of (a) grounded and (b) floating inductors.

In the design of integrated filters, gyrators can be used to eliminate the inductors of the LC prototype [50]. The symbol and small-signal equivalent model of a gyrator are shown in Figure 7.66. For an ideal gyrator, \( V_i = z_{12} I_0 \) and \( V_0 = z_{21} I_i \). Provided that \( z_{12} = -z_{21} = r \), we get

\[
\begin{bmatrix} V_0 \\ V_i \end{bmatrix} = Z \begin{bmatrix} I_0 \\ I_i \end{bmatrix},
\]

(7.192)

where the open-circuit impedance of a gyrator is of the form

\[
Z = \begin{bmatrix} 0 & -r \\ r & 0 \end{bmatrix}\]

(7.193)
and $r$ is the gyrator resistance. A gyrator is then a linear two-port network, the input impedance of which is given by

$$Z_i(s) = \frac{r^2}{Z_L(s)}, \quad (7.194)$$

where $Z_L$ is the load impedance. Let $Z_L(s) = 1/sC$, that is, the gyrator is loaded by a capacitor $C$. We can obtain

$$Z_i(s) = r^2Cs = Ls, \quad (7.195)$$

where $L = r^2C$ is the value of the simulated inductor. Single-ended and differential implementations of a gyrator are shown in Figures 7.67(a) and (b), respectively. They are based on inverting and noninverting transconductors designed to exhibit the same value $g_m = 1/r$. Here, the accuracy of the gyrator can be limited by the parasitic input and output capacitances, and finite output conductance of transconductors.

The equivalent circuit models of grounded and floating inductors are shown in Figures 7.68 (a) and (b), respectively. In the first configuration, an inductor with the impedance $Z$ is realized, while the second network can be characterized by the following short-circuit admittance matrix:

$$Y = \frac{1}{Z} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}. \quad (7.196)$$

### 7.3 Filter characterization

A filter can be characterized by its transfer function, which is the ratio of two $s$-domain polynomials with real coefficients and is given by

$$H(s) = \frac{Y(s)}{U(s)} = \frac{\sum_{j=0}^{M} b_j s^j}{1 + \sum_{i=1}^{N} a_i s^i}, \quad (7.197)$$

where $U(s)$ and $Y(s)$ are the Laplace transforms of the input and the output variables. The zeros of the denominator are called poles of the filter, while the zeros of the numerator are referred to as transmission zeros. The filter will be realizable if $N \geq M$ and will not oscillate provided $a_i > 0$. For filter stability, the real part of all poles should be lower than zero.

On the $j\omega$-axis, the filter transfer function can expressed as

$$H(j\omega) = |H(j\omega)|e^{j\phi(\omega)}. \quad (7.198)$$

The magnitude of the transfer function can be written either in the form of a gain

$$G(\omega) = 20 \log |H(j\omega)| \quad (7.199)$$
or an attenuation
\[ A(\omega) = -20 \log |H(j\omega)|, \]  
(7.200)
using decibel (dB) units. The phase response, \( \phi(\omega) \), is expressed in radians. The group delay of the filter is defined as
\[ \tau(\omega) = -\frac{d\phi(\omega)}{d\omega}. \]  
(7.201)
It is often used as a specification in applications where the behavior in the time domain is of importance, for example, allpass equalizer. Note that, the transfer function of an allpass filter is of the form \( H(s) = k \cdot \frac{D\left(-s\right)}{D(s)} \), where \( k \) is the dc gain and \( D(s) \) is the transfer function denominator.

## 7.4 Filter design methods
Continuous-time filters process high-speed signals in applications where the linearity and accuracy specifications are relaxed, such as disk drives, communication devices, and video systems. In CMOS technology, the integration of active RC-filters, which are realized using voltage amplifiers, resistors and capacitors, may be impractical due the high resistance values required. This problem is solved in implementation approaches, such as \( g_m \)-C filters, which are only based on transconductance amplifiers and capacitors.

A filter can be categorized according to the type of function used to approximate its gain or attenuation specifications. Butterworth, Tchebychev, or Cauer approximation functions are often used in the synthesis of a stable and realizable filter prototype. To simplify the computation of filter coefficients, the transfer function is scaled to have a maximum magnitude of unity, and the frequency, \( \omega \), is normalized with respect to the passband edge frequency, \( \omega_p \), such that \( \Omega = \omega/\omega_p \). The order of the transfer function is determined from the prescribed magnitude specifications in the passband,

\[ \frac{1}{\sqrt{1 + \delta_p^2}} \leq |H(\Omega)| \leq 1, \quad \text{if} \quad 0 \leq |\Omega| \leq 1, \]  
(7.202)
and in the stopband,

\[ |H(\Omega)| \leq \frac{1}{\sqrt{1 + \delta_s^2}}, \quad \text{if} \quad |\Omega| \geq \Omega_s, \]  
(7.203)
where \( \Omega_s \) is the normalized stopband edge frequency. The passband ripple, \( \delta_p \), and stopband ripple, \( \delta_s \), can be computed as
\[ \delta_p^2 = 10^{A_p/10} - 1 \]  
(7.204)
and
\[ \delta_s^2 = 10^{A_s/10} - 1, \]  
(7.205)
where the passband and stopband attenuations in dB are respectively defined as
\[ A_p = -\min(20\log_{10}|H(\Omega)|) \] for \( \Omega \) in the filter passband, and
\[ A_s = -\max(20\log_{10}|H(\Omega)|) \] for \( \Omega \) in the filter stopband.

The determination of the filter transfer function focuses primarily on low-pass prototype filters, as highpass, bandpass, or bandstop prototypes can be derived from lowpass prototypes through appropriate spectral transformations. Note that, in the case of Bessel filters, the design is often performed based on the delay or phase specifications, that is, the maximally acceptable delay errors in the frequency band of interest. The synthesis of the transfer function, which is also referred to as the approximation problem, is performed using tables of classical filter functions or software tools such as MATLAB.

There are several types of analog filters with various important characteristics. The most often used filter types are based on Butterworth, Chebyshev, Cauer (or elliptic), and Bessel (or Thomson) approximation functions. The choice of a given filter is generally made depending on the application.

**Butterworth filters:** They are characterized by a magnitude response that is maximally flat in the passband and is monotonically decreasing in both the passband and stopband. However, the transition band of Butterworth filters is somewhat wide.

**Chebyshev filters:** They are known to have a steeper roll-off than Butterworth filters. Their magnitude responses either have equal ripples in the passband and decrease monotonically in the stopband (type I) or decrease monotonically in the passband and exhibit equal ripples in the stopband (type II or inverse Chebyshev).

**Cauer filters:** Their magnitude responses have equal ripples in both the passband and stopband. In comparison with other filter types, Cauer filters provide the sharpest transition band and are then the most efficient from the viewpoint of requiring the smallest order to realize a given magnitude specification. However, the sharp transition band is obtained at the price of a more nonlinear phase response in the passband, especially near the passband edge.

**Bessel filters:** They exhibit a maximally linear phase response or maximally flat group delay in the passband. However, Bessel filters can be plagued by their largest transition band.

Butterworth, Chebyshev, Cauer, and Bessel filters are synthesized with the focus on one primordial characteristic. In practice, they are often used directly, but their zero and pole placement can also be further optimized to simultaneously satisfy several characteristic specifications.

High-order filters that simulate the behavior of doubly resistively terminated \( LC \) networks are known to exhibit the minimum sensitivity to component variations, in contrast to cascade realizations based on first-order and
second-order (or biquadratic) filter structures. The frequency normalization, which corresponds to a frequency scale, should be taken into account in the determination of the nominal component values for the filter implementation. Because it is performed by dividing the variable, $s$, by the passband edge frequency, $\omega_p$, the normalized variable is then of the form, $s' = s/\omega_p$, and the normalized element values can be related to actual values ($R$, $C$, and $L$) of the filter components as follows

$$R' = \frac{R}{\tilde{R}}, \quad C' = \tilde{R}C\omega_p, \quad L' = \frac{L\omega_p}{\tilde{R}},$$  \hspace{1cm} (7.206)

where the normalizing resistance, $\tilde{R}$, is generally chosen to obtain well-suited and practical element values. The filter synthesis results in a circuit that should be analyzed to take into account the effect of real component imperfections and dynamic range on the overall performance.

### 7.4.1 First-order filter design

In general, the transfer function of a first-order filter section can be written as

$$H(s) = \frac{k_1 s + k_0}{s + \omega_c}.$$  \hspace{1cm} (7.207)

Table 7.1 presents the different types of first-order filters, which can be implemented using $g_m$-$C$ circuits. The transfer function coefficients are then determined by the ratios of component values.

<table>
<thead>
<tr>
<th>First-Order Filter Type</th>
<th>Transfer Function Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowpass filter</td>
<td>$k_1 = 0$</td>
</tr>
<tr>
<td>Highpass filter</td>
<td>$k_0 = 0$</td>
</tr>
<tr>
<td>Allpass filter</td>
<td>$k_1 = k, k_0 = -k \omega_c$</td>
</tr>
</tbody>
</table>

Applying Kirchhoff’s current law to the first-order filter depicted in Figure 7.69, it can be shown that

$$I_1 + I_2 = I'.$$  \hspace{1cm} (7.208)

Since $I_1 = g_{m1}V_i$ and $I_2 = -g_{m2}V_0$, we arrive at

$$g_{m1}V_i - g_{m2}V_0 = sCV_0.$$  \hspace{1cm} (7.209)
The transfer function can then be computed as
\[ H(s) = \frac{V_0(s)}{V_i(s)} = \frac{g_{m1}}{sC + g_{m2}}. \]  
(7.210)

We see that \( H(s) \) has a dc gain with the value, \( g_{m1}/g_{m2} \), and a single pole at \( -g_{m2}/C \). Equation (7.210) therefore characterizes a first-order lowpass filter.

Proceeding with the circuit of Figure 7.70, we find an output node equation of the form
\[ I_1 + I = I_2. \]  
(7.211)

In terms of the device parameters, this equation can be rewritten as
\[ sC_1(V_i - V_0) - g_mV_0 = sC_2V_0. \]  
(7.212)

The transfer function is then derived as
\[ H(s) = \frac{V_0(s)}{V_i(s)} = \frac{sC_1}{s(C_1 + C_2) + g_m}. \]  
(7.213)

In this case, a zero and a pole are located at 0 and \( -g_m/(C_1 + C_2) \), respectively. Because the dc gain is zero, and the gain at high frequencies is of the form, \( C_1/(C_1 + C_2) \), the circuit realizing \( H(s) \) is referred to as a first-order highpass filter.
FIGURE 7.71
$g_m$-C implementation of a first-order allpass filter.

The circuit shown in Figure 7.71 includes two transconductance amplifiers and a capacitor. The output node equation can be written as

$$I + I_1 + I_2 = 0$$  \hspace{1cm} (7.214)

or equivalently,

$$sC(V_i - V_0) + g_{m1}V_i - g_{m2}V_0 = 0.$$  \hspace{1cm} (7.215)

The transfer function is then given by

$$H(s) = \frac{V_0(s)}{V_i(s)} = \frac{sC - g_{m1}}{sC + g_{m2}}.$$  \hspace{1cm} (7.216)

Assuming that $g_{m1} = g_{m2} = g_m$, the magnitude of $H(s)$ is equal to unity for all frequencies, and a first-order allpass filter is realized. The function $H(s)$ exhibits a pole and a zero located symmetrically on either side of the $j\omega$ axis. Hence, the phase response is readily found to be

$$\theta(\omega) = \arctan \left( -\frac{\omega}{\omega_c} \right) - \arctan \left( \frac{\omega}{\omega_c} \right) = \pi - 2 \arctan \left( \frac{\omega}{\omega_c} \right),$$  \hspace{1cm} (7.217)

where $\omega_c = g_m/C$. Note that the phase is $\pi$ at $\omega = 0$, $\pi/2$ at $\omega = \omega_c$, and zero at high frequencies.

7.4.2 Biquadratic filter design methods

The design of a biquadratic or second-order filter can be based on signal-flow graphs (SFGs) or gyrators. In some cases, the resulting filter can retain the low sensitivity properties of a doubly terminated lossless network.

7.4.2.1 Signal-flow graph-based design

The SFG block diagram realizing a general biquadratic transfer function is shown in Figure 7.72. It consists of integrators and summing stages. Its trans-
The transfer function is given by
\[
H(s) = \frac{V_0(s)}{V_i(s)} = \frac{k_2 s^2 + k_1 s + k_0}{s^2 + \left(\frac{\omega_p}{Q}\right)s + \omega_p^2},
\] (7.218)
where \(\omega_p\) and \(Q\) denote the pole frequency and quality factor, respectively.

For the filter stability, the parameters \(\omega_p\) and \(Q\) should assume only positive values.

**FIGURE 7.72**
Signal-flow graph representation of a general biquadratic filter.

The transfer function of the \(g_m\)-C biquad circuit shown in Figure 7.73 [51] can be computed as
\[
H(s) = \frac{V_0(s)}{V_i(s)} = \frac{k_2 s^2 + k_1 s + k_0}{s^2 + \left(\frac{\omega_p}{Q}\right)s + \omega_p^2},
\] (7.219)
where
\[
k_0 = \frac{g_{m1}g_{m2}g_{m3}}{g_{m6}C_1C_2},
\] (7.220)
\[
k_1 = \frac{g_{m2}g_{m4}}{g_{m6}C_2},
\] (7.221)
\[
k_2 = \frac{g_{m5}}{g_{m6}},
\] (7.222)
\[
\omega_p = \frac{g_{m1}g_{m8}}{g_{m7}C_1},
\] (7.223)
and
\[
Q = \frac{g_{m6}C_2}{g_{m2}g_{m7}} \sqrt{\frac{g_{m1}g_{m8}}{g_{m7}C_1}}.
\] (7.224)

Different biquad types can be realized depending on the choice of the transfer
**FIGURE 7.73**
g\(_m\)-C implementation of a general biquadratic filter.

**TABLE 7.2**
Biquad Classification

<table>
<thead>
<tr>
<th>Biquad Type</th>
<th>Transfer Function Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowpass filter</td>
<td>( k_0 = k_0 = k_0 = 0 ) ( k_2 = 0 )</td>
</tr>
<tr>
<td>Highpass filter</td>
<td>( k_0 = k_1 = 0, k_2 = k )</td>
</tr>
<tr>
<td>Bandpass filter</td>
<td>( k_0 = k_2 = 0, k_1 = k(\omega_p/Q_p) )</td>
</tr>
<tr>
<td>Lowpass notch filter</td>
<td>( k_0 = k_0 = k_1 = 0, k_2 = k, \omega_z &gt; \omega_p )</td>
</tr>
<tr>
<td>Highpass notch filter</td>
<td>( k_0 = k_0 = k_1 = 0, k_2 = k, \omega_z &lt; \omega_p )</td>
</tr>
<tr>
<td>Symmetrical notch filter</td>
<td>( k_0 = k_0 = k_1 = 0, k_2 = k ) ( \omega_z = \omega_p )</td>
</tr>
<tr>
<td>Allpass filter</td>
<td>( k_0 = k_0 = k_1 = -k(\omega_p/Q), k_2 = k )</td>
</tr>
</tbody>
</table>

function coefficients (see Table 7.2).

- In the case of the second-order lowpass filter, the magnitude response is
maximum at the frequency where \( d|H(\omega)|/d\omega = 0 \). This frequency is given by

\[
\omega_0 = \omega_p \sqrt{1 - 1/(2Q^2)},
\] (7.225)

and the maximum gain is of the form

\[
H_{\text{max}} = |H(\omega_0)| = \frac{kQ}{\sqrt{1 - 1/(4Q^2)}}.
\] (7.226)

The dc gain is \( k \) and the gain decreases as \( 1/\omega^2 \) at high frequencies.

- Considering the highpass filter, the maximum gain is still given by Equation (7.226), but occurs at the frequency

\[
\omega_0 = \frac{\omega_p}{\sqrt{1 - 1/(2Q^2)}}.
\] (7.227)

The magnitude response increases as \( \omega^2 \) for low frequencies and the high-frequency gain is \( k \).

- For the bandpass filter, the \(-3 \) dB bandwidth is computed as the difference between the passband edge frequencies, that is,

\[
\text{BW} = \omega_2 - \omega_1 = \frac{\omega_p}{Q},
\] (7.228)

where \( \omega_p^2 = \omega_2 \omega_1 \). The maximum value of the magnitude response, which is equal to \( k \), occurs at the frequency \( \omega_p \). The increase and decrease in the magnitude response both follow a \( 1/\omega \) function.

- The notch filter exhibits a magnitude response with transmission zero at \( \omega = \omega_z \). For the lowpass and highpass notch filters, the maximum gain can be computed as \( H_{\text{max}} = |H(\omega_0)| \), where

\[
\omega_0 = \frac{\frac{\omega_z^2}{\omega_p^2} \left( 1 - \frac{1}{2Q^2} \right) - 1}{\sqrt{\frac{\omega_z^2}{\omega_p^2} + \frac{1}{2Q^2} - 1}}.
\] (7.229)

The dc gain and high-frequency gain are equal to \( k(\omega_z^2/\omega_p^2) \) and \( k \), respectively. In the case of the symmetrical notch filter, the \(-3 \) dB bandwidth is \( \omega_p/Q_p \), and the dc gain and high-frequency gain are equal to the same value, \( k \).

- The second-order allpass filter is characterized by a constant gain equal to \( k \), but its phase response changes from \( 0^\circ \) to \(-360^\circ \) and takes the value \(-180^\circ \) at \( \omega_p \).
7.4.2.2 Gyrator-based design

![Gyrator-based design](image)

**FIGURE 7.74**
(a) Second-order bandpass RLC prototype; (b) circuit diagram of a second-order bandpass filter based on a gyrator.

To achieve a low sensitivity to the variations of component values, \(g_m\)-C filters can be designed by simulating passive RLC prototypes. A second-order bandpass RLC prototype filter is shown in Figure 7.74(a). By replacing the inductor with the corresponding gyrator network, the circuit diagram of Figure 7.74(b) is derived. Using Kirchhoff's current law, we can obtain

\[
\frac{V_i - V_1}{R_i} = V_1 sC_1 + I_1, \tag{7.230}
\]

\[
I_2 + V_2 sC_2 = 0, \tag{7.231}
\]
where $V_1 = rI_2$ and $V_2 = -rI_1$. The system of Equations (7.230) and (7.231) can be solved either for a bandpass transfer function of the form

$$H_1(s) = \frac{V_1(s)}{V_i(s)} = \frac{s(r^2/R_i)C_2}{s^2r^2C_1C_2 + s(r^2/R_i)C_2 + 1} \quad (7.232)$$

or a lowpass transfer function given by

$$H_2(s) = \frac{V_2(s)}{V_i(s)} = -\frac{r/R_i}{s^2r^2C_1C_2 + s(r^2/R_i)C_2 + 1}. \quad (7.233)$$

The single-ended and differential $g_m$-$C$ implementations of the filter are shown in Figures 7.75 and 7.76, respectively. They realize the transfer functions $H_1$ and $H_2$ with $R_i = 1/g_{m_1} = 1/g_{m_2}$ and $r = 1/g_m$. In practice, it may be preferable to use only one filter output at a time because a resistive load at the node $V_1$ can affect the transfer function associated with the node $V_2$, and vice versa.

FIGURE 7.77
Circuit diagram of a second-order allpass network based on gyrators.

The circuit diagram of a second-order allpass network based on gyrators is shown in Figure 7.77. It is based on a nonreciprocal network, which cannot be directly derived from LC filter prototypes. The nodal equations can be written as

$$\frac{V_i - V_1}{R_i} = I_1 + (V_1 - V_2)sC_1 + (V_1 - V_0)sC_2 \quad (7.234)$$

$$(V_1 - V_2)sC_1 = I_2 + I_3 \quad (7.235)$$

$$(V_1 - V_0)sC_2 = I_4 + \frac{V_0}{R_0} \quad (7.236)$$

\footnote{A two-pair network described by the chain matrix $M$ is nonreciprocal if $\det(M) \neq \pm 1$. In the special case of LC networks, $\det(M) = 1$.}
where $I_1 = -V_2/r = -I_4$, $I_2 = V_1/r$, and $I_3 = -V_0/r$. Solving the system of Equations (7.234) through (7.236) gives

$$H(s) = \frac{V_0(s)}{V_i(s)} = \frac{s^2r^2C_1C_2 - srC_1 + 1}{s^2r^2C_1C_2 \left(1 + \frac{R_i}{R_0}\right) + sC_1 \left(R_i + \frac{r^2}{R_0}\right) + 1 + \frac{R_i}{R_0}},$$  \hspace{1cm} (7.237)

To realize a second-order allpass transfer function, it is required to set either $r = R_i$ or $r = R_0$. Hence,

$$H(s) = \frac{V_0(s)}{V_i(s)} = \frac{s^2 - s}{s^2 + s + 1} \frac{\frac{s}{\omega_0^2} + 1}{\frac{1}{k} + \frac{1}{\omega_0Q}},$$  \hspace{1cm} (7.238)

where

$$\frac{1}{k} = 1 + \frac{R_i}{R_0}, \quad \frac{1}{\omega_0^2} = r^2C_1C_2, \quad \text{and} \quad \frac{1}{\omega_0Q} = rC_1. \hspace{1cm} (7.239)$$

The differential implementation of the allpass filter is depicted in Figure 7.78. The gyrators and resistors are replaced by the corresponding $g_m$-C structures.

The design of high-order filters is generally achieved after the pole-zero pairing and gain assignment related to each low-order section obtained from the decomposition of the target transfer function. Once a suitable topology is found and the filter coefficient mapping is carried out, the scaling of the component values can be performed to obtain the desired dynamic range [53] and chip area. Remark that the distortion level at the filter output can be set under a prescribed value (e.g., 1% of the input signal magnitude) by biasing adequately the amplifiers.
7.4.3 Ladder filter design methods

High-order active filters can be derived either from LC ladder networks or using signal-flow graph techniques. The first approach consists of using various component-simulation methods, which can be based on gyrator elements or generalized immittance converters, to replace inductors (and sometimes resistors), while the second approach relies on simulating equations characterizing the operation of a lossless network prototype.

7.4.3.1 LC ladder network-based design

Active filters derived from LC ladder networks should feature a lower sensitivity to component variations in the passband in comparison to the cascade of low-order structures. The LC ladder shown in Figure 7.79 realizes a third-order lowpass elliptic filter. It can be described by

\[ V_1 = \frac{1}{s(C_1^* + C_2^*)} \left( sC_2^* V_0 - I_{L2} + \frac{V_i - V_i}{R_i} \right) \]  
\[ I_{L2} = \frac{V_1 - V_0}{sL_2} \]  
\[ V_0 = \frac{1}{s(C_2^* + C_3^*)} \left( sC_2^* V_1 + I_{L2} - \frac{V_0}{R_0} \right). \]

Let \( R_i = R_0 = R, \) \( C_1^* = C_3^* = C^* \), and \( \hat{s} = s/\omega_c \), where \( \omega_c \) is the cutoff frequency. The normalized transfer function of the LC filter of Figure 7.79 can be written as

\[ H(\hat{s}) = \frac{V_0(\hat{s})}{V_i(\hat{s})} = k \frac{\hat{s}^2 + \alpha}{(\hat{s} + \beta)(\hat{s}^2 + \beta_1 \hat{s} + \beta_2)}. \]
where

\[
\begin{align*}
k &= \frac{C^*_2}{RC^*(C^* + 2C^*_2)} \\
\alpha &= \frac{1}{L_2C^*_2} \\
\beta &= \frac{1}{RC^*} \\
\beta_1 &= \frac{1}{R(C^* + 2C^*_2)} \\
\beta_2 &= \frac{2}{L_2(C^* + 2C^*_2)}
\end{align*}
\]

and the resistor \( R \) can be chosen equal to one due to the impedance-level normalization.

\[
\begin{align*}
V_i - V_1 &= V_1sC_1 + (V_1 - V_0)sC_2 + I_1, \\
(V_1 - V - 0)sC_2 &= V_0sC_3 + \frac{V_0}{R_0} + I_3, \\
V_2sC_L + I_2 + I'_2 &= 0,
\end{align*}
\]

where \( V_1 = rI_2, V_2 = -rI_1 = rI_3, \) and \( V_2 = -rI'_2 \). To proceed further, it can be assumed that \( C_1 = C_3 = C \) and \( R_i = R_0 = R \). Solving the system of Equations (7.249) through (7.251) for the output-input voltage transfer.
function gives

\[ H(s) = \frac{V_0(s)}{V_i(s)} = \frac{C_2}{RC(C+2C_L)} \left( s + \frac{1}{RC} \right) \left[ s^2 + \frac{s}{R(C+2C_L)} + \frac{2}{R^2C_2C_L(C+2C_L)} \right]. \]

(7.252)

Comparing Equations (7.243) and (7.252), the component values for a single-ended implementation are of the form \( C = C^*/R\omega_c \), \( C_2 = C_2^*/r\omega_c \), and \( C_L = L_2/r\omega_c \).

\[ \begin{align*}
C_1 &= C_3 = C, \\
gm_1 &= g_m3 = g_m6 = 2g_m, \text{ and } g_m2 = g_m4 = g_m5 = g_m7 = g_m.
\end{align*} \]

The resistor \( R \) of LC network and the resistor \( r \) are implemented by transconductors. Their values are of the form, \( 1/g_m \). Due to the inherent two-times increase of the dynamic range in the differential configuration, the sizes of the circuit components can be scaled by a factor of \( 1/2 \) and are then

---

**FIGURE 7.81**
Differential circuit of the third-order elliptic lowpass filter based on gyrators.

**FIGURE 7.82**
Differential implementation of the third-order elliptic lowpass filter based on gyrators.
given by \( C_j = g_m C_j^* / 2\omega_c, j = 1, 3, \) \( C_2 = g_m C_2^* / 2\omega_c, \) and \( C_L = g_m L_2^* / 2\omega_c. \) The resulting transfer function of the \( g_m \)-C filter reads

\[
H(\hat{s}) = \frac{V_0(\hat{s})}{V_1(\hat{s})} = K \frac{\hat{s}^2 + a}{(\hat{s} + b)(\hat{s} + b_1 \hat{s} + b_2)}, \tag{7.253}
\]

where

\[
K = \frac{2g_m C_2}{C(C + 2C_2)}, \tag{7.254}
\]

\[
a = \frac{g_m^2}{C_L C^*}, \tag{7.255}
\]

\[
b = \frac{g_m}{C}, \tag{7.256}
\]

\[
b_1 = \frac{g_m}{C + 2C_2}, \tag{7.257}
\]

and

\[
b_2 = \frac{2g_m^2}{C_L (C + 2C_2)}. \tag{7.258}
\]

The filter gain and cutoff frequency are determined by the values of transconductors and capacitors. However, an automatic tuning is generally required to control the transconductance fluctuations due to fabrication tolerance and temperature variations, and the filter parameters are preferably made programmable using capacitor arrays.

### 7.4.3.2 Signal-flow graph-based design

Another approach to design continuous-time ladder filters is based on the signal-flow graph (SFG) representation of nodal equations of an LC network. The passive filter structure is decomposed into integrator and gain stages, which can then be realized using circuits of a given type (active RC, MOSFET-C, \( g_m \)-C, etc.). The number of amplifiers is expected to be at least equal to the order of the filter to be designed.

The SFG, as shown in Figure 7.83, is derived from the LC network of Figure 7.79. The circuit diagram shown in Figure 7.84, where \( C_X = C_1 + C_2 \) and \( C_Z = C_2 + C_3, \) is then obtained using RC circuits. It consists essentially of inverting and noninverting integrators. The filter gain of active RC filter can be actually set to \( k \) times the one of the LC network provided \( R_X = R_i / k, \) where \( k \) is a real number. The values of the elements connected to the noninverting integrator are multiplied by a factor \( R, \) and the value of the feedback capacitor is actually \( C_Y = L_2 / R^2. \) The circuit diagram of the \( g_m \)-C filter is depicted in Figure 7.85. Due to the absence of a summing node in \( g_m \)-C integrators, the number of active components is reduced using amplifiers with
two differential inputs. Here, the resistors simulated by transconductors assume the value $1/g_m$, where $g_m$ is the amplifier transconductance, and the value of the capacitor related to the inductor, $L_2$, of the passive network is $C_3 = L_2 g_m^2$. The compensation of the 6-dB loss, which is proper to LC networks, is achieved by sizing the input transconductor to exhibit the value $2g_m$, while the transconductance of the remaining amplifiers is $g_m$.

Filter structures can also be derived from SFGs, which are not directly related to LC prototypes. This approach is suitable for the design of high-order allpass filters [48,54]. Let us consider the transfer function of an allpass filter given by

$$T(s) = \pm k \frac{D(-s)}{D(s)}, \quad (7.259)$$

where $k$ is the desired constant gain and $D(s)$ is the transfer function denom-
FIGURE 7.85
$g_m$-C implementation of the third-order elliptic lowpass filter based on the SFG technique.

Assuming that $D(s) = 1 + Y(s)$ and $D(-s) = 1 - Y(s)$, we obtain

$$T(s) = \pm \left[ k - \frac{2k}{1 + Y(s)} \right], \quad (7.260)$$

where $Y(s)$ is the admittance function. It can then be found that

$$Y(s) = \begin{cases} 
  D(s) - D(-s), & \text{if } N \text{ is odd} \\
  D(s) + D(-s), & \text{if } N \text{ is even}, 
\end{cases} \quad (7.261)$$

where $D(s)$ is a Hurwitz polynomial. To proceed further, the function $Y(s)$ is expanded as continued fractions. That is,

$$Y(s) = \frac{1}{\alpha_1 s + \frac{1}{\alpha_2 s + \frac{1}{\alpha_3 s + \cdots + \frac{1}{\alpha_N s}}}}. \quad (7.262)$$

The SFG that realizes Equations (7.260) and (7.262) is depicted in Figure 7.86(a). Its $g_m$-C implementation is shown Figure 7.86(b), where the capacitor values are of the form

$$C_k = \frac{1}{\alpha_k} \quad k = 1, 2, 3, \cdots, N. \quad (7.263)$$

Table 7.3 gives the capacitor values provided by the synthesis of allpass filters
(a) Signal-flow graph-based allpass filter; (b) $g_m$-$C$ implementation of the allpass filter.

**TABLE 7.3**
Allpass Filter Design Equations for $N = 2$ and 3 $(a > c/b)$

<table>
<thead>
<tr>
<th>Transfer Function</th>
<th>Capacitor Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T(s) = \frac{1 - as + bs^2}{1 + as + bs^2}$</td>
<td>$C_1 = a/b$; $C_2 = 1/a$.</td>
</tr>
<tr>
<td>$T(s) = \frac{1 - as + bs^2 - cs^3}{1 + as + bs^2 + cs^3}$</td>
<td>$C_1 = b/c$; $C_2 = \frac{a-c}{b^2}$; $C_3 = \frac{1}{a-c/b}$.</td>
</tr>
</tbody>
</table>

with $N = 2$ and 3. Note that another circuit topology can be derived by decomposing $Y(s)$ into partial fractions. In any case, the resulting allpass filter can be realized such that its amplitude response remains insensitive to vari-
ations of some component values. This low-sensitivity property is especially useful in high-Q applications.

By scaling the component values of continuous-time filters conceived by one of the above design methods, the dynamic performance can be improved and the component values are set to practical IC sizes. The signal dynamic range is limited by the noise and saturation level of the amplifiers. The scaling relies on the fact that the transfer function from the filter input to the output of an amplifier will remain unchanged if the components in its forward and feedback paths are appropriately multiplied or divided by a given factor. The scaling generally ensures that the output signals of the amplifiers saturate at the same level of the input signal. The scaling factor can be made equal to either a constant or \( \frac{V_{0,j,\text{max}}}{V_{\text{0,\text{max}}}} \), where \( V_{0,j,\text{max}} \) and \( V_{\text{0,\text{max}}} \) denote the maximum output voltage of the \( j \)-th amplifier and the filter, respectively.

### 7.5 Design considerations for continuous-time filters

The responses of continuous-time (CT) filters are determined by the values of the capacitors, \( C \), resistors, \( R \), and transconductors, \( g_m \). Due to factors such as fabrication tolerances, temperature variation, and aging, time constants (RC products or \( g_m/C \) ratios) can drift to about 10 to 50% from their nominal values. As a consequence, the electrical characteristics of the filters do not meet the design specifications.

#### 7.5.1 Automatic on-chip tuning of continuous-time filters

The tasks of signal processing generally encountered in the front-end section of a signal processor, namely, amplification of the desired channel to the full scale of the analog-to-digital converter, automatic gain control, and filtering to remove the interference of the adjacent channels are preferably implemented using CT circuits. An analog equalizer for read channel in magnetic recording, for instance, operates at the given data rate using lower area and power than that required by an equivalent digital structure.

In a cellular phone system, the channels can be spaced at 25-kHz intervals, and each channel needs a bandwidth of 21 kHz. The desired channel can be selected by a bandpass filter whose passband is one channel wide, only if the center frequency accuracy is strictly less than 4 kHz. For a center frequency fixed at 450 kHz, this corresponds to a precision requirement better than 0.8% (that is, 4 kHz/450 kHz). The specifications of a bandpass filter required for channel selection in communication systems are illustrated in Figure 7.87, where the parameters can be specified as follows: \( f_0 = 450 \text{ kHz} \), \( 2f_p = 21 \text{ kHz} \), and \( \triangle f = 25 \text{ kHz} \).
Sigma-delta (ΣΔ) modulators using a CT filter have the advantage of sampling the signals at higher frequencies than the ones based on discrete-time circuits. They are then suitable for the design of wireless receivers operating at the intermediate frequency. However, the noise transfer function of CT modulators can effectively suppress the quantization noise at the desired frequency only if the pole locations of the loop filter are accurately defined. Digitizing a 200-kHz band at 70 MHz, for instance, would require a center frequency precision better than 200 kHz/70 MHz, or equivalently about 0.3%.

The solution that is generally adopted is to design CT filters with an associated automatic tuning scheme, as shown in Figure 7.88 [55, 56]. Note that the reference signal (REF) provided by a crystal oscillator is connected to the frequency-tuning master only when this latter is a voltage-controlled filter. Here, the tuning scheme is based on the master-slave technique. It consists of four major blocks: the main filter or slave, master, frequency control, and Q control circuits. The input signal is processed and filtered by the slave. The frequency-tuning master can be either a voltage-controlled oscillator (VCO) [31, 57] or a voltage-controlled filter (VCF) [58–60] and it models the slave’s behavior that is essential for the tuning. The control circuits sense the master output signal and compare it to the one supplied by the reference source. The master is tuned until these two quantities are similar. The correction signals generated by the control circuits and used for this operation are

**FIGURE 7.87**
Bandpass filter specifications required for channel selection in communication systems.

**FIGURE 7.88**
Block diagram of the master-slave tuning scheme.
simultaneously applied to the master and to the slave, which is then indirectly tuned.

The tuning circuit can principally be divided into two parts: the frequency and Q-tuning system. Generally, the automatic tuning of CT filters consists of locking the filter’s response to an external and accurate reference. Next, various implementations of on-chip tuning approaches will be reviewed and the errors and performance limitations due to nonideal effects will also be discussed.

### 7.5.2 Nonideal integrator

Integrators are the principal building block of fully integrated filters. It can then be expected that the integrator nonidealities will affect the overall filter performance. Figure 7.89 shows the ideal and real frequency responses of an integrator. Ideally, an integrator has a pole at the origin and a phase shift of $-\pi/2$ at all frequencies. It is described by the transfer function $T_i(s) = -\omega_u/s$, where $\omega_u$ is the unity-gain frequency. However, due to the parasitic effects in real amplifiers, the frequency response exhibits further deviations for frequencies greater than $\omega_u$. Therefore, an integrator model, which takes into account the second-order effects of additional poles, is characterized by the following transfer function,

$$T_r(s) = \frac{A_0}{\left(1 + \frac{s}{\omega_1}\right)\left(1 + \frac{s}{\omega_2}\right)}$$

(7.264)

where $A_0$ is the finite dc gain, and $\omega_1 = \omega_u/A_0$ and $\omega_2$ denote the dominant and nondominant poles, respectively. It is assumed that $\omega_1 \ll \omega_u \ll \omega_2$. As
depicted in Figure 7.89, the phase response decreases to values below $-\pi/2$ for higher frequencies, and $\phi_e$ denotes the phase error at the unity-gain frequency. This can also be confirmed by analyzing the phase variations of the function $T_r$ given by\(^2\)

\[
\phi(\omega) = -\frac{\pi}{2} + \Delta \phi(\omega),
\]

(7.265)

where $\Delta \phi(\omega) = \arctan(\omega_1/\omega) - \arctan(\omega/\omega_2)$. Low dc gains and parasitic poles result respectively in leading and lagging phase errors. The phase tolerance in worst cases depends on the specifications (quality factor, pole frequency, etc.) of the filter to be designed.

7.6 Frequency-control systems

Frequency-control systems can be implemented using the phase-locked-loop-based technique or charge comparison-based technique.

7.6.1 Phase-locked-loop-based technique

7.6.1.1 Operation principle

The frequency-control system, as depicted in Figure 7.90, where $V_f$ is the frequency tuning signal, includes a master and a phase detector. Here, the variable of interest is the phase of the filter transfer function.

FIGURE 7.90
Frequency tuning scheme based on the phase-locked loop principle.

The entire system will operate like a phase-locked loop when the master is a VCO. This latter attempts to produce a signal that tracks the phase of the reference signal. The phase detector can consist of an analog multiplier or an exclusive OR (XOR) gate driven by a pair of comparators, followed by a loop filter (or an integrator). It measures the phase difference between the

\(^2\)Note that $\arctan(1/x) = -\arctan(x) + [\pi \text{sgn}(x)]/2$, provided $x \neq 0$ and $\arctan(-x) = -\arctan(x)$. 
above two waveforms and produces the control signal that drives the VCO and changes its oscillation frequency in order to reduce the phase error. Because the integrators in the slave are identical to those of the VCO and are tuned by the same voltage, the frequency response of the slave is also made accurate and stable.

Another alternative consists of using a master with a VCF structure. In this case, the reference signal is also applied to the master (dashed line). Because the filter phase characteristic is monotonic, it is appropriate for the determination of the resonance frequency location with respect to the reference frequency. The phase difference between the VCF output and an accurate external clock signal is used to generate a tuning signal that alters the resonance frequency of the VCF until it equals the reference frequency.

7.6.1.2 Architecture of the master: VCO or VCF

For efficient tuning, the master should be able to model the pertinent filter characteristic. It can be realized by either a VCO or a VCF including the basic building blocks of the filter.

• VCO

A tuning scheme based on a VCO operates as a phase-locked loop. The roll-off frequency of the filter is then controlled by locking the frequency of the VCO output to the one of a reference signal. Specifically, in the case where the slave is obtained by an interconnection of biquads, the VCO can have the structure of a second-order section, the poles of which are always on the imaginary axis. The $Q$ factor of the VCO is then infinite and harmonic oscillations can occur. In order to control the amplitude of the oscillations, nonlinear circuit components must be included in the VCO structure. This introduces extra parasitic components at the nodes where these components are connected and can significantly deteriorate the required matching, especially at high frequencies.

• VCF

A biquadratic filter with a center frequency that can be controlled by a voltage is commonly used as the VCF. Its topology must be similar to the one of the slave. The tuning operation essentially exploits the output phase characteristics of the VCF. Because the control voltage supplied by the phase detector changes the filter’s pole frequency rather than the phase angle, as is in the case of a VCO master, any offset in the detection stage will result in a frequency tuning error. In order to give a relevant relative phase estimation between the input and output signals, the VCF requires a reference signal with low harmonic content, for example, a sinusoid. Therefore, a square wave cannot be used for this purpose. It should be noted that the $Q$-factor of the VCF must be high enough to provide a sufficient tuning sensitivity. For a master
center frequency of a few megahertz, a $Q$-value on the order of 10 can meet
the requirement. Furthermore, accurate tuning will be achieved only if the dc
offsets in the loop and the nonidealities of the phase detector are reduced.

7.6.1.3 Phase detector

A phase detector can be constructed around an analog multiplier or an XOR
gate.

• In the first case, let $v_{REF}(t) = V_r \sin(\omega_i t)$ and $v_m(t) = V_m \cos(\omega_i t - \phi)$ be
the reference and the master output signals, respectively. The voltage at the
output of the analog multiplier shown in Figure 7.91 can be written as

$$v_x(t) = \frac{1}{2} k_x V_r V_m [\sin(\phi) + \sin(2\omega_i t - \phi)], \quad (7.266)$$

where $k_x$ is the multiplier gain. Assuming that the high-frequency part of this

![FIGURE 7.91](image)

Block diagram of an analog multiplier-based phase detector.

signal is suppressed by the lowpass filter (LPF), the phase detector output
signal is given by

$$V_p = k_p \sin(\phi), \quad (7.267)$$

where $k_p = k_x H(0) V_r V_m / 2$ is a constant and $H(0)$ is the LPF dc gain.

• In the second case, two comparators are needed to transform the reference
and master output signals ($v_{REF}$ and $v_m$) into square waveforms with a 50%
duty cycle. The output voltage, $v_x$, of the XOR gate, as shown in Figure 7.92,
is high whenever both input signals are different. It is processed by the LPF,

![FIGURE 7.92](image)

(a) Block diagram of a phase detector based on XOR gate; (b) input and
output waveforms of the XOR gate.
and the average voltage at the output of the phase detector can be expressed as

$$V_p = k \phi \phi,$$  \hspace{1cm} (7.268)

where $0 < \phi < \pi$, $k \phi = H(0)V_{DD}/\pi$ is the gain of the phase detector, and $V_{DD}$ is the supply voltage.

Note that the value of the phase detector gain, $k \phi = \partial V_p/\partial \phi$, must be large enough to make the capture and lock ranges insensitive to the amplitudes of the reference and master output signals.

7.6.1.4 Implementation issues

The initial lock of the PLL can be obtained over a frequency range, $\Delta f_c$, which is the capture range of the loop. Once the PLL is locked to the reference signal, the frequency range in which the frequency variations of the reference signal due to change in the operating conditions can still be tracked is called the lock range, $\Delta f_l$. Generally, $\Delta f_c$ is smaller than $\Delta f_l$ and is determined by the cutoff frequency of the LPF. Because the PLL can lock to any harmonic of the reference frequency that can pass through the loop, the cutoff frequency of the LPF must be set just below the second harmonic of the lowest frequency to be tracked. The lock range is related to the PLL dynamic behavior.

The capture and lock ranges of the PLL can be investigated using circuit simulators. This method is advantageous particularly when the macromodels used for the simulation include the different parasitic components and bias-dependent parameters [61], which can affect the tuning and the high-frequency behavior of the filter. Figure 7.93 shows the plots of the tuning voltage versus the frequency. As evidenced by the arrows in these illustrations, the simulation

![Figure 7.93](image-url)

**FIGURE 7.93**
Lock range, $\Delta f_l$, and capture range, $\Delta f_c$, of the PLL tuning scheme.
of the capture range is done with the assumption that the PLL is initially in its locked state, in contrast to the one of the lock range.

### 7.6.2 Charge comparison-based technique

The effect of process variations on the resonant frequency of a $g_m$-C filter can be compensated for using the tuning scheme shown in Figure 7.94. It is based on the charge balancing principle as proposed in [32, 62] and consists of a charge comparator (CC) and an LPF. The dc value of the CC output voltage is extracted by the LPF and used to control the $g_m$ value of transconductors. The tuning performance is primarily determined by the characteristics of the CC, which can be implemented by the following two circuit architectures.

![Figure 7.94](image)

**Figure 7.94**
Frequency tuning loop based on charge comparison.

Consider the circuit diagram shown in Figure 7.95. During the first clock phase, the capacitor $C$ is charged to the voltage $V_I$, which is dependent on the input dc current $I_{REF}$ ($V_I = I_{REF}/g_m$). The difference between the charges produced by the emptying of $C$ and the dc current $NI_{REF}$ is transferred onto the feedback capacitor $C_F$ during the second clock phase. Consequently,

$$\Delta q_{CF} = TNI_{REF} - CV_I, \quad (7.269)$$

where $T$ is the period of the clock signal and $N$ is the ratio of dc current sources. At the steady state, the average output voltage of the CC is constant. This means that there is no charge variation from the actual clock phase to the next one, and

$$\frac{g_m}{C} = \frac{f_c}{N}, \quad (7.270)$$

where $f_c = 1/T$ is the clock frequency.

An alternative circuit diagram for the comparator is shown in Figure 7.96 [64]. Here, a reference voltage is connected to a transconductor and a switched-capacitor branch with an indirect path. The total charge transferred onto $C_F$ can be expressed as

$$\Delta q_{CF} = Tg_mV_{REF} - CV_{REF}, \quad (7.271)$$
With the same assumption, as previously at the steady state, the next tuning condition is met, that is,

$$\frac{g_m}{C} = f_c.$$  \hspace{1cm} (7.272)

The tuning accuracy of the frequency is influenced by the level of matching of the $g_m/C$ ratios achievable between the slave and the tuning circuits and the precision of the tuning circuit itself. It may be necessary to model the parasitic capacitors of the main filter and include their effects in the charge comparator capacitor $C$. In order to reduce the error due to the tuning loop, the offset voltages of the transconductor and the amplifier of the charge comparator must be low, and a reference signal with a sufficiently high magnitude is advisable.
7.7 Quality-factor and bandwidth control systems

Quality-factor and bandwidth control systems can be realized using the magnitude-locked-loop-based technique or envelope detection based technique.

7.7.1 Magnitude-locked-loop-based technique

The errors of the pole quality factor, $Q$, which is sensitive to parasitic components at high frequencies, can be reduced by the tuning scheme shown in Figure 7.97. This tuning scheme is based on a magnitude-locked loop and is a suitable method to automatically control the shape of the transfer function. Generally, the master has a biquadratic transfer function, whose magnitude is proportional to $Q$ at the oscillation (or center) frequency. The amplitude of the reference signal is estimated by the peak detector. It is amplified by a gain factor $Q$ and then compared to the detected amplitude of the master output voltage. This results in a signal that is used to tune the master and slave until these two quantities are equal.

![FIGURE 7.97](image)

Magnitude-locked loop for Q tuning.

An implementation of the peak detector is shown in Figure 7.98. The input voltage is first fully rectified and then lowpass filtered to generate a signal, which is related to the amplitude of the input signal. Note that the switches can be implemented using CMOS analog gates.

The VCF, the output signal of which exhibits a reduced harmonic distortion in comparison to the one of the VCO, is preferred for the master implementation. Furthermore, the $Q$ tuning seems to work appropriately for biquadratic sections and filter with cascade topology, but it may not be useful for high-order ladder filters.

In order to reduce the errors that can be introduced by the poor high-
FIGURE 7.98
Circuit diagram of a peak detector.

frequency behavior of the peak detector and the offset voltage of the comparator, the alternative scheme [65] shown in Figure 7.99 can be adopted. Its

FIGURE 7.99
Magnitude-locked loop for $Q$ tuning based on an adaptive technique.

operation is based on an adaptive algorithm of the least-mean square type. The $Q$-control signal, $V_Q$, is updated according to the following equation

$$
\frac{dV_Q(t)}{dt} = \mu[V_{REF}(t) - V_0(t)]V_0(t), \quad (7.273)
$$

where $V_{REF}$ is the reference signal that has a frequency equal to the center frequency of the filter, and $V_0$ is the output voltage of the master (bandpass filter). The least-mean square (LMS) algorithm will try to minimize the error signal, $V_{REF} - V_0$. Ideally, $V_{REF}$ is equal to $V_0$ after the tuning because the phase shift of $V_0$ is zero at the center frequency.

7.7.2 Envelope detection-based technique

The bandwidth of a CT filter can be controlled using the tuning architecture shown in Figure 7.101. The tuning circuit, which is based on the envelope
Continuous-Time Circuits

A detection technique, is composed of a first-order LPF, a tunable biquadratic filter, two envelope detectors, and a one-phase integrator followed by a sample-and-hold (S/H) circuit [62]. The circuit diagram of the envelope detector is shown in Figure 7.102(a). The input amplifiers followed by current mirrors \( T_1 - T_4 \) can be modeled by a transconductance \( g_m \), as shown in Figure 7.102(b). During the signal detection, the capacitor \( C_d \) is charged according to the following equation,

\[
C_d \frac{dV_0}{dt} = I_d - g_m V,
\]

where \( V = V_0 - V_i \). The range of detection is limited to the negative transitions of the signal due to the unidirectional characteristic of the current mirror. For positive transitions, \( g_m \) is reduced to zero and the output voltage increases linearly with a constant slope of value \( I_d/C_d \).

**FIGURE 7.100**
Circuit diagram of rectifiers (\( V_i^- = -V_i^+ \)).

An envelope detector can also be implemented using a full-wave rectifier followed by a lowpass RC filter. Figure 7.100(a) shows the circuit diagram of a rectifier [60]. Due to the high gain of the amplifier, the voltage at the inverting and noninverting nodes should be made equal. This is achieved when a rectified version of the input signal is reproduced at the gate of \( T_3 \) or output. The rectifier shown in Figure 7.100(b) [63] is based on a comparator. Each of the transistors \( T_1 \) and \( T_2 \), which operate as a switch, is closed or open according to the input signal polarity.

An implementation of the integrator section is shown in Figure 7.103. The transconductor is connected either to the ground or to the amplifier inputs during the first and second clock phases, respectively. The charge stored on the amplifier feedback capacitor is transferred onto the hold capacitor, \( C_h \), when there is no signal injected into the amplifier input nodes.

The detection of signal envelopes is carried out in the time domain. Assuming that the output voltage of the filter is initially set to zero, the step
FIGURE 7.101
Bandwidth tuning loop based on envelope detection.

FIGURE 7.102
(a) Circuit diagram and (b) equivalent model of an envelope detector.

FIGURE 7.103
Circuit diagram of a one-phase integrator including the sample-and-hold function.

response can be computed as

\[ v_0(t) = \mathcal{L}^{-1} \left\{ \frac{H(s)}{s} \right\} \]

(7.275)

\[ = \int_0^t h(\tau) \, d\tau, \]

(7.276)
where $L^{-1}$ denotes the inverse Laplace transform, and $H(s)$ and $h(t)$ are the transfer function and the impulse response of the filter, respectively. For a first-order LPF with a unity dc gain, this results in

$$v_{01}(t) = E[1 - \exp(-\omega_c t)], \quad (7.277)$$

where $\omega_c$ and $E$ are the $-3$ dB cutoff frequency and the amplitude of the input step voltage, respectively. In the case of the second-order LPF, the next output voltage can be written as

$$v_{02}(t) = E[1 - h(t)]. \quad (7.278)$$

Note that the filter dc gain and the initial conditions on the voltage are one and zero, respectively. The filter impulse response, $h$, is given by

$$h(t) = \frac{1}{\sqrt{1 - \frac{1}{4Q^2}}} \exp \left( -\frac{BW}{2} t \right) \cos \left( \sqrt{1 - \frac{1}{4Q^2}} \omega_0 t - \phi \right) \quad (7.279)$$

and

$$\phi = \arctan \frac{1/2Q}{\sqrt{1 - \frac{1}{4Q^2}}}, \quad (7.280)$$

where $BW = \omega_0/Q$ is an approximation of the LPF bandwidth, which is related to the center frequency, $\omega_0$, and the Q-pole factor. This latter must be larger than 1/2. For high $Q$, the only difference between the above step responses is the harmonic term that appears in the expression of $h$. Therefore, the envelopes measured by both detectors will have similar shapes if $\omega_c$ takes the value $BW/2$. The input signal $V_E$ is a train of pulse with the amplitude $E$. In its positive transition, the detected signal at the output of the first-order and second-order LPFs correspond to an exponential charging response, whose final value is $E$ and an exponential decay from $2E$ to $E$, respectively. For this reason, and because $V_E$ is a pulse train, the second clock phase of the integrator used in the tuning loop is synchronized with the negative transition of $V_E$, which is the beginning of the time period where the signal envelopes can be successfully compared (see Figure 7.104). In this approach, some practical problems can limit the tuning accuracy: the level of the residual offset voltage in the transconductor required for the comparison of the filter envelopes and the precision of the envelope detectors.

7.8 Practical design considerations

Let us assume that the main filter in the master-slave tuning scheme (see Figure 7.88) is based on a biquadratic filter section with the following bandpass
FIGURE 7.104
Plot of the transient responses (outputs $v_{01}(t)$ and $v_{02}(t)$) for $\omega_c = BW/2$.

The transfer function,

$$T(s) = k \frac{\omega_0 s}{s^2 + \left(\frac{\omega_0}{Q}\right)s + \omega_0^2}, \quad (7.281)$$

where $k$ is a gain factor, $\omega_0$ denotes the center frequency, and $Q$ is the quality factor. The phase difference between the reference and the filter output signal, $\phi$, is required in the frequency-tuning loop while the magnitude of the filter output signal, $M$, is needed in the $Q$-tuning circuit. Assuming that the input signal of the filter is at the same frequency than the reference signal, that is, $s = j\omega_r$, we have

$$\phi(\omega_o, Q) = \arg[T(s)] = \frac{\pi}{2} - \arctan \left( \frac{1}{Q \omega_o} \right), \quad (7.282)$$

$$M(\omega_o, Q) = |T(s)| = k \frac{Q \omega_r}{\omega_o} \frac{\omega_r}{\omega_o} \sqrt{\left(1 - \frac{\omega_r^2}{\omega_o^2}\right)^2 + \left(\frac{1}{Q}\right)^2}, \quad (7.283)$$

where $\omega_r$ is the frequency of the reference signal. The coupled nature of the above parameters appears in Figures 7.105 and 7.106, where the phase and magnitude surfaces are drawn. For a high $Q$ factor, a small error in the pole frequency can result in a low output voltage, which directly translates to an inappropriate increase in the filter quality factor by the $Q$-tuning loop.
Ideally, the loops can be considered independent if

\[
\frac{\partial \phi(\omega_0, Q)}{\partial Q} = 0, \quad (7.284)
\]

\[
\frac{\partial M(\omega_0, Q)}{\partial \omega_0} = 0. \quad (7.285)
\]

The next approaches that can be used to this end consist basically of making
quasi-independent the two tuning loops. In the first solution, the Q-loop is designed to be much slower than the frequency loop. As a result, the loop interaction, which may lead to instability, is reduced. The second one consists of using oscillator [66] or filter structures [67] with a reduced coupling of magnitude and frequency parameters.

For the choice of the reference signal frequency, a trade-off must be made between the achievable level of the master-slave matching and the amount of reference signal feedthrough that can still be coupled to the output signal of the slave. When the reference signal is at the passband edge, that is, very close to the unity-gain frequency of the integrators in the slave, a best matching will be observed. But, this selection also results in a worst immunity to the reference signal feedthrough. On the contrary, the feedthrough will be minimum for a reference signal frequency located in the stop band due to the high attenuation of the filter, and the matching will be very poor.

7.9 Other tuning strategies

In applications where the limitations of a master-slave architecture become critical, alternative tuning strategies (tuning scheme using an external resistor, self-tuned filters) can be adopted. They exhibit the advantage of providing a tuning performance independent of the filter topology.

7.9.1 Tuning scheme using an external resistor

![Circuit diagram of a differential transconductor with the common-mode circuit.](image)

**FIGURE 7.107**

Circuit diagram of a differential transconductor with the common-mode circuit.
The transconductance can be set in $g_m$-C filters by locking the filter amplifiers to an external reference resistor [70, 71]. An example CMOS transconductor is shown in Figure 7.107; $V_B$ is the bias voltage and $V'_C$ is the internal control voltage used for the automatic tuning. This latter is supplied by the circuit shown in Figure 7.108. Here, a known voltage, $V_{REF}$, and a known current, $I$, are applied to a replica input stage of the transconductor ($T_1 - T_4$) in a feedback loop and the transconductance is then defined as the ratio of the above current and voltage. The output current, $I$, of the transconductor is related to the external control voltage, $V_C$, and the value of the transconductance is given by

$$g_m = \frac{I}{V_{REF}} = \frac{1}{R_{ext}} \times \frac{V_C}{V_{REF}}. \quad (7.286)$$

This tuning scheme can then be used to improve the accuracy of the transconductance provided that the temperature coefficients of the resistor, $R_{ext}$, and capacitors are sufficiently small.

### 7.9.2 Self-tuned filter

Generally, the matching between the master and slave is limited by the variations of the device characteristics. As a result, some percentage of uncertainty (1 to 2%) with respect to the filter parameters remains after the tuning. An improvement can be observed by increasing the device size. But this leads to higher power consumption.

A tuning scheme [68, 69], the performance of which is not related to the matching accuracy, is shown in Figure 7.109. The filter is first tuned and then connected to the signal path. During the tuning process, the filter is
coupled to the step-signal generator and is unavailable for the processing of the signal of interest. By comparing the square wave version of the filter output provided the inverter buffer and a reference signal, the phase and frequency detector (PFD) can generate either an Up signal or a Down signal used to drive the counter. The control circuit receives the adjustment signal and initiates the filter tuning, which is achieved via the N-bit digital-to-analog converter (DAC).

**FIGURE 7.109**
Block diagram of a self-tuned filter.

Here, an input step response is applied to the filter; its ringing frequency is measured and tuned to the design value. For a second-order bandpass filter with the transfer function \( T(s) \) (see Equation (7.281)), the step response is given by

\[
s(t) = \mathcal{L}^{-1}\left\{ \frac{H(s)}{s} \right\} = \frac{k}{Q} \exp\left( -\frac{\omega_0 t}{2Q} \right) \sin\left( \omega_0 \sqrt{1 - \frac{1}{4Q^2}} t \right) u(t), \quad (7.287)
\]

where \( k \) is the filter gain, \( u(t) \) is the unit step response, and the initial conditions were assumed to be zero. This signal crosses zero when

\[
\sin\left( \omega_0 \sqrt{1 - \frac{1}{4Q^2}} t \right) = 0 \quad (7.288)
\]

and we can write

\[
\frac{f_r}{f_0} = 2 \sqrt{1 - \frac{1}{4Q^2}}. \quad (7.289)
\]

Note that \( Q \) is the quality factor of the filter, \( f_r \) is the ringing frequency, and \( \omega_0 = 2\pi f_0 \), where \( f_0 \) is the center frequency. The circuit section consisting of the PFD and Up/Down counter estimates the number of cycles \( N_i \) of the input waveform in a period, which corresponds to a number of counts, \( M \), of the clock signal with the frequency \( f_c \). In this way, the actual ringing frequency, \( f_{ra} \), can be computed as

\[
f_{ra} = \frac{M f_c}{N_i}. \quad (7.290)
\]
The target ringing frequency, \( f_{rt} \), is related to the count value \( N_t \) and can be written as

\[
f_{rt} = \frac{M f_c}{N_t}.
\]  

(7.291)

The objective of the tuning is to adjust the ringing frequency of the filter so that the next condition is fulfilled, that is,

\[
|N_i - N_t| \leq \epsilon, 
\]

(7.292)

where \( \epsilon \) denotes the residual tuning error. In this way, the overall accuracy of the resulting filter characteristics depends on the level of \( \epsilon \) and frequency measurement errors.

A filter with the above tuning scheme, or self-tuned filter, can find applications in personal digital cellular systems with spaced channel. However, in situations where a CT operation of the circuit is required, two filters must be associated in a parallel configuration as shown in Figure 7.110. One filter will be tuned when the other processes the input signal, and vice versa.

**FIGURE 7.110**
Self-tuned filter for the continuous-time operation.

7.9.3 Tuning scheme based on adaptive filter technique

Here, the tuning objective \[72\] must be formulated in terms of a function to be minimized. This goal can be accomplished using an adaptive algorithm to update the filter coefficients (see Figure 7.111).

Although a white noise source is commonly used as the input signal in the system identification application, a sum of sinusoids, whose frequencies are chosen within the passband of the desired transfer function, \( H \), seems to be more appropriate. That is,

\[
x(t) = \sum_{l=1}^{L} \sin(2\pi f_l t).
\]  

(7.293)
The reference signal, \( \delta \), can then be obtained as the ideal filter response to the excitation, \( x \). Hence,

\[
\delta(t) = \sum_{l=1}^{L} a_l \sin(2\pi f_l t + \phi_l),
\]

where \( a_l = |H(2\pi f_l)| \) and \( \phi_l = \text{arg}\{H(2\pi f_l)\} \). The tuning of the filter to meet the passband specifications can be achieved by updating the variable filter coefficients according to the least-mean-square (LMS) algorithm. During the adaptation process, the error signal, \( e \), is given by

\[
e(t) = k[\delta(t) - y(t)],
\]

where \( k \) is the error amplifier gain, and \( \delta \) and \( y \) are the reference signal and filter output, respectively. Each variable coefficient of the programmable filter, labeled \( W \), are changed to minimize the mean-squared error signal denoted as \( E[e^2] \). Thus,

\[
\frac{d}{dt}W(t) = \mu e(t) \phi(t),
\]

where \( \mu \) is a small positive step size that determines the trade-off between the speed of the algorithm and the residual convergence error, and \( \phi \) denotes the gradient signals defined as

\[
\phi(t) = \left. \frac{\partial y(t)}{\partial W} \right|_{W=W(t)}.
\]

The generation of \( \phi \) can require additional structures, which are driven by signals associated with filter states or nodes. It is worth noting that filter architectures with orthogonal states provide the advantage of improving the LMS algorithm performance.

In practice, a \( \Delta \Sigma \) oscillator may be utilized to generate the sinusoids used as input and reference signals [73,74]. It combines a digital resonator structure having poles on the unit circle and a \( \Delta \Sigma \) modulator. The oscillation frequency is set by the loop gain and the external clock frequency. The amplitude and
phase of the signal are determined by the initial conditions. This technique results in high-quality sinusoids with spurious-free dynamic range larger than 90 dB.

The level of the tuning error can be limited by the different nonidealities of components, such as the offset voltages of the amplifier and multiplier, which can be on the order of $\pm 10$ mV. A solution for the cancelation of the multiplier offset voltage is provided by cascading multiplier circuits and a gain stage, as shown in Figure 7.112 [75], where $\phi_1$ and $\phi_2$ are two complementary clock phases. The offset voltages stored on the capacitors $C_k$ ($k = 1, 2, \cdots, N$) during the previous clock phase $\phi_1$ (or $\phi_2$) are used during the actual clock phase $\phi_1$ (or $\phi_2$) to cancel the current offset voltage contributions. The output voltage of the multi-input offset-free tunable gain stage is proportional to the ratio $C_k/C$ and the multiplier gain. Auto-zero or chopper schemes can also be adopted to reduce the amplifier and multiplier sensitivity to offset voltages [76, 77]. With the use of these compensation techniques, the residual misadjustment can be reduced to about 60 dB, guaranteeing a reasonable accuracy for the filter characteristics.

By analyzing the filter structures, the tunability range of the characteristics can be determined. Note that the evaluation of the closed-form relations between the parameters of high-order filters is more tedious than the one of first- and second-order structures and may require the use of circuit analysis and computation programs like SPICE, MATLAB®, and Hardware Description Language (HDL).
7.10 Summary

An overview of high-performance CT circuits was provided. In advanced applications, CT circuits should be designed to exhibit a high dynamic range, a programmable bandwidth, precise tuning, high speed, low power and a small chip area. The choice of the architecture and design techniques is generally determined by the cost and performance.

Because CT filters are prone to fluctuations in their electrical parameters, an insight into the principles of operation of on-chip tuning loops is provided. A comparison of the performance is carried out in order to analyze the suitability of each tuning scheme to the high-frequency and high-Q filter applications and to choose the more convenient topology for a given design purpose. Generally, the tuning maintains a low drift of the filter parameters over power supply, temperature, and IC process variations. As a result, CT filters with less than ±1% pole frequency and quality factor accuracies become realizable.

7.11 Circuit design assessment

1. Single-stage phase shift network

Consider each of the phase shift networks shown in Figure 7.113. Use the voltage divider principle to find the transfer functions

\[ T(s) = \frac{V_{0}^+ (s) - V_{0}^- (s)}{V_i (s)}. \]

Determine and plot the magnitude and phase of \( T \) versus the frequency.

Deduce the phase of \( T \) at the 3-dB cutoff frequency.

FIGURE 7.113
Circuit diagram of phase shift networks.

2. Two-stage RC-CR phase shifters

For the two-stage RC-CR phase shifters of Figure 7.114, assume that the coupling and decoupling capacitors, \( C_{C} \) and \( C_{D} \), act as a short-circuit for the entire range of operating frequencies.
Show that, for the circuit of Figure 7.114(a),
\[
\frac{V_Q(s)}{V_I(s)} = \frac{s(R_1C_1 + R_2C_2)}{1 - R_1R_2C_1C_2s^2}; \tag{7.298}
\]
and for the circuit of Figure 7.114(b),
\[
\frac{V_Q(s)}{V_I(s)} = \frac{1 + (R_1C_1 + R_2C_2)s - R_1R_2C_1C_2s^2}{1 - (R_1C_1 + R_2C_2)s - R_1R_2C_1C_2s^2}, \tag{7.299}
\]
where \( V_Q = V_Q^+ - V_Q^- \) and \( V_I = V_I^+ - V_I^- \).

Plot the magnitude and phase of the function \( V_Q(s)/V_I(s) \) as a function of the frequency.

**FIGURE 7.114**

Circuit diagrams of two-stage RC-CR phase shifters (a) without phase imbalance and (b) without gain imbalance.

3. **Common-source amplifier stages**

Determine the transfer function of the circuit shown in Figure 7.115 using the small-signal equivalent transistor model of Figure 7.116.

Provided that the transistor operates as an ideal transconductor with the value \( g_m \), show that the transfer function of the first and second amplifiers can be respectively reduced to
\[
\frac{V_0(s)}{V_i(s)} = \frac{A_0}{1 + \tau s}; \tag{7.300}
\]
where \( A_0 = -g_mR \) and \( \tau = RC \), and
\[
\frac{V_0(s)}{V_i(s)} = A_0\omega_0Q \frac{s + \frac{\omega_0}{Q}}{s^2 + \left(\frac{\omega_0}{Q}\right)s + \omega_0^2}, \tag{7.301}
\]
where \( A_0 = -g_mR \), \( Q = \omega_0L/R \) and \( \omega_0^2 = 1/LC \).

Verify that the zero and poles introduced by the shunt inductor result in an increase in the amplifier bandwidth.

**FIGURE 7.115**
Circuit diagrams of (a) a simple common-source amplifier and (b) a common-source amplifier with shunt peaking.

**FIGURE 7.116**
Small-signal equivalent transistor model.

### 4. Single-stage tuned amplifier
The circuit diagram of a tuned amplifier is depicted in Figure 7.117. Assuming that the transistor is equivalent to transconductor with the value \( g_m \), show that

\[
A(s) = \frac{V_0(s)}{V_i(s)} = -\frac{g_m}{C} \left( \frac{s}{s^2 + \frac{1}{RC} + \frac{1}{LC}} \right).
\]

Verify that

\[
A(s) = A_0 \left( \frac{\omega_0}{Q} \right)^{s} \frac{s}{s^2 + \left( \frac{\omega_0}{Q} \right) s + \omega_0^2}
\]
5. SPICE analysis of low-noise amplifiers
Analyze the input impedance and noise of the amplifiers shown in Figure 7.118 using the SPICE program.

6. Low-noise amplifiers with improved noise factor
- In the low-noise amplifier shown in Figure 7.119(a) [14], the RLC input network is merged with the resistive feedback to increase the gain and reduce the noise factor.

Assuming that the coupling capacitors, $C_{C1}$, and $C_{C2}$, are equivalent to a short-circuit, determine the input impedance and noise factor.
Consider the low-noise amplifier circuit of Figure 7.119(a) [21]. This architecture, which is realized by cascading the $g_m$-boosted input stage with a common-source output stage such that there is a current reuse, has the advantage of providing a high gain even with a low power consumption. The coupling capacitors $C_{C_1}$, $C_{C_2}$, and $C_{C_3}$, and the decoupling capacitor $C_D$ can be considered as a short-circuit. The $i$-$v$ laws for the coupled coils, $L_1 - L'_1$, with zero initial conditions are as follows:

$$i_1 = \frac{M'_{11}}{L_1} + \frac{v_1}{sL_1} \quad (7.305)$$

and

$$i'_1 = \frac{v'_{11}}{sL'_1} + \frac{M_{11}}{L'_1}, \quad (7.306)$$

where the coupling coefficient is given by

$$k = \frac{M}{\sqrt{L_1 L'_1}} \quad (7.307)$$

and $M$ is the mutual inductance between the primary and secondary windings.

Assuming that $v_{gs1} = -(1 + A)v_i$, where $A = kn$, show that the frequency response of the low-noise amplifier is the product of two second-order bandpass transfer functions due to the parallel resonant circuits at the drains of both transistors.

Determine the total noise figure of the amplifier using Friis’ formula of the form

$$F = F_1 + \frac{F_2 - 1}{A_1}, \quad (7.308)$$

FIGURE 7.119
(a) Circuit diagram of a low-noise amplifier with RC feedback; (b) circuit diagram of a $g_m$-boosted low-noise amplifier using current reuse.
where $F_1$ and $F_2$ denote the noise figures of the first and second stages, respectively, and $A_1$ is the voltage gain of the first stage.

7. Single-stage amplifier with parasitic coupling capacitors

Let us consider the single-stage amplifier of Figure 7.120(a). Determine the voltage transfer function and input impedance using the transistor equivalent model shown in Figure 7.120(b).

![Figure 7.120](image)

(a) Circuit diagram of a single-stage amplifier; (b) MOS transistor small-signal equivalent model.

8. Pseudo-differential low-noise amplifier

Consider the circuit diagram of a pseudo-differential low-noise amplifier with the capacitor cross-coupled input stage shown in Figure 7.121(a), where $C_d$ represents a decoupling capacitor. The input transistors should be biased to operate in the saturation region.

![Figure 7.121](image)

(a) Circuit diagram of a pseudo-differential low-noise amplifier with a capacitor cross-coupled input stage; (b) small-signal equivalent model.

Use the small-signal equivalent model depicted in Figure 7.121(b), where the input source generator consists of the voltage source $v_s$ in...
series with the resistor $R_s$, and $Z_L$ is the impedance of the output load, to determine the voltage gains, $G = V_0/V$ and $G_s = V_0/V_s$, and the input impedance, $Z_i = V/I$.

Compare the magnitude and phase of $Z_i$ obtained by hand calculation to SPICE simulation results.

9. **Dynamic range of integrator**

The dynamic range can be defined as

$$DR = 20 \log_{10} \frac{V_{max}^2}{v_{in}^2},$$

(7.309)

where $V_{max}$ is the maximum undistorted rms value of the input voltage, for which the total harmonic distortion (THD) equals 1%, and $v_{in}^2$ is the rms value of the input referred noise integrated over the desired signal bandwidth, $\Delta f$.

Compare the dynamic range of the different continuous-time integrators using SPICE simulations.

10. **Low-frequency lowpass filter**

Consider the low-frequency lowpass filter of Figure 7.122. Determine the transfer function $V_0(s)/V_i(s)$.

Show that the input referred noise can be written as

$$v_{in}^2 = 4kT(R_1 + R_2) + v_{in,1/N}^2,$$

(7.310)

where $v_{in,1/N}^2$ denotes the noise contribution due to the 1/N scaling block, and compare $v_{in}^2$ to the input referred noise, which can be generally observed in a similar filter structure without the current down-scaling.

Verify that the current conveyors (CCs) shown in Figure 7.123 can
be ideally characterized by the transfer matrix; the plus and minus signs apply to the positive and negative CCs, respectively.

\[
\begin{bmatrix}
i_Y \\ v_X \\ i_Z
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & \pm1 & 0
\end{bmatrix}
\begin{bmatrix}
v_Y \\ i_X \\ v_Z
\end{bmatrix}
\] (7.311)

Verify that the 1/N scaling can be realized by the negative current conveyor with two N:1 output current mirrors (i.e., \( T_9 - T_{10} \): N(W/L), \( T_{11} - T_{12} \): W/L) (see Figure 7.124).

11. Grounded resistors and inductor based on transconductors

\[\text{(a) (b) (c)}\]

\[\text{FIGURE 7.125} \]
Circuit diagrams of transconductor-based (a) (b) resistors and (c) inductor.
In integrated filter design, active networks based on transconductance amplifiers can be used to simulate the behavior of various passive elements.

Let \( g_m \) be the amplifier transconductance. Verify that the circuits of Figures 7.125(a) and (b) can be used to realize positive and negative resistors with the value \( 1/g_m \), respectively.

Show that the \( g_mC \) circuit of Figure 7.125(c) is equivalent to a grounded inductor with the value \( L = C/g_m^2 \).

Analyze the effect of transconductor parasitic elements (input capacitor, output capacitor and resistor) on the simulated resistors and inductor.

**12. Lowpass and highpass filter transformations**

Let

\[
H(s) = \frac{1}{s^2 + \sqrt{2}s + 1}
\]

be the transfer function of a second-order Butterworth lowpass filter with the normalized passband edge frequency \( \Omega_p = 1 \).

Use the following spectral transformation,

\[
s \rightarrow \frac{\Omega_p}{\Omega_p s},
\]

(7.313)

to derive the transfer function of a lowpass filter with the normalized passband edge frequency \( \Omega_p' = 3\Omega_p/2 \).

Determine the transfer function of the highpass filter obtained using the transformation given by

\[
s \rightarrow \frac{\Omega_p\Omega_p'}{s},
\]

(7.314)

where \( \Omega_p' = 3\Omega_p/2 \) is the normalized passband edge frequency of the highpass filter.

**13. Bandpass and bandstop filter transformations**

Consider a first-order lowpass filter with a transfer function of the form

\[
H(s) = k \frac{\omega_c}{s + \omega_c},
\]

(7.315)

where \( k \) is the gain factor and \( \omega_c \) is the cutoff frequency. It is assumed that the passband edge frequency is \( \Omega_p = \omega_c \).

Show that the transfer function of the bandpass filter derived using the following spectral transformation,

\[
s \rightarrow \frac{s^2 + \Omega_p\Omega_u}{s(\Omega_u - \Omega_l)},
\]

(7.316)
where $\Omega_l$ and $\Omega_u$ denote the lower and upper passband edge frequencies, respectively, takes the form

$$H_{BP}(s) = k \frac{\omega_0 s}{Q s^2 + \omega_0^2 + \omega_0^2},$$

(7.317)

where $\omega_0$ and $Q$ are parameters to be determined.

Let $H_{AP}(s)$ be the transfer function of an allpass filter. Verify that

$$H_{AP}(s) = 1 - 2H_{BP}(s).$$

(7.318)

The transfer function of a second-order bandstop filter can be written as

$$H_{BS}(s) = k \frac{s^2 + \omega_0^2}{s^2 + \omega_0^2 + \omega_0^2}.$$  

(7.319)

Find the relation between the bandstop filter parameters ($\omega_0$ and $Q$) and $\omega_c$ using the next transformation

$$s \rightarrow \Omega_p \frac{s(\Omega_u - \Omega_l)}{s^2 + \Omega_l \Omega_u},$$

(7.320)

where $\Omega_l$ and $\Omega_u$ denote the lower and upper passband edge frequencies, respectively.

Verify that

$$-H_{AP}(s) = 1 - 2H_{BS}(s),$$

(7.321)

where $H_{AP}(s)$ is the transfer function of an allpass filter.

14. Analysis of second-order bandpass filter

![FIGURE 7.126](image)

Circuit diagram of a second-order bandpass filter.

Find the transfer function, $H = V_0/V_i$, of the second-order bandpass

...
filter shown in Fig 7.126 and put it into the form

\[ H(s) = \frac{V_0(s)}{V_i(s)} = k \frac{\frac{\omega_0}{Q} s}{s^2 + \frac{\omega_0}{Q} s + \omega_0^2}, \quad (7.322) \]

where

\[ k = \frac{g_{m1}}{g_{m4}}, \quad (7.323) \]

\[ \omega_0 = \sqrt{\frac{1}{g_{m2}g_{m3}C_1C_2}}, \quad (7.324) \]

\[ Q = \frac{1}{g_{m4}} \sqrt{\frac{g_{m2}g_{m3}C_1}{C_2}}, \quad (7.325) \]

**Hint:** At the output node, we have \( V_0 = sC_2(I_1 + I_2 + I_3) \).

15. **Analysis of a general biquad**

![Circuit diagram of a biquadratic filter section.](image)

**FIGURE 7.127**

Circuit diagram of a biquadratic filter section.

For the biquad structure of Figure 7.127, verify that the transfer function is given by

\[ H(s) = \frac{V_0(s)}{V_i(s)} = \frac{s^2 + \frac{g_{m5}}{C_2}s - \frac{g_{m2}g_{m4}}{C_1C_2}}{s^2 + \frac{g_{m3}}{C_2}s + \frac{g_{m2}g_{m4}}{C_1C_2}} \quad (7.326) \]

16. **Transfer function synthesis**
Consider the network shown in Figure 7.128. Verify that
\[ V_1 = H_1(s)V_i(s), \]  
\[ V_2 = H_2(s)V_0(s), \]  
and
\[ g_{m1}V_1(s) - g_{m2}V_2(s) = 0. \]

Deduce that
\[ H(s) = \frac{V_0(s)}{V_i(s)} = \frac{H_1(s)}{H_2(s)}, \]
provided that \( g_{m1} = g_{m2}. \)

Let
\[ H_2(s) = \frac{1}{s^2 + \frac{\omega_p}{Q_p}s + \omega_p^2}, \]
and
\[ H_2(s) = \frac{1}{k(s^2 + \omega_z^2)}. \]

Propose two circuits realizing the above transfer functions, and use them to build a band-reject filter.

17. **Bump equalizer**

Show that the bump equalizer depicted in Figure 7.129 realizes a transfer function of the form
\[ T(s) = \frac{V_0(s)}{V_i(s)} = \frac{1 \pm kH(s)}{1 \pm kH(s)}, \]
where \( k \) is a variable gain.

In general, \( |H(s)| \leq 1 \) and \( |k| \leq 1. \) Assuming that
\[ H(s) = \frac{s^2 - \omega_0s + \omega_0^2}{Q}, \]
\[ \frac{s^2}{s^2 + \frac{\omega_0}{Q}s + \omega_0^2}, \]
where $Q = 1/\sqrt{3}$ and $\omega_0 = 1 \text{ rad/s}$, plot the magnitude of $T(s)$ for various values of $k$.

18. Active synthesis of all-pole filter

The circuit diagram of a fifth-order all-pole LC filter is shown in Figure 7.130. Verify that the node equations can be written as

\begin{align*}
V_1 &= \frac{1}{sC_1} \left( \frac{V_i - V_1}{R_i} - I_{L2} \right) \quad (7.335) \\
I_{L2} &= \frac{1}{sL_2} (V_1 - V_2) \quad (7.336) \\
V_2 &= \frac{1}{sC_3} (I_{L2} - I_{L4}) \quad (7.337) \\
I_{L4} &= \frac{1}{sL_4} (V_2 - V_0) \quad (7.338) \\
V_0 &= \frac{1}{sC_5} (I_{L4} - \frac{V_0}{R_0}). \quad (7.339)
\end{align*}

Draw a signal-flow graph representation of the filter.

Design RC and $g_m$-C realizations of the all-pole filter prototype.

19. Analysis of a fourth-order Chebyshev highpass filter

The circuit shown in Figure 7.131 [53] is used to design a Chebyshev highpass filter with the transfer function,

\[ H(s) = k \frac{s^4}{s^4 + p_3 \omega_p s^3 + p_2 \omega_p^2 s^2 + p_1 \omega_p^3 s + p_0 \omega_p^4}, \quad (7.340) \]

where $\omega_p$ is the passband edge frequency, $k$, $p_0$, $p_1$, $p_2$, and $p_3$ are
real coefficients. Based on its signal-flow graph depicted in Figure 7.132, determine the transfer function $V_0(s)/V_i(s)$.

**FIGURE 7.131**
Circuit diagram of a fourth-order highpass RC filter. (From [53], ©2009 IEEE.)

**FIGURE 7.132**
Signal-flow diagram of a fourth-order highpass filter.

Assuming that

\[
R_2 = \frac{1}{q_1 C_2 \omega_p}, \quad R_3 = \frac{q_1}{q_2 C_3 \omega_p}, \quad R_4 = \frac{q_2 \frac{p_1 - p_3}{p_1}}{q_3 C_4 \omega_p},
\]

and

\[
R_5 = \frac{q_3 \frac{p_1(p_2 - p_0)}{p_0(p_1 - p_3)}}{q_4 C_4 \omega_p p_0(p_1 - p_3)},
\]

(7.341)
where $q_j (j = 1, 2, 3, 4)$ are scaling coefficients, find the transfer functions, $V_j(s)/V_i(s)$, from the filter input to the output of each amplifier.

20. **Third-order elliptic filter design**

Realize the third-order elliptic lowpass filter with the transfer function

$$H(s) = \frac{1.53210(s^2 + 1.69962)}{(s + 1.84049)(s^2 + 0.308389s + 1.41484)} \quad (7.342)$$

as a cascade connection of first-order and second-order $g_m$-$C$ circuit sections, and as a $g_m$-$C$ ladder circuit.

Analyze the effect of transconductor imperfections on the frequency response of each realized filter circuit using SPICE simulations.

21. **Element simulation-based filter design**

The design of a lowpass filter with a 3-dB frequency equal to 1 rad/s results in the LC circuit prototype shown in Figure 7.133.

![Figure 7.133](image)

**FIGURE 7.133**
Lowpass LC filter prototype.

![Figure 7.134](image)

**FIGURE 7.134**
A floating inductor realized by a $g_m$-$C$ circuit.
Determine the transfer function \( H(s) = V_0(s)/V_i(s) \).

For \( R_1 = R_0 = 1 \, \Omega \), \( C_1 = C_3 = 1 \, \text{F} \), and \( L_2 = 2 \, \text{H} \), verify that

\[
H(s) = \frac{V_0(s)}{V_i(s)} = \frac{1}{2s^3 + 2s^2 + 2s + 1}.
\] (7.343)

Let \( \phi(\omega) \) be the phase of the transfer function, \( H(s) \). Show that the group delay can be written as

\[
\tau(\omega) = -\frac{d\phi(\omega)}{d\omega} = \frac{2 + \omega^2 + 2\omega^4}{1 + \omega^6}.
\] (7.344)

For the design of integrated filters for low-frequency applications, it is often necessary to substitute resistors and inductors, which tend to be large and sensitive to process variations, by an equivalent active network.

For ideal transconductors, verify that the circuit shown in Figure 7.134(a) realizes a floating resistor of the form \( R = 1/g_m \).

Show that the circuit depicted in Figure 7.134(b) is equivalent to a floating inductor with the value \( L = C/(g_{m1}g_{m2}) \) using the current equation at node \( x \).

Use SPICE to plot the frequency responses of the filter circuit obtained by substituting the resistors and inductor with their respective equivalent active network. The largest realizable capacitor is 50 pF. Each transconductor can be characterized by a single-pole model with the output capacitance \( C_0 = 0.2 \, \text{pF} \), the output resistance \( R_0 = 12 \, \text{M\Omega} \), the input capacitance \( C_i = 0.6 \, \text{pF} \), and a very high input resistance \( (R_i = \infty) \).
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The hardware implementation of switched-capacitor (SC) circuits [1] must have the following characteristics:

- Low power consumption
- Low chip area
However, real components are subject to several nonidealities that affect the circuit performance. Because SC structures can be configured to reduce these limitations, they appear to be suitable for interfacing and implementation of signal processing operations.

Basically, capacitors, switches, and amplifiers are necessary for the realization of SC circuits. The design is often modular, consisting of a combination of small-sized blocks (sample-and-hold, integrator, gain stage,...). Building blocks must first be optimized with respect to their transfer function sensitivities to nonideal effects before they can be connected together into the overall system.

![Block diagram of a signal processor based on a switched-capacitor filter.](Image)

**FIGURE 8.1**
Block diagram of a signal processor based on a switched-capacitor filter.

The block diagram of a SC filter based processor, which can be used with analog signals, is shown in Figure 8.1. It includes additional building blocks such as sample-and-hold (S/H) or track-and-hold (T/H) circuits, anti-aliasing and smoothing filters, whose purpose is not to deliver the specified frequency sharping but rather to overcome the limitations related to the sampled-data processing. The overall filter response is primarily determined by the SC filter, provided the ratio of the sampling frequency to the cutoff frequency is much greater than one.

The anti-aliasing filter is first described in the context of sampled-data systems. In addition to describing the various properties of the basic elements, we also analyze the different compensation techniques (dummy switch, bootstrapped switch, correlated double sampling) that result in high-performance circuits. The trend toward lower supply voltages while maintaining a high dynamic range and the need for enhanced power-supply noise rejection make the use of fully differential structures mandatory.

### 8.1 Anti-aliasing filter

According to the Nyquist sampling theorem, a continuous-time signal can only be recovered from its samples provided the maximum frequency component of the input signal of interest is less than or equal to half of the sampling frequency. In practice, the frequency content of the signal to be sampled is limited by an anti-aliasing filter, which is a suitable continuous-time lowpass or bandpass filter [2,3] placed before the sample-and-hold circuit as shown in Figure 8.2. In this way, aliasing is avoided by filtering out unwanted high-
frequency signal components, which can be folded back into the baseband. Ideally, the anti-aliasing filter should exhibit unity gain in the passband from dc to $f_s/2$, where $f_s$ denotes the sampling frequency, and zero gain in the stopband. But, this type of filter is difficult to implement, and it is necessary to sample the signal at a rate higher than twice the highest frequency component to relax the anti-aliasing filter specifications in practical cases.

**FIGURE 8.2**
Building blocks of a discrete-time system.

**FIGURE 8.3**
Discrete-time (DT) filter, anti-aliasing filter, and overall system frequency responses.

The frequency responses of a discrete-time filter, an anti-aliasing filter and the overall system are shown in Figure 8.3. The discrete-time filter has a low-pass characteristic with a cutoff frequency $f_c$ and a stopband attenuation $A_s$. Note that the spectrum of every discrete-time system is replicated at multiples of the sampling frequency. The transition from the passband to the stopband of the anti-aliasing filter consists of the frequency region located between $f_s/2$ and $f_s - f_c$. A lowpass filter prototype is characterized by a cutoff (or pass-band) frequency, a stopband frequency, a maximum attenuation (or ripple) in the passband, and a minimum attenuation in the stopband. Depending on the type of application, the filter transfer function can be approximated by functions known as the Butterworth, Bessel, Chebyshev, or elliptic response, each of which has its own advantages or disadvantages. The Butterworth filter exhibits the flattest passband and lowest attenuation in the stopband. The Bessel filter has a more gradual roll-off and features a linear phase response, resulting in a constant time delay over a wide range of frequencies through the passband. The Chebyshev filter has a steeper roll-off near the cutoff fre-
quency and ripples in the passband. The elliptic filter has the steepest roll-off
and equal ripples in both passband and stopband.

As the transition band becomes smaller, the complexity of the filter archi-
tecture is increased due to the requirement for a quality factor with a high
value. In this case, a multi-stage filter can then be required to meet the anti-
aliasing specifications.

8.2 Capacitors

MOS capacitors are usually formed between two layers of polycrystalline sili-
con or metal, or between polycrystalline silicon and a heavily doped crystalline
silicon [4]. Silicon dioxide (SiO$_2$) which is one of the most stable dielectrics,
is usually used as insulator.

Ideally, the value of a MOS capacitor is given by

$$
C = \frac{\varepsilon_{ox} A_p}{t_{ox}} = \frac{\varepsilon_o \varepsilon_{rox} WL}{t_{ox}} \quad (8.1)
$$

where $A_p = WL$ is the area of each capacitor plate, $t_{ox}$ is the thickness of the
SiO$_2$ layer and $\varepsilon_{ox} = \varepsilon_o \varepsilon_{rox} \simeq 35 \text{ pF/m}$ is the permittivity of the SiO$_2$. Typical
values of MOS capacitances range from 0.25 to 0.5 fF/µm$^2$ (1 fF = 10$^{-15}$
F). The size of such capacitors is dependent on the accuracy requirements
and the signal frequencies used. Capacitors are rarely made smaller than 0.1
pF. The stability of MOS capacitors with respect to the temperature and
voltage difference between the input and output nodes is characterized by the
temperature and voltage coefficients. Both coefficients are on the order of 100
to 110 ppm (remember that ppm means parts per million, that is 10$^{-6}$%)
and will therefore have a negligible effect on the overall distortion of the circuits.

The smallest capacitor is generally realized in the form of a unit capacitor
with a square shape ($W = L$). Larger capacitor values are formed by parallel
connection of unit capacitors and possibly one fractional-valued capacitor with
the same area-to-perimeter ratio as the unit capacitor. Such a design style
eliminates the effect of undercutting the capacitor plates during etching on
capacitance ratios and improves the matching accuracy. It also allows for
regular and area efficient layout for all network capacitors.

There are unavoidable parasitic capacitances associated with MOS capaci-
tors. The parasitic capacitance of the upper (top) plate and the lower (bottom)
plate are typically 0.1 to 2% and 5 to 30% of the nominal capacitance, respec-
tively. The effect of these parasitic capacitances can be eliminated if clever
design techniques are used. To this end, in order to minimize the injection
of the substrate noise into circuit nodes, the bottom plates of the capacitors
should be connected only to low impedance nodes (i.e., to ground voltage.
sources or to the output of the amplifier) and not to virtual inputs of the amplifiers.

8.3 Switches

8.3.1 Switch description

Switches can consist of MOS transistors as shown in Figure 8.4. CMOS switches can be realized with complementary (i.e., $p$- and $n$-channel) transistors connected in parallel. The $p$- and $n$-channel transistors are controlled by appropriate positive and negative supply voltages, respectively.

\[ I_D = \pm K' \frac{W}{L} \left[ (V_{GS} - V_T)V_{DS} - \frac{1}{2}V_{DS}^2 \right], \quad (8.2) \]
where \( K' = \mu C_{ox} \) is the gain for a square device, and \( W \) and \( L \) are the width and length of the channel, respectively. Note that \( V_{DS} = -V_{SD}, V_{GS} = -V_{SG} \), \( V_T > 0 \) for an nMOS transistor and \( V_T < 0 \) for a pMOS transistor. The operating conditions of nMOS and pMOS transistors are \( 0 < V_{DS} < V_{GS} - V_T \) and \( V_{GS} - V_T < V_{DS} < 0 \), respectively. The threshold voltage, \( V_T \), is determined according to the following equation

\[
V_T = V_{T0} \pm \gamma \left( \sqrt{\pm V_{SB} + |\phi_B|} - \sqrt{|\phi_B|} \right),
\]

(8.3)

where \( V_{SB} \) is the substrate-bulk voltage, \( V_{T0} \) is the threshold voltage for \( V_{SB} = 0 \), \( \gamma \) is the body effect factor, and \( \phi_B \) is the approximate surface potential in strong inversion for zero back-gate bias.

For a fixed gate voltage, \( V_G \), and for a fixed bulk voltage, \( V_B \), the common-mode voltage, \( V_{CM} \), and the differential-mode voltage, \( V_{DM} \), of the switch are defined as

\[
V_{CM} = \frac{V_I + V_0}{2}, \quad V_{DM} = V_I - V_0,
\]

(8.4)

where \( V_I \) and \( V_0 \) represent the voltages at the input and output terminals, respectively. The voltage \( V_{GS} \) can take the form

\[
V_{GS} = \pm V_G \mp V_{CM} \pm \frac{1}{2} V_{DM}
\]

and the current \( I_D \) can be rewritten as

\[
I_D = \pm K' \frac{W}{L} (\pm V_G \mp V_{CM} - V_T) V_{DM}.
\]

(8.5)

Note that, in each case, the upper and lower signs have to be applied for nMOS and pMOS devices, respectively. The above current is linearly dependent on the differential-mode voltage, \( V_{DM} \). The current flowing through the CMOS switch can be obtained by summing the current \( I_D \) of the nMOS transistor and the one of the pMOS transistor, that is,

\[
I_{CMOS} = I_{D,nMOS} + I_{D,pMOS}.
\]

(8.6)

The on-conductances can then be defined as

\[
G_{on,nMOS} = \frac{I_{D,nMOS}}{V_{DM}},
\]

(8.7)

\[
G_{on,pMOS} = \frac{I_{D,pMOS}}{V_{DM}},
\]

(8.8)

and

\[
G_{on,CMOS} = \frac{I_{CMOS}}{V_{DM}}
\]

(8.9)

for the nMOS, pMOS, and CMOS switches, respectively. They are represented
8.3.2 Switch error sources

Simple equivalent circuit models of a grounded and floating switch are shown in Figures 8.6(a) and (b), respectively. The input signal is assumed to be a unit step, that is, $V_i(t) = V$ for $t \geq 0$ and zero, otherwise. The loop equation is

$$C \frac{dV_C(t)}{dt} - G(V_{CM})[V_i - V_c(t)] = 0,$$

(8.10)
where \( G(V_{CM}) \) denotes the switch on-conductance given by \[6\]
\[
G(V_{CM}) = G_{on} + k_G|V_{CM}| ,
\] (8.11)
where \( k_G \) is an empirical constant and \( V_{CM} \) denotes the switch common-mode voltage. Taking into account that \( V_{CM} = |V - V_C(t)|/2 \) in the grounded switch configuration, while \( V_{CM} = |V + V_C(t)|/2 \) in the floating one, we obtain the next Riccati differential equation
\[
\frac{dV_C(t)}{dt} + \{\alpha + \beta [V_C(t) - V]\} [V_C(t) - V] = 0.
\] (8.12)
The coefficients \( \alpha \) and \( \beta \) are expressed for the grounded switch by
\[
\alpha = \frac{G_{on}}{C}
\] (8.13)
and
\[
\beta = \mp \frac{k_G}{2C} ,
\] (8.14)
where the minus sign is for \( V_C(0) \leq V \) and the plus sign corresponds to \( V_C(0) > V \). For a floating switch, we have
\[
\alpha = \frac{G_{on}}{C} \left( 1 \pm \frac{K_G V}{G_{on}} \right)
\] (8.15)
and
\[
\beta = \pm \frac{k_G}{2C} ,
\] (8.16)
where the minus sign is valid for \( V < 0 \) and \( V_C(0) < -V \), and the plus sign is to be used for \( V \geq 0 \) and \( V_C(0) \geq -V \). Given the particular integral, \( V_C(t) = V \), the transformation \( V_C(t) \mapsto V + 1/V_C(t) \) yields a linear form of the above differential equation with the general solution
\[
V_C(t) = \left[ 1 + \frac{(\alpha/\gamma) \exp(-\alpha t)}{1 - \beta \gamma \exp(-\alpha t)} \right] V ,
\] (8.17)
where \( \gamma \) is the integrating constant. With the assumption that \( V_C(0) = 0 \), the capacitor voltage may be written in the form
\[
V_C(t) = [1 - \epsilon(t)]V ,
\] (8.18)
where the relative charge transfer error, \( \epsilon(t) \), with respect to the ideal case (i.e., \( G(V_{CM}) = 0 \)) is given by
\[
\epsilon = \frac{(1 - \rho) \exp(-\alpha t)}{1 - \rho \exp(-\alpha t)}
\] (8.19)
and

\[ \rho = \frac{\beta V}{\beta V - \alpha}. \]  \hspace{1cm} (8.20)

Note that \(0 < |\rho| < 1\). The initial value of \(V_{CM}\) is \(V/2\). For a grounded switch, the common-mode voltage can change toward 0 and

\[ \exp \left[ -\frac{G(V/2)}{C} t \right] \leq \epsilon(t) \leq \exp \left[ -\frac{G(0)}{C} t \right] \]  \hspace{1cm} (8.21)

while for the floating one, it can move toward \(V\) and

\[ \exp \left[ -\frac{G(V)}{C} t \right] \leq \epsilon(t) \leq \exp \left[ -\frac{G(V/2)}{C} t \right] \]  \hspace{1cm} (8.22)

Thus, the charge transfer in the grounded switch structure is affected by a lower error than in the floating switch configuration. However, the floating switch may be more sensitive to the variation of the input signal.

For the circuit design, the minimum worst-case on-conductance over the signal swings should be used in order to determine the sizes of the switches. To this end, the output signal is required to approximate its final value to within an error of 0.1%.

In addition to the on-conductance, the behavior of a switch is affected by the following effects:

- Clock feedthrough
- Charge injection
- Leakage current
- Noise

Let us consider the lumped model of a single switch shown in Figure 8.7. It includes the gate-source and gate-drain overlap capacitors \(C_{ov}\). This model can be used for the single-transistor switch, which is loaded by the capacitors \(C_i\) and \(C_0\) and controlled by a clock phase \(\phi_k\) \((k = 1\) or \(2)\), as shown in the circuit of Figure 8.8.

A clock signal with a voltage swing \(V_{DD} - V_{SS}\) is applied to the gate of the transistor. Because there is a voltage divider between the overlap and load capacitors during the off-state, a voltage error proportional to \(C_{ov}/(C_{ov} + C_0)\) can be observed between the circuit output nodes. This error due to clock feedthrough is given by

\[ \Delta V_{CF} = (V_{DD} - V_{SS}) \frac{C_{ov}}{C_{ov} + C_0}. \]  \hspace{1cm} (8.23)

Ideally, a switch is used to connect and disconnect two circuit nodes. However, during the turn-on phase of the MOS transistor switch, a finite amount
of mobile charges is trapped in the channel. When the switch is turned off, these charges exit through the transistor terminals. A voltage change, △V_C/1, can then be observed due to the fraction of channel charge, q_inj, injected onto C₀ [7, 8],

$$\Delta V_{C/1} = \frac{q_{inj}}{C_0},$$  \hspace{1cm} (8.24)

where q_inj = Q_a + Q_b + Q_c and is dependent on the input signal and the clock signal falling rate. The component Q_a is due to the charges in the strong inversion region, Q_b represents the channel charges in the weak inversion region, and Q_c represents the charges coupled through the gate-to-diffusion overlap capacitance of the transistor.

At high temperatures, the switch operation can be affected by the leakage current, I_{leak}, associated with the drain-bulk junction of the MOS transistors. For a hold time T_h, the voltage stored in the capacitor C₀ is perturbed by an amount

$$\Delta V_{leak} = \frac{I_{leak}T_h}{C_0}.$$  \hspace{1cm} (8.25)

This voltage can be reduced if the value of C₀ is chosen in the picofarad range. Note that the leakage current has no effect on circuit operation at room temperature.

The noise due to the switch is also stored on the output capacitor. It is reduced to a voltage of $\sqrt{kT/C_0}$ in the simplified case, where the switch is
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equivalent in the on-state to a resistor. A sufficiently large capacitor is then required to meet the low-noise design requirement.

### 8.3.3 Switch compensation techniques

![Circuit diagrams](image.png)

**FIGURE 8.9**
(a) Circuit diagram of a single-ended SC integrator; (b) circuit diagram of a differential SC integrator; (c) clocking scheme with delayed clock phases.

Many circuit techniques have been proposed for the reduction of errors in the switch operation.

Consider the circuit diagram of single-ended and fully differential SC integrators shown in Figures 8.9(a) and (b), where switches are used to connect and disconnect capacitors to circuit nodes.

Basically, the operation of SC circuits requires a clock signal with two nonoverlapping phases, $\phi_1$ and $\phi_2$. This is realized for the aforementioned SC integrators using the clock phase $\phi_1$ for the control of switches $S_1$ and $S_2$, and the clock phase $\phi_2$ for the control of switches $S_3$ and $S_4$. In practice, due to the nonideal behavior, or say charge errors, of switches, the use of minimum-sized switches controlled by a combination of two-phase clock signals with a trapezoidal shape and their delayed versions, as shown in Figure 8.9(c), may be necessary for a proper circuit operation [9]. The switch timing for the implementation of inverting and noninverting SC integrators is now as follows:

- **Inverting configuration**: $S_1(\phi_1)$, $S_2(\phi_2)$, $S_3(\phi_{2d})$, and $S_4(\phi_{1d})$;
- **Noninverting configuration**: $S_1(\phi_1)$, $S_2(\phi_2)$, $S_3(\phi_{1d})$, and $S_4(\phi_{2d})$.

Here, the switch compensation objective is to maintain almost constant the signal-independent total charge that is trapped and released by each switch during its operation. Note that the use of high-gain amplifiers with current-source output stages prevents the switch charge errors in an SC circuit to
be signal dependent. In this case, because the value of the amplifier output impedance is high, the impedance load seen by switches is dominated by one of the surrounding capacitors, which are generally linear.

Switch errors can also be compensated by associating the following strategies.

One is to adopt clock signals with a very short transition time for switches in such a way that the transistor channel charges are divided equally between the source and drain and the charge injections are canceled by half-sized dummy switches [10,11] as shown in Figure 8.10. Note that the input dummy switch can be omitted for moderate value of the ratio $C_i/C_0$ and $\phi_2 = \phi_1$.

\[
\begin{align*}
\phi_2 & \quad \phi_1 \\
S & \quad D \\
V_1 & \quad V_2 \\
C_i & \quad C_0 \\
V_i & \quad V_B
\end{align*}
\]

Figure 8.10
Charge injection cancelation using dummy switches.

The other relies on the use of differential circuit structures. For a good matching of capacitors, the voltage errors due to nonidealities are injected into the common-mode signal path and the differential signal remains unaffected in the first order.

It is interesting to note that the charge error cancelation that can be achieved in CMOS switches is not complete because the matching between the channel charges of the nMOS and pMOS transistors is poor and signal dependent.

### 8.4 Programmable capacitor arrays

One approach to achieve the tunability of a circuit characteristic is to use programmable capacitor arrays (PCAs) [15], which are designed to provide capacitance values selectable through a digital interface and ranging from $C_{\text{min}}$ to $C_{\text{max}}$ in $\Delta C$ increments. PCAs can be composed of binary-weighted capacitors and an un-switched capacitor that defines either $C_{\text{min}}$ or $C_{\text{max}}$.

Let the digital word used to program each array be $b_1b_2\cdots b_N$, where $N$ is the number of bits. The total capacitance of the parallel capacitor array
Programmable capacitor array: (a) Parallel configuration, (b) configuration with a constant node loading, (c) series configuration.

shown in Figure 8.11(a) is given by

$$C_T = C_{\text{min}} + \sum_{j=1}^{N} 2^{j-1} b_j C. \quad (8.26)$$

The capacitive load at the node $y$ depends on the digital control word, because a capacitor $C_j$ will either be connected between the nodes $x$ and $y$ if $b_j$ is at the logic high or be floating if $b_j$ is at the logic low. In the PCA of Figure 8.11(b), the capacitive load is maintained constant by switching the capacitor $C_j$ between the node $x$ and ground such that a capacitor never floats. For the series capacitor array depicted in Figure 8.11(c), the total capacitance can be obtained as

$$C_T = \left( \frac{1}{C_{\text{max}}} + \sum_{j=1}^{N} \frac{2^{j-1} b_j}{C} \right)^{-1}. \quad (8.27)$$

In this case, a given switch will be either open if $b_j$ is at the logic high or closed if $b_j$ is at the logic low.

In practice, the node $y$ is preferably connected to a virtual ground or ground in order to reduce the PCA sensitivity to the digital switching noise. Note also that the high-frequency performance of PCAs can be affected by the parasitic components related to switches.
8.5 Operational amplifiers

An operational amplifier is one of the important active components required in the implementation of SC circuits. In the ideal case, the virtual ground induced on the inverting input node by connecting the noninverting input node to the ground is exploited to cancel the effect of parasitic capacitance on the circuit operation. Two amplifier structures can generally be used in the implementation of SC circuits:

- Operational amplifier (OA), which is equivalent to a voltage-controlled voltage source
- Operational transconductance amplifier (OTA), which is represented as a voltage-controlled current source

Because the load of the amplifiers in this kind of circuit is purely capacitive, both types of devices perform the same operation. However, it appears that designs based on OTAs are more efficient with respect to area and power consumption. The performance parameters of SC circuits, such as speed, dynamic range, and accuracy, are closely linked to the amplifier characteristics. As such, it is essential that the amplifier design reflects a number of considerations, the most important of which are summarized as follows.

**Finite gain and bandwidth:** The signal gain is frequency dependent. It is approximately constant at low frequencies and is typically in the range of 30 to 90 dB. The frequency at which the gain (which usually decreases in the frequency range of interest with a slope of $-20$ dB/decade) reaches unity or 0 dB is called unity-gain bandwidth. Generally, unity-gain bandwidths of 1 to 10 MHz are easily achieved in a simple CMOS stage, while it can range up to 100 MHz for amplifiers with a cascode structure.

**Transient response time:** Because an amplifier in a SC circuit is used in a clocked mode, its response time is of considerable importance. If the amplifier output signal is sampled prior to reaching the steady state, the network response will deviate from its specified value and may become distorted. The slew rate and the settling time can be used to determine the amplifier transient behavior.

The *slew rate* can be defined as the maximum rate of change of the amplifier output voltage for a step applied to the input. Its value is about 1 to 15 V/µs for classical amplifier structures and can be increased by one or even two orders of magnitude using slew-enhancement circuit techniques.

The *settling time* is the time required for the amplifier output signal to approximate its final value to within a specified error (usually 0.1 or 1%) when the input signal changes. Typically, it varies from 0.05 to 5 µs.
Linear output range: The transfer characteristic of an amplifier is linear only for a limited range of the input voltage. The maximum output signal is restricted by the supply voltages. If the amplitude of the incoming signal exceeds the maximum amplitude value, the output signal of the network will be clipped to either the minimum level or the maximum level associated with the output signal excursion of the amplifier. This can result in excessive harmonic distortions. In SC circuits, the signal amplitude for which undistorted operation is possible can be maximized by capacitance scaling.

Offset voltage: A practical amplifier can produce an output voltage even if both inputs are grounded. The dc offset voltage is random and can drift, for instance, with temperature. It can be represented by a dc voltage source which is connected in series with the noninverting input of the offset-free amplifier model and can be considered a very low-frequency noise source. The dc offset voltage may occur because of design mask errors and transistor mismatches, and is usually in the 1 to 15 mV range. It can then be minimized using good layout generations or appropriate circuit structures (e.g., correlated double sampling circuits).

For circuits with the amplifier noninverting node connected to the ground, the effect of the dc gain, $A_0$, and offset voltage, $V_{off}$, can be estimated by exploiting the following equation

$$V_0 = A_0(V^+ - V^-),$$

where $V^+ = V_{off}$. The voltage at the amplifier inverting node can be obtained as

$$V^- = -\mu V_0 + V_{off} ,$$

where $\mu = 1/A_0$.

Other nonideal effects that are present in real amplifiers include, among others, noise, nonzero output resistance, imperfect common-mode signal, and power-supply rejection.

8.6 Track-and-hold (T/H) and sample-and-hold (S/H) circuits

A sample-and-hold circuit is commonly used at the interface between analog and digital systems to hold a sample of the time-varying signal for a period of
Ideally, a sample-and-hold circuit takes a sample of the input signal in zero time and holds the sample value during a period $T$. The output signal obtained in response to a continuous-time unit impulse signal, $\delta(t)$, is known as the impulse response, which can be represented in terms of shifted unit step functions. Thus,

$$h(t) = u_s(t) - u_s(t - T),$$

(8.30)

where $u_s(t)$ is the unit step signal. By computing the $s$-transform of the impulse response, the transfer function, $H_{id}$, of an ideal sample-and-hold circuit can be obtained as

$$H_{id}(s) = \mathcal{L}[h(t)] = \mathcal{L}[u_s(t)] - \mathcal{L}[u_s(t - T)] = (1 - e^{-Ts})\mathcal{L}[u_s(t)] = \frac{1 - e^{-Ts}}{s},$$

(8.31)

where $\mathcal{L}$ denotes the $s$-transform. With $s = j\omega$ and $\sin(\omega T/2) = (e^{j\omega T/2} - e^{-j\omega T/2})/2j$, it can be shown that

$$H_{id}(j\omega) = \frac{1 - e^{-j\omega T}}{j\omega} = T \frac{\sin(\omega T/2)}{\omega T/2} e^{-j\omega T/2}.$$ 

(8.32)

Assuming that $T = 2\pi/\omega_s$, we have

$$H_{id}(j\omega) = \frac{2\pi}{\omega_s} \frac{\sin(\pi\omega/\omega_s)}{\pi\omega/\omega_s} e^{-j\pi\omega/\omega_s}.$$ 

(8.33)

Hence, the magnitude and phase of the transfer function, $H_{id}$, are given by

$$|H_{id}(j\omega)| = \frac{2\pi}{\omega_s} \left| \frac{\sin(\pi\omega/\omega_s)}{\pi\omega/\omega_s} \right|$$

(8.34)

and

$$\angle H_{id}(j\omega) = \begin{cases} -\frac{\pi\omega}{\omega_s} & \text{if } \sin\left(\frac{\pi\omega}{\omega_s}\right) > 0 \\ \frac{\pi\omega}{\omega_s} + \pi & \text{if } \sin\left(\frac{\pi\omega}{\omega_s}\right) < 0. \end{cases}$$

(8.35)
Figure 8.12 illustrates the frequency responses of an ideal sample-and-hold circuit. In addition to a gain droop, a phase delay is introduced in the passband. By not exhibiting a sharp cutoff frequency response characteristic, the sample-and-hold circuit also transfers the aliased frequency components above one-half of the sampling rate to the output. In general, these image frequencies, whose amplitudes are not sufficiently attenuated, must be removed or attenuated by an appropriate filter.

**FIGURE 8.13**
(a) Circuit diagram of a sampling circuit; (b) ideal representation of the sample-and-hold and track-and-hold output signals.
In practice, the sampling of a signal can be achieved using either a track-and-hold (T/H) circuit or sample-and-hold (S/H) circuit. Because the T/H circuit generally introduces a half-period delay or realizes the transfer function, $z^{-1/2}$, on the signal path, the direct implementation of the S/H or the unit-period delay operator, $z^{-1}$, requires a cascade of two T/H structures driven by opposite phases of a periodic clock signal, as shown in Figure 8.13(a). The T/H and S/H output signals are depicted in Figure 8.13(b) based on ideal components. The sampling instants are determined by the phases ($\phi_k$, $k = 1, 2,$) of the clock signal assumed to exhibit a period $T$.

![Circuit diagram of a T/H circuit](a) | ![Transient response of a T/H circuit](b)

**FIGURE 8.14**
(a) Circuit diagram of a T/H circuit; (b) transient response of a T/H circuit.

A classical T/H circuit, as shown in Figure 8.14(a), consists of a switch, a capacitor, and unity buffer amplifiers, which are necessary to isolate the holding capacitor from the input and output load impedances. An attempt to optimize this T/H architecture using a simple structure for the active buffer and keeping the capacitors involved as small as possible tends to be limited by the exponential relationship existing between the required capacitance and resolution in number of bits. In order for the second buffer amplifier to accurately transmit the sample voltage level to the output, it should exhibit a low input bias current so as not to cause a significant variation in the capacitor charge during the hold mode and a high slew rate to rapidly react to large signal changes.

As the frequency of the input signal increases, the operation of the T/H circuit is affected by various error sources as illustrated in the transient response of Figure 8.14(b). The effects of these errors can be characterized using the following specification parameters.

**Hold-to-track delay**, $\tau_d$, is the time elapsed from the initiation of the signal sample acquisition to the instant when the output starts to change in response to the input signal.
Acquisition time, $\tau_{ac}$, is the maximum time required to acquire the input signal sample to within a specified error band (e.g., ±0.1% or 1/2 least-significant bit for data converter applications) around the final value of the output.

Effective aperture delay, $\tau_{ad}$, can be defined as the track-to-hold switching delay. It is the time difference between the propagation delays of the input signal and control signal up to the switching instant.

Track-to-hold settling time, $\tau_s$, is the time necessary for the track-to-hold switching transient to settle to within a given error band around its final value.

Droop rate is the variation of the output as a function of the time due to leakage from the hold capacitor. It is generally specified in the hold mode with the input held at a constant dc value.

Feedthrough attenuation ratio is the fraction of the input signal that can appear at the output during the hold mode. It is a measure of the achieved isolation to prevent undesirable coupling of the input signal to the output.

In addition to drift errors, the accuracy of the T/H circuit can be affected by amplifier offset voltages and various noise sources.

In the case where amplifiers are assumed to be ideal, the equivalent model of the T/H circuit in the track mode can be derived as shown in Figure 8.15(a). The switch is modeled by a thermal noise source with the spectral density, $v_n^2$, associated with the on-resistance, $R_{on}$.

- Based on the assumption that the noise signal is filtered by the transfer function, $H(j2\pi f)$, the noise spectral density at the T/H output is given by

$$
\overline{v^2_0} = \int_0^{+\infty} |H(j2\pi f)|^2 \overline{v_n^2} \, df,
$$

where $\overline{v_n^2} = 4kTR_{on}$, $k$ is Boltzmann’s constant, and $T$ is the absolute temperature in Kelvin. The filter transfer function can be expressed as

$$
H(j2\pi f) = \frac{1}{1 + j2\pi fR_{on}C}.
$$
Hence,

\[
\bar{v}_0^2 = 4kTR_{on} \int_{0}^{+\infty} \frac{1}{1 + (2\pi fR_{on}C)^2} df
\]

\[
= \frac{2kT}{\pi C} \arctan(2\pi fR_{on}C)\bigg|_{0}^{+\infty} = \frac{kT}{C}.
\]  

(8.38)

Note that \(\arctan(0) = 0\) and \(\lim_{x \to +\infty} \arctan(x) = \pi/2\). By making the output noise spectral density equal to the quantization noise, the capacitor value can be related to a given resolution. That is,

\[
\frac{kT}{C} = \frac{\Delta^2}{12},
\]

(8.39)

where the least-significant bit (LSB) value is represented by \(\Delta = FSR/2^N\), \(FSR\) is the full-scale range, and \(N\) is the number of bits. Thus,

\[
C = 12kT \left( \frac{2^N}{FSR} \right)^2.
\]

(8.40)

For applications requiring a high resolution, the capacitor can become impractical to integrate due to the exponential increase of its value with the number of bits.

It should also be noted that the charge droop rate is reduced while the acquisition time tends to become greater as the hold capacitor value is increased. Consequently, the use of larger capacitors is not always adequate.

**FIGURE 8.15**

(a) Equivalent model of the T/H circuit; (b) illustration of the aperture uncertainty.

- Applying Kirchhoff’s voltage law around the loop of the T/H equivalent model with the noise source short-circuited yields

\[
v_i = R_{on}i(t) + v_0(t),
\]

(8.41)

where \(i(t) = C(dv_0(t)/dt)\). Hence,

\[
R_{on}C \frac{dv_0(t)}{dt} + v_0 = v_i.
\]

(8.42)
With the assumption that the capacitor is initially discharged, that is, \( v_0 = 0 \) at \( t = 0 \), it can be shown that
\[
v_0(t) = v_i[1 - \exp(-t/R_{\text{on}}C)].
\] (8.43)

For data converter applications, where the T/H circuit should settle to within the error band of \( \pm 0.5 \) LSB in \( t_s = \epsilon T \), it is required that
\[
v_i - v_0(t_s) \ll \triangle/2,
\] (8.44)
where \( \epsilon \) denotes a percentage (usually 50\%) of the clock signal period, \( T \). Provided the worst-case condition occurs when the input signal is set to full scale, \( v_i = FSR = 2^N \triangle \), and we can obtain
\[
2^N \exp(-\epsilon T/R_{\text{on}}C) \ll 1/2.
\] (8.45)

The switch on-resistance should be sized such that
\[
R_{\text{on}} \ll \frac{\epsilon T}{2C \ln(2^N+1)},
\] (8.46)
where \( T = 1/f_c \) and \( f_c \) is the frequency of the clock signal.

- The aperture uncertainty, which is also known as aperture jitter, is the random variations of the occurrence instants of the clock edge (see Figure 8.15). The amplitude of the output error due to this timing deviation can be approximated by

\[
\Delta V_i \simeq \frac{dv_i}{dt} \tau.
\] (8.47)

Assuming the random variables are independent, the variance or power associated with the aperture uncertainty is given by
\[
P_{\eta_\tau} = \mathbb{E} \left[ \left( \frac{dv_i}{dt} \right)^2 \tau^2 \right] = \mathbb{E} \left[ \left( \frac{dv_i}{dt} \right)^2 \right] \sigma^2 \tau,
\] (8.48)

where \( \sigma^2 = \mathbb{E}[\tau^2] \).

Let us consider a sine wave input signal
\[
v_i(t) = A \sin(2\pi f t),
\] (8.49)
where \( A \) is the amplitude. The rms value of the rate-of-change of this signal is obtained as
\[
\mathbb{E} \left[ \left( \frac{dv_i}{dt} \right)^2 \right] = \frac{1}{T} \int_0^T (2\pi f A)^2 \cos^2(2\pi f t) dt
\]
\[
= \frac{(2\pi f A)^2}{T} \int_0^T \frac{1 + \cos(4\pi f t)}{2} dt = \frac{(2\pi f A)^2}{2},
\] (8.50)
and the power of the aperture noise becomes

$$P_{\eta} = 2(\pi f A)^2 \sigma_r^2. \quad (8.51)$$

The signal-to-noise ratio (SNR) due to the aperture uncertainty can be computed as

$$\text{SNR}_a = 10 \log_{10} \left( \frac{P_{vi}}{P_{\eta}} \right), \text{ in dB}, \quad (8.52)$$

where $$P_{vi} = \sigma_{vi}^2 = E[v_i^2(t)] = A^2/2$$ is the input signal power or variance. Hence,

$$\text{SNR}_a = 10 \log_{10} \left( \frac{A^2/2}{2(\pi f A)^2 \sigma_r^2} \right) = -10 \log[(2\pi f)^2 \sigma_r^2]. \quad (8.53)$$

The effect of the aperture uncertainty is considered negligible provided the associated noise contribution remains a few decibels below the thermal noise power.

**FIGURE 8.16**
Circuit diagram of a closed-loop T/H circuit.

The T/H circuit accuracy can be improved using closed-loop configurations [16], which are generally known to exhibit a lower speed than open-loop structures due to amplifier stability constraints.

In the closed-loop T/H circuit of Figure 8.16(a), the signal is sampled during the clock phase $$\phi_1$$. During the hold phase, $$\phi_2$$, the feedback path between the amplifiers is open, the input amplifier is configured as a buffer to prevent any instability due to an abrupt change in the output level, and the charge stored on the capacitor $$C$$ is maintained. One disadvantage of this T/H circuit is the undesirable variation in the charge stored on the capacitor with time due to the capacitor leakage current and amplifier input bias current.

A reduction in the output voltage droop can be achieved using the alternative T/H structure depicted in Figure 8.16(b). The capacitor used for storage...
of the input signal sample is connected between the virtual node and output of the second amplifier. In this way, its charge remains insensitive to the effect of grounded parasitic capacitances. The connection of the first amplifier output to the ground during the hold mode helps reduce the signal feedthrough.

8.7 Switched-capacitor (SC) circuit principle

Switched-capacitor (SC) circuits provide a high performance solution for the resistor implementations in the analog discrete-time domain. The idea is to use a capacitor $C$ periodically switched between two circuit nodes as shown in Figure 8.17 [12]. Each switch\(^1\) is controlled by one of the clock waveforms,

![Clock waveforms](image_url)

\(φ_1\) (or simply 1) or \(φ_2\) (or 2), which are the two phases of a nonoverlapping clock signal with the frequency \(f_c\) and period \(T\). The circuit operation is as follows: When \(S_2\) and \(S_3\) are closed, \(C\) is discharged; when afterwards \(S_1\) and \(S_4\) close, \(C\) charges to the voltage \(v_1(nT) - v_2(nT)\) and the charge \(△q(nT) = C[v_1(nT) - v_2(nT)]\) flows from the input to the output node of the branch. With the assumption that the voltage signals are sampled at a sufficiently high rate, \(v_1\) and \(v_2\) can be considered constant over the sampling period. Thus, the average current transferred during one period is given by

\[
\bar{i}(nT) ≃ \frac{△q(nT)}{T} = \frac{v_1(nT) - v_2(nT)}{T/C} \quad \text{(8.54)}
\]

By analogy to Ohm’s law for resistors, it can be concluded that a resistor of value \(R ≃ T/C\) has been simulated.

The circuit of Figure 8.17, as described above, operates with a direct path between the input and output nodes. But, if the pair of switches controlled by one clock phase is now \(S_1\) and \(S_3\) or \(S_2\) and \(S_4\), the charge transfer follows an indirect path. In this way, a negative resistor can be implemented.

---

\(^1\)The simplest realization of a switch in MOS technology is a single transistor. Its drain and source are connected to the nodes to be periodically opened and closed, and the clock signal is applied to the gate.
The direct implementation of a 10-MΩ resistor using an integrated circuit (IC) process with a sheet resistivity of polysilicon lines about 50 Ω/square needs $10^6 \, \mu\text{m}^2$ chip area. In an SC design, only an area of approximately $2.10^3 \, \mu\text{m}^2$ associated with a 1 pF capacitor is necessary. It has been assumed that the switches are minimum-size devices and operate with a clock frequency of 100 kHz. However, the equivalence between a switched-capacitor branch and a resistor relies on an approximation. The errors due to the use of this principle in the design can become dominant for some circuits [13,14]. For this reason, the accurate analysis of SC circuits should be done in the discrete-time domain.

The circuit diagram of an inverting SC integrator is shown in Figure 8.18, while its continuous-time equivalent models during the phases $\phi_1$ and $\phi_2$ are respectively depicted in Figures 8.19(a) and (b). The input voltage is piecewise constant and is allowed to change at the beginning of every clock phase. The amplifier is assumed to be ideal.

During the second clock phase, that is, for $(n - 1)T \leq t < (n - 1/2)T$, the capacitor $C_1$ is discharged to the ground and $V_i[(n - 1/2)T] = 0$. The amplifier and the capacitor $C_2$ have been isolated since the time $(n - 1)T$; thus the voltage $V_0$ has maintained its value,

$$C_2V_0[(n - 1/2)T] = C_2V_0[(n - 1)T]. \quad (8.55)$$

During the clock phase 1, that is, for $(n - 1/2)T \leq t < nT$, the application of the charge conservation principle at the inverting node of the amplifier results
in
\[ C_1\{V_i(nT) - V_i[(n-1/2)T]\} + C_2\{V_0(nT) - V_0[(n-1/2)T]\} = 0. \] (8.56)

By substituting Equation (8.55) into (8.56), the following difference equation can be obtained:
\[ -C_1V_i(nT) = C_2\{V_0(nT) - V_0[(n-1)T]\}. \] (8.57)

Assuming that the first clock phase is used for the output sampling, we have \( V_{01}(nT) = V_0(nT) \), and the transfer function in the \( z \)-domain reads
\[ H_1(z) = \frac{V_{01}(z)}{V_i(z)} = -\frac{C_1}{C_2} \frac{1}{1 - z^{-1}}. \] (8.58)

On the other hand, if the output signal is sampled using the second clock phase, that is, \( V_{02}(nT) = V_0[(n-1/2)T] \), the integrator transfer function will then become
\[ H_2(z) = \frac{V_{02}(z)}{V_i(z)} = -\frac{C_1}{C_2} \frac{z^{-1/2}}{1 - z^{-1}}. \] (8.59)

The \( z^{-1/2} \) term in the transfer function numerator corresponds to the half-period delay introduced between the sampling instants of the input signal and the observation instants of the output signal.

An SC integrator can also be implemented as shown in Figure 8.20(a) [21]. Ideally, the capacitor \( C_1 \) is first charged to the input signal and then connected to the inverting node of the amplifier. Its switching rate is fixed by a clock signal with two nonoverlapping phases. The charge conservation equation at the end of the second clock phase, \( \phi_2 \), can be written as
\[ C_2\{V_0(nT) - V_0[(n-1/2)T]\} = -C_1V_i[(n-1/2)T]. \] (8.60)
During the first clock phase, $\phi_1$, we have

$$C_2V_0[(n - 1/2)T] = C_2V_0[(n - 1)T]. \quad (8.61)$$

Combining Equations (8.60) and (8.61) yields

$$C_2\{V_0(nT) - V_0[(n - 1)T]\} = -C_1V_1[(n - 1/2)T]. \quad (8.62)$$

Assuming that the output signal is sampled at the beginning of the phase $\phi_1$, $V_0(nT) = V_{01}[(n + 1/2)T]$ or equivalently, $V_0(z) = z^{1/2}V_{01}(z)$, the $z$-domain transfer function is obtained as

$$H(z) = \frac{V_{01}(z)}{V_i(z)} = -\frac{C_1}{C_2} \frac{z^{-1}}{1 - z^{-1}}. \quad (8.63)$$

In practice, a parasitic capacitance on the order of 0.1 to 1% of the desired capacitor value exists between the top plate and the substrate, while the one associated with the bottom plate and the substrate may be as high as 20%. Theses parasitic capacitances are illustrated in the SC integrator circuit diagram of Figure 8.20(b). The effect of parasitic capacitors, which are connected between the ground and either the virtual ground or the amplifier output, can be neglected. The accuracy of the SC integrator is then only dependent on parasitic capacitors, which are in parallel with $C_1$. With the equivalent input capacitor being $C_1 + C_p$, where the equivalent top plate parasitic capacitor is reduced to a single, lumped capacitor $C_p = C_{11}$, the transfer function can take the form

$$H(z) = \frac{V_{01}(z)}{V_i(z)} = -\frac{C_1}{C_2} \frac{1 + C_p}{C_1} \frac{z^{-1}}{1 - z^{-1}}. \quad (8.64)$$

Thus, the capacitance ratio or integrator time constant is affected by a relative error on the order of a few percent.

Now consider the double-sampling SC integrator of Figure 8.21. In contrast to the previous one, the sampling of the input signal along with the integration is realized during both clock phases. The charge conservation law can be written as

$$-C_1'v_i[(n - 1/2)T] = C_2\{v_0[(n - 1/2)T] - v_{01}[(n - 1)T]\} \quad (8.65)$$

during the clock phase 2 and

$$-C_1v_i(nT) = C_2\{v_0(nT) - v_{01}[(n - 1/2)T]\} \quad (8.66)$$
Switched-Capacitor Circuits

During the clock phase 1. From the substitution of Equation (8.65) into (8.66), we have

$$-C_1 v_1(nT) - C'_1 v_1[(n - 1/2)T] = C_2\{v_0(nT) - v_0[(n - 1)T]\} \quad (8.67)$$

and therefore, the z-domain transfer function is given by

$$H(z) = \frac{V_0(z)}{I_i(z)} = -\frac{C_1 + C'_1 z^{-1/2}}{C_2(1 - z^{-1})}. \quad (8.68)$$

Note that if $C_1 = C'_1$, the function $H(z)$ can be deduced from $H_1(z)$ using the transformation $z \mapsto z^{-1/2}$.

FIGURE 8.21
Double-sampling inverting SC integrator.

Consider the SC integrator structure shown in Figure 8.22(a). During the first clock phase, $\phi_1$, that is, for $(n - 1)T \leq t < (n - 1/2)T$, the capacitor $C_1$ is connected between the input voltage and ground, while the feedback capacitor $C_2$ maintains the output voltage constant provided no other capacitor is connected to the amplifier. Hence,

$$C_2v_0[(n - 1/2)T] = C_2v_0[(n - 1)T]. \quad (8.69)$$

FIGURE 8.22
SC integrator: (a) Single-ended and (b) differential architectures.
During the second clock phase, $\phi_2$, that is, for $(n-1/2)T < t \leq nT$, the charges due to $-v_i$ in addition to the one previously stored on $C_1$ are transferred to $C_2$. By applying the charge conservation rule, we obtain

$$C_1\{-v_i(nT) - v_i[(n-1/2)T]\} = -C_2\{v_0(nT) - v_0[(n-1/2)T]\}. \quad (8.70)$$

Combining Equations (8.69) and (8.70) gives

$$C_1\{v_i(nT) + v_i[(n-1/2)T]\} = C_2\{v_0(nT) - v_0[(n-1)T]\}. \quad (8.71)$$

With the assumption that $v_{01}[(n+1/2)T] = v_0(nT)$, the transfer function in the $z$-domain is then given by

$$H(z) = \frac{V_{01}(z)}{V_i(z)} = \frac{C_1 z^{-1/2} + z^{-1}}{C_2 \left(1 - z^{-1}\right)}. \quad (8.72)$$

For slow-moving signals, it can be assumed that the value of the input sample is updated only at the beginning of the first clock phase and remains constant during the second clock phase. In this case, $v_i[(n-1/2)T] = v_i[(n-1)T]$ and the integrator transfer function becomes

$$H(z) = \frac{V_{01}(z)}{V_i(z)} = \frac{C_1}{C_2} \frac{z^{-1/2} + z^{-1}}{1 - z^{-1}}. \quad (8.73)$$

Except for the $z^{-1/2}$ term, this last transfer function can directly be transformed to the one of the continuous-time counterpart using the bilinear transform. Figure 8.22(a) shows the differential implementation of the SC integrator.

A variation up to $\pm 20\%$ can be observed in absolute capacitance values. But, with appropriate layout techniques (e.g., common-centroid layout), the matching accuracy achievable in a capacitor ratio can be as low as $0.1\%$. Generally, the clock signal is generated by a quartz-crystal oscillator, which is known to have an excellent stability and accuracy. SC techniques result in high-precision circuits because their transfer function coefficients are ideally determined by the clock frequency and capacitance ratios.

## 8.8 SC filter design

The design of SC filters is generally based on the stray-insensitive building blocks shown in Figure 8.23(a), and the transfer functions from the different
inputs to the output are equivalent to various types of discrete-time integration and summation, as depicted in Figure 8.23(b).

The filter synthesis should be achieved in terms of discrete-time transfer functions to avoid the approximations related to the equivalence of SC circuits to continuous-time networks. Given a filter specification in the \(s\)-domain, the corresponding transfer function, \(H(s)\), is mapped into the \(z\)-domain, resulting in \(H(z)\), which is generally implemented using two basically different structures, the cascade of low-order sections (for biquad design, see [22–26]) and LC ladder. The \(s\)-\(z\) mapping can be achieved using the bilinear transform, which preserves the stability and is defined as

\[
s = \frac{2}{T} \frac{1 - z^{-1}}{1 + z^{-1}},
\]

where \(T\) is the period of the clock signal. With \(s = j\omega\) and \(z = e^{j\theta}\), we have

\[
\omega = \frac{2}{T} \tan \frac{\theta}{2}.
\]

The frequency of the analog prototype is compressed into an interval of the form \(-\pi/T \leq \omega \leq +\pi/T\). The frequency mapping provided by the bilinear transform is nonlinear and the resulting frequency can be distorted, especially at high frequencies.
In general, the SC filter design should consist of the synthesis and capacitance assignment steps. The synthesis results in a signal-flow graph that realizes the filter transfer function, and the objective of the capacitance assignment, which can be carried out by an optimization scheme, is to improve the signal swing and reduce the sensitivity to the component nonidealities.

### 8.8.1 First-order filter

![Circuit Diagram](image)

**FIGURE 8.24**

(a) Circuit diagram of a first-order SC filter; (b) first-order SC filter SFG.

First-order filter sections are required in the synthesis of transfer functions relying on the cascade design method. A generic structure for the first-order SC filter section is depicted in Fig 8.24(a). Based on the associated signal-flow graph (SFG) shown in Fig 8.24(b), its transfer function is given by

\[
H(z) = \frac{V_o(z)}{V_i(z)} = \frac{k_1 z^{-1} - k_2 (1 - z^{-1}) - k_3}{1 - (1 + k) z^{-1}}. \tag{8.76}
\]

The type of the resulting filter response is determined by the choice of capacitor values as follows:

- **Lowpass filter**: \(k_2 = k_3 = 0\)
  \[
  H_{LP}(z) = \frac{V_o(z)}{V_i(z)} = \frac{k_1 z^{-1}}{1 - (1 + k) z^{-1}} \tag{8.77}
  \]

- **Highpass filter**: \(k_1 = k_3 = 0\)
  \[
  H_{HP}(z) = \frac{V_o(z)}{V_i(z)} = \frac{-k_2 (1 - z^{-1})}{1 - (1 + k) z^{-1}} \tag{8.78}
  \]

- **Allpass filter**: \(k_1 = 0\), \(k_2 = 1\) and \(k_3 = k\)
  \[
  H_{AP}(z) = \frac{V_o(z)}{V_i(z)} = \frac{z^{-1} - (1 + k)}{1 - (1 + k) z^{-1}} \tag{8.79}
  \]

Thus, the aforementioned circuit is capable of realizing any first-order filter function.
8.8.2 Biquad filter

Let $Q$ and $\omega_0$ be the pole frequency and quality factor, respectively. The $s$-domain transfer function of a second-order filter is given by

$$H(s) = \frac{N(s)}{D(s)} = \frac{N(s)}{1 + \frac{1}{Q\omega_0} + \left(\frac{s}{\omega_0}\right)^2}.$$  \hfill (8.80)

The type of the frequency response depends on the numerator polynomial, $N(s)$. Using the bilinear transform, the equivalent discrete-time transfer function can be written as

$$H(z) = \frac{N(z)}{D(z)} = \frac{N(z)}{1 - (2 - a - b)z^{-1} + (1 - b)z^{-2}},$$  \hfill (8.81)

where

$$a = \frac{4(\omega_0T)^2}{4 + 2(\omega_0T/Q) + (\omega_0T)^2},$$  \hfill (8.82)

and

$$b = \frac{4(\omega_0T/Q)}{4 + 2(\omega_0T/Q) + (\omega_0T)^2}.$$  \hfill (8.83)

The poles in the $z$-domain can be expressed in polar form as

$$z_{p1,p2} = re^{\pm j\theta},$$  \hfill (8.84)

where $0 \leq \theta \leq \pi$. Note that

$$a = 1 - 2r \cos \theta + r^2$$  \hfill (8.85)

and

$$b = 1 - r^2,$$  \hfill (8.86)

and the stability requirement is met for $0 \leq r < 1$. With

$$\omega_z = \frac{2}{T},$$  \hfill (8.87)

and

$$a' = \frac{4(\omega_1T)^2}{1 + (\omega_1T)^2},$$  \hfill (8.88)
TABLE 8.1
Numerator of Common Second-Order Filter Sections

<table>
<thead>
<tr>
<th>Filter Type</th>
<th>N(s)</th>
<th>N(z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowpass</td>
<td>$(1 + \frac{s}{\omega_z})^2$</td>
<td>$a$</td>
</tr>
<tr>
<td></td>
<td>$(1 - \frac{s}{\omega_z})(1 + \frac{s}{\omega_z})$</td>
<td>$az^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$(1 - \frac{s}{\omega_z})^2$</td>
<td>$az^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$1 + \frac{s}{\omega_z}$</td>
<td>$\frac{a}{2}(1 + z^{-1})$</td>
</tr>
<tr>
<td></td>
<td>$1 - \frac{s}{\omega_z}$</td>
<td>$\frac{a}{2}z^{-1}(1 + z^{-1})$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$\frac{a}{4}(1 + z^{-1})^2$</td>
</tr>
<tr>
<td>Highpass</td>
<td>$\frac{s}{Q\omega_0}(1 + \frac{s}{\omega_z})$</td>
<td>$b(1 - z^{-1})$</td>
</tr>
<tr>
<td></td>
<td>$\frac{s}{Q\omega_0}(1 - \frac{s}{\omega_z})$</td>
<td>$bz^{-1}(1 - z^{-1})$</td>
</tr>
<tr>
<td></td>
<td>$\frac{s}{Q\omega_0}$</td>
<td>$\frac{b}{2}(1 - z^{-1})(1 + z^{-1})$</td>
</tr>
<tr>
<td>Notch</td>
<td>$\left(\frac{\omega_1}{\omega_0}\right)^2 \left[1 + \left(\frac{s}{\omega_1}\right)^2\right]$</td>
<td>$\left(\frac{\omega_1}{\omega_0}\right)^2 \frac{a}{a'}[1 - (2 - a')z^{-1} + z^{-2}]$</td>
</tr>
<tr>
<td>Allpass</td>
<td>$1 - \frac{s}{Q\omega_0} + \left(\frac{s}{\omega_0}\right)^2$</td>
<td>$(1 - b) - (2 - a - b)z^{-1} + z^{-2}$</td>
</tr>
</tbody>
</table>

where $T$ is the clock period, Table 8.1 gives a summary of the different filter types and the corresponding numerators. Three types of notch filters can be distinguished: lowpass notch for $\omega_1 > \omega_0$, symmetrical notch for $\omega_1 = \omega_0$, and highpass notch for $\omega_1 < \omega_0$.

The general circuit diagram of the SC biquad is depicted in Figure 8.25. With reference to the corresponding SFG shown in Figure 8.26, the SC biquad
can be described by the following set of equations:

\[
V_0(z) = -\frac{[k_5 + k_4 - (k_1 + k_6)z^{-1}]V_i(z)}{D_2(z)} + \frac{[k_1 + k_2 - (k_1 + k_3)z^{-1}]k_{13} + k_{12} - (k_{12} + k_{14})z^{-1}]V_i(z)}{D_1(z)D_2(z)} + \frac{[k_9 + k_{10} - (k_9 + k_{11})z^{-1}]k_{13} + k_{12} - (k_{12} + k_{14})z^{-1}]V_0(z)}{D_1(z)D_2(z)}
\]  

(8.89)
We can then find the next transfer functions and

\[
V_1(z) = \frac{[k_1 + k_2 - (k_1 + k_3)z^{-1}]V_i(z)}{D_1(z)} + \frac{[k_5 + k_4 - (k_4 + k_6)z^{-1}][k_9 + k_{10} - (k_9 + k_{11})z^{-1}]V_i(z)}{D_1(z)D_2(z)} + \frac{[k_{13} + k_{12} - (k_{12} + k_{14})z^{-1}][k_9 + k_{10} - (k_9 + k_{11})z^{-1}]V_i(z)}{D_1(z)D_2(z)},
\]

(8.90)

where

\[
D_1(z) = 1 + k_7 - (1 + k_8)z^{-1}
\]

(8.91) and

\[
D_2(z) = 1 + k_{15} - (1 + k_{16})z^{-1}.
\]

(8.92)

We can then find the next transfer functions

\[
H_0(z) = \frac{V_0(z)}{V_i(z)} = \frac{\alpha_0 + \alpha_1z^{-1} + \alpha_2z^{-2}}{\gamma_0 + \gamma_1z^{-1} + \gamma_2z^{-2}}
\]

(8.93)

and

\[
H_1(z) = \frac{V_1(z)}{V_i(z)} = \frac{\beta_0 + \beta_1z^{-1} + \beta_2z^{-2}}{\gamma_0 + \gamma_1z^{-1} + \gamma_2z^{-2}},
\]

(8.94)

where

\[
\alpha_0 = (k_1 + k_2)(k_{12} + k_{13}) - (1 + k_7)(k_4 + k_5),
\]

(8.95)

\[
\alpha_1 = (1 + k_8)(k_4 + k_5) + (1 + k_7)(k_4 + k_6) - (k_1 + k_2)(k_{12} + k_{14}) - (k_1 + k_3)(k_{12} + k_{13}),
\]

(8.96)

\[
\alpha_2 = (k_1 + k_3)(k_{12} + k_{14}) - (1 + k_8)(k_4 + k_6),
\]

(8.97)

\[
\beta_0 = (k_4 + k_5)(k_9 + k_{10}) - (1 + k_{15})(k_1 + k_2),
\]

(8.98)

\[
\beta_1 = (1 + k_{16})(k_1 + k_2) + (1 + k_{15})(k_1 + k_3) - (k_4 + k_5)(k_9 + k_{11}) - (k_4 + k_6)(k_9 + k_{10}),
\]

(8.99)

\[
\beta_2 = (k_4 + k_5)(k_9 + k_{11}) - (1 + k_{16})(k_1 + k_3),
\]

(8.100)

\[
\gamma_0 = (1 + k_7)(1 + k_{15}) - (k_9 + k_{10})(k_{12} + k_{13}),
\]

(8.101)

\[
\gamma_1 = (k_9 + k_{11})(k_{12} + k_{13}) + (k_9 + k_{10})(k_{12} + k_{14}) - (1 + k_8)(1 + k_{15}) - (1 + k_7)(1 + k_{16}),
\]

(8.102)

and

\[
\gamma_2 = (1 + k_8)(1 + k_{16}) - (k_9 + k_{11})(k_{12} + k_{14}).
\]

(8.103)

The denominator coefficients of the z-domain transfer functions can be related to the pole frequency, \(\omega_0\), and \(Q\) factor of an analog filter according to

\[
\omega_0 = \frac{2}{T} \sqrt{\frac{\gamma_0 + \gamma_1 + \gamma_2}{\gamma_0 - \gamma_1 + \gamma_2}}
\]

(8.104)
and

\[ Q = \frac{\sqrt{(\gamma_0 + \gamma_1 + \gamma_2)(\gamma_0 - \gamma_1 + \gamma_2)}}{2(\gamma_0 - \gamma_2)}. \]  

A specific filter type can be realized by selecting the appropriate capacitors to define the numerator polynomial. Note that, with reference to the SFG of Figure 8.23(b), other transfer functions can be obtained by interchanging the clock phases of some switches. Furthermore, to reduce the transfer function sensitivity to some capacitance ratios, it may be necessary to realize a biquad with more than two amplifiers [27].

For a given design, the signal levels at integrator outputs must be set by scaling the capacitances such that the amplifiers can operate with an optimal dynamic range. The maximum output signal is limited by the saturation voltage of the amplifier, while the minimum useful voltage is bounded by the noise level.

**Principle of the capacitance scaling for the optimal dynamic range**

Given a second-order transfer function,

\[ H(z) = \frac{\delta_0 + \delta_1 z^{-1} + \delta_2 z^{-2}}{\gamma_0 + \gamma_1 z^{-1} + \gamma_2 z^{-2}}, \]  

where \( z = e^{j\omega T} \), the maximum value of \( H(z) \) is required for the capacitance assignment that maximizes the dynamic range. That is,

\[ \left. \frac{d|H(e^{j\omega T})|}{d(\omega T)} \right|_{\omega=\omega_m} = 0. \]  

The resulting equation is given by

\[ \cos^2(\omega_m T) + \frac{\kappa}{\eta} \cos(\omega_m T) + \frac{\lambda}{2\eta} = 0, \]  

where

\[ \lambda = 2\delta_0\delta_1\gamma_1(\gamma_0 + \gamma_2) - 2\delta_1\gamma_0\gamma_2(\delta_0 + \delta_2) + \delta_1(\delta_0 + \delta_2)(\gamma_0^2 + \gamma_1^2 + \gamma_2^2) - \gamma_1(\gamma_0 + \gamma_2)(\delta_0^2 + \delta_1^2 + \delta_2^2), \]  

\[ \eta = 2\delta_0\delta_2\gamma_1(\gamma_0 + \gamma_2) - 2\delta_1\gamma_0\gamma_2(\delta_0 + \delta_2), \]  

and

\[ \kappa = 2\delta_0\delta_2(\gamma_0^2 + \gamma_1^2 + \gamma_2^2) - 2\gamma_0\gamma_2(\delta_0^2 + \delta_1^2 + \delta_2^2). \]  

Provided \((\kappa/2\eta)^2 - \lambda/2\eta \geq 0\), Equation (8.108) can be solved to

\[ \omega_m = \frac{1}{T} \arccos \left( \frac{-\kappa}{2\eta} \pm \sqrt{\left( \frac{\kappa}{2\eta} \right)^2 - \frac{\lambda}{2\eta}} \right), \]  

and the maximum value of transfer function, \(|H(\omega_m)|\), is obtained.
Application to a bandpass SC biquad

Let us consider the bandpass SC biquad shown in Figure 8.27, with the assumption that \( k_5 = k_2k_{14} \). The output and internal transfer functions are respectively given by

\[
H_0(z) = \frac{V_0(z)}{V_i(z)} = \frac{\alpha_0 + \alpha_1 z^{-1} + \alpha_2 z^{-2}}{\gamma_0 + \gamma_1 z^{-1} + \gamma_2 z^{-2}}
\]  
(8.113)

and

\[
H_1(z) = \frac{V_1(z)}{V_i(z)} = \frac{\beta_0 + \beta_1 z^{-1} + \beta_2 z^{-2}}{\gamma_0 + \gamma_1 z^{-1} + \gamma_2 z^{-2}},
\]  
(8.114)

where

\[
\begin{align*}
\alpha_0 &= -k_5, \quad (8.115) \\
\alpha_1 &= k_5 - k_2k_{14} = 0, \quad (8.116) \\
\alpha_2 &= k_2k_{14} = -\alpha_0, \quad (8.117) \\
\beta_0 &= -k_2 + k_5(k_9 + k_{10}), \quad (8.118) \\
\beta_1 &= k_2 + k_3 - k_5k_9, \quad (8.119) \\
\beta_2 &= -k_3, \quad (8.120) \\
\gamma_0 &= 1, \quad (8.121) \\
\gamma_1 &= k_9k_{14} + k_{10}k_{14} - 2, \quad (8.122)
\end{align*}
\]

and

\[
\gamma_2 = 1 - k_9k_{14}. \quad (8.123)
\]
Setting $k_2 = k_3 = k_5 = k$ and $k_{14} = 1$, we obtain
\begin{align}
\beta_0 &= k(1 + \gamma_1), \\
\beta_1 &= k(1 + \gamma_2),
\end{align}
(8.124) (8.125)
and
\begin{equation}
\beta_2 = -k.
\end{equation}
(8.126)

It then follows that
\begin{equation}
\frac{\lambda}{2\eta} = 1
\end{equation}
(8.127)
and
\begin{equation}
\kappa = \frac{\gamma_1^2 + (1 + \gamma_2)^2}{2\gamma_1(1 + \gamma_2)},
\end{equation}
(8.128)
where
\begin{align}
\lambda &= \begin{cases} 
-4\alpha_0^2\gamma_1(1 + \gamma_2) & \text{for } H_0(z) \\
-4k^2\gamma_1(1 + \gamma_1 + \gamma_2)(1 + \gamma_2) & \text{for } H_1(z),
\end{cases} \\
\eta &= \begin{cases} 
-2\alpha_0^2\gamma_1(1 + \gamma_2) & \text{for } H_0(z) \\
-2k^2\gamma_1(1 + \gamma_1 + \gamma_2)(1 + \gamma_2) & \text{for } H_1(z),
\end{cases} \\
\end{align}
(8.129) (8.130)
and
\begin{equation}
\kappa = \begin{cases} 
-2\alpha_0^2[\gamma_1^2 + (1 + \gamma_2)^2] & \text{for } H_0(z) \\
-2k^2(1 + \gamma_1 + \gamma_2)[\gamma_1^2 + (1 + \gamma_2)^2] & \text{for } H_1(z).
\end{cases}
\end{equation}
(8.131)

The relation between the transfer function magnitudes can be expressed as
\begin{equation}
|H_1(z)| = \frac{1}{k}|H_0(z)| \left| \frac{\beta_0 + \beta_1 z^{-1} + \beta_2 z^{-2}}{1 - z^{-2}} \right|.
\end{equation}
(8.132)

Recalling the definition $z = \cos(\omega T) + j \sin(\omega T)$, it can be shown that for the frequency, $\omega_m$, at which the transfer functions attain their maximum values, we have
\begin{equation}
|H_1(z)| = \frac{1}{k}|H_0(z)| \left( \frac{P}{4[1 - \cos^2(\omega_m T)]} \right).
\end{equation}
(8.133)

\textsuperscript{2}Note that for the derivation of Equation (8.133), it was necessary to use the following trigonometric identities: \( \cos^2(x) + \sin^2(x) = 1 \), \( \cos(2x) = 2\cos^2(x) - 1 \), and \( \cos(x - y) = \cos(x)\cos(y) + \sin(x)\sin(y) \).
where

\[ P = \beta_0^2 + \beta_1^2 + \beta_2^2 + 2\beta_1(\beta_0 + \beta_2) \cos(\omega_m T) + 2\beta_0\beta_2[2 \cos^2(\omega_m T) - 1]. \] (8.134)

Because

\[ \cos(\omega_m T) = -\frac{\gamma_1}{1 + \gamma_2}, \] (8.135)

we arrive successively at

\[ |H_1(z)| = \frac{|H_0(z)|}{2} \sqrt{\frac{Q}{(1 + \gamma_2)^2 - \gamma_1^2}} \]
\[ = \frac{|H_0(z)|}{2} \sqrt{\frac{(1 + \gamma_2)^2 + 4(1 + \gamma_1)}{1 + \gamma_2}}, \] (8.136)

where

\[ Q = (1 + \gamma_2)^2[(1 + \gamma_1)^2 + (1 + \gamma_2)^2 + 1 - 2\gamma_1^2] - 2(1 + \gamma_1)[2\gamma_1^2 - (1 + \gamma_2)^2]. \] (8.137)

Hence, the maximum values of the output and internal transfer functions are equal provided,

\[ \frac{1}{2} \sqrt{(1 + \gamma_2)^2 + 4(1 + \gamma_1)} = 1, \] (8.138)

where \( \gamma_1 = 1 - k_9 \) and \( \gamma_2 = k_9 + k_{10} - 2 \).

In SC circuits, the high \( Q \) factor can result in a large spread of the capacitance ratios. To reduce the sensitivity of the capacitance ratio to the IC process, identical unit capacitors are generally connected in parallel to implement larger ones [28]. The implementation of large capacitance ratios would then require very small unit capacitors, whose reproduction can be affected by significant matching errors due to area variations. Furthermore, an increase in the chip area may be related to the spacing required between the units.

In practice, SC circuits exhibit a frequency response that is limited by the nonideal characteristics of components. They only operate well for input signals at much lower frequencies than the clock frequency. With a biquad consisting of a combination of an inverting and a noninverting integrator, the signals will experience one sampling period delay around the loop. As a result, this topology is less affected by the amplifier gain-bandwidth product.

The determination of capacitances should be achieved to simultaneously maximize the dynamic range and minimize the total chip area required by capacitors and the capacitance spread. The smallest capacitance can be determined based on the output noise requirement and the other capacitors are then scaled appropriately under various design trade-offs (total capacitance, sensitivity to component imperfections, ...). Capacitance scaling techniques based on analytical models can be applied to only a limited number of biquad structures. To explore all possible solutions without any restrictions, a systematic scaling approach must be numerical and rely on constrained optimization tools.
8.8.3 Ladder filter

In the cascade design of high-order filters, some of the pole Q-factors can become too high, resulting in an increase in the component-value sensitivity and a large chip area. Due to the inherent low-sensitivity in the passband, SC ladders [29–33] can then be preferred over the cascade of low-order sections.

SC ladder filters are designed using either the lossless discrete-time integrator (LDI) transform or the bilinear transform. The prototype networks or SFGs, which are used in the exact LDI design procedure adopted here, include half-unit delay terminations in order to allow the realization of any filter type. The resulting SC ladder filters are canonical, that is, the required number of amplifiers is equal to the filter order. In the case of design techniques based on the bilinear transform, the filter prototype is exactly transformed from the continuous-time domain to the discrete-time domain without any assumption on the network terminations, leading to the use of an extra T/H amplifier in the input stage.

8.9 SC ladder filter based on the LDI transform

A doubly terminated discrete-time network is depicted in Figure 8.28 [34]. The input and output terminations, which are assumed to be frequency dependent, are characterized by $R_i(z) = z^{-l_i/2}R_i$, $l_i = \pm 1$, and $R_0(z) = z^{l_0/2}R_0$, $l_0 = \pm 1$, respectively. The network consists of discrete-time impedances $L(z) = (z^{1/2} - z^{-1/2})L$ and $C(z) = 1/(z^{1/2} - z^{-1/2})C$. The parameters $R_i$, $R_0$, $L$, and $C$ are constants. The voltages and currents are related by

$$
\begin{bmatrix}
V_1(z) \\
I_1(z)
\end{bmatrix} = T
\begin{bmatrix}
V_2(z) \\
I_2(z)
\end{bmatrix},
$$

where $T$ denotes the chain matrix of the two-pair network given by

$$
T = \begin{bmatrix}
A(z) & B(z) \\
C(z) & D(z)
\end{bmatrix}.
$$

Other forms of the terminations, but which seem to be unsuitable for the design of highpass filters, are $R_i(z) = (z^{1/2} + z^{-1/2})R_i$ and $R_0(z) = (z^{1/2} + z^{-1/2})R_0$. 

3Other forms of the terminations, but which seem to be unsuitable for the design of highpass filters, are $R_i(z) = (z^{1/2} + z^{-1/2})R_i$ and $R_0(z) = (z^{1/2} + z^{-1/2})R_0$. 

FIGURE 8.28
A doubly terminated discrete-time network.
With \( I_1(z) = [V_i(z) - V_i(z)]/R_i(z) \) and \( I_2(z) = V_2(z)/R_0(z) \), the overall transfer function is of the form
\[
H(z) = \frac{V_0(z)}{V_i(z)} = \frac{1}{A(z) + \frac{B(z)}{R_0(z)} + \frac{R_i(z)}{C(z) + \frac{D(z)}{R_0(z)}}}.
\]
(8.141)

The reciprocal of the transfer function is \( G(z) = 1/H(z) \) and the auxiliary function, \( K(z) \), is defined by
\[
K(z) = A(z) + \frac{B(z)}{R_0(z)} - \frac{R_i(z^{-1})}{C(z) + \frac{D(z)}{R_0(z)}}.
\]
(8.142)

The function \( G(z) \) is related to the filter specifications. Provided \( K(z) \) is known, the elements of the chain matrix \( T \) are to be determined from the following relations:
\[
A(z) + \frac{B(z)}{R_0(z)} = \frac{R_i(z)K(z) + R_i(z^{-1})H(z)}{R_i(z) + R_i(z^{-1})},
\]
(8.143)
\[
C(z) + \frac{D(z)}{R_0(z)} = \frac{K(z) - H(z)}{R_i(z) + R_i(z^{-1})}.
\]
(8.144)

This can only be achieved by assuming that the following requirements are met:

- Either (i) the polynomials \( A(z) \) and \( D(z) \) are symmetric, \( B(z) \) and \( D(z) \) are anti-symmetric rational polynomials, or (ii) \( A(z) \) and \( D(z) \) are anti-symmetric, \( B(z) \) and \( D(z) \) are symmetric rational polynomials.

- The determinant of the chain matrix takes only the values \( \pm 1 \).

It follows that
\[
K(z)K(z^{-1}) - G(z)G(z^{-1}) = \pm [R_i(z) + R_i(z^{-1})] \left[ \frac{1}{R_0(z)} + \frac{1}{R_0(z^{-1})} \right].
\]
(8.145)

This last equation can then be solved numerically for the function \( K(z) \). The roots located in the unit circle are to be assigned to \( K(z) \) and those outside to \( K(z^{-1}) \).

With reference to a polynomial defined by
\[
P(z) = p_0z^n + p_1z^{n-1} + \cdots + p_n,
\]
(8.146)
where \( p_i \) \((i = 0, 1, \cdots, n)\) denotes the coefficients, a balanced polynomial can be written as
\[
\hat{P}(z) = z^{-n/2}P(z) = p_0z^{n/2} + p_1z^{n/2-1} + \cdots + p_nz^{-n/2}.
\]
(8.147)
The polynomial $\hat{P}(z)$ can equivalently be represented by the equation

$$P(z) = P^+(z) + P^-(z), \quad (8.148)$$

where the symmetric polynomial, $P^+(z)$, and the anti-symmetric polynomial, $P^-(z)$, are respectively given by

$$P^+(z) = \frac{\hat{P}(z) + \hat{P}(z^{-1})}{2} = \sum_{i=0}^{(n-1)/2} \hat{p}_i \gamma^{n-2i} \quad (8.149)$$

and

$$P^-(z) = \frac{\hat{P}(z) - \hat{P}(z^{-1})}{2} = \sum_{i=0}^{n/2} \hat{p}_i \gamma^{n-2i}. \quad (8.150)$$

The LDI variable, $\gamma$, is given by $\gamma = z^{1/2} - z^{-1/2}$, and the coefficients $\hat{p}_i$ can be computed as

$$\hat{p}_i = \begin{cases} p_0 & \text{for } i = 0, \\ p_i - \sum_{j=0}^{i-1} (-1)^{i-j} \binom{n-j}{i-j} \hat{p}_j & \text{otherwise}. \end{cases} \quad (8.151)$$

**FIGURE 8.29**
Signal-flow graph of a doubly terminated discrete-time network.

In the specific case of LC networks, we have $A(z) = A(z^{-1})$, $B(z) = -B(z^{-1})$, $C(z) = -C(z^{-1})$, $D(z) = D(z^{-1})$, and $\det(T) = 1$. The chain matrix elements can then be written in terms of the variable $\gamma$. The rational polynomials $B(\gamma)/A(\gamma)$, $C(\gamma)/A(\gamma)$, $B(\gamma)/D(\gamma)$, and $C(\gamma)/D(\gamma)$ are reactive driving-point impedance functions. The SFG of a doubly terminated discrete-time network is illustrated in Figure 8.29. The discrete-time network, whose elements are to be determined, is decomposed into a product of low-order sections with the chain matrices $T_i, i = 1, 2, \ldots, N$, such that

$$T = \prod_{i=1}^{N} T_i. \quad (8.152)$$
The decomposition of the matrix $T$ from nodes 1 can be achieved recursively using the input function defined as

$$Z_1(\gamma) = \left. \frac{V_1(\gamma)}{I_1(\gamma)} \right|_{I_2=0} = \frac{C(\gamma)}{A(\gamma)}.$$  \hfill (8.153)

After the extraction of the elements $A_i(\gamma)$, $B_i(\gamma)$, $C_i(\gamma)$, and $D_i(\gamma)$, corresponding to $T_i$, the input function of the remaining network is given by

$$Z'_i(\gamma) = \frac{C_i(\gamma) - A_i(\gamma)Z_1(\gamma)}{B_i(\gamma)Z_1(\gamma) - D_i(\gamma)},$$ \hfill (8.154)

which should be zero at the end of the procedure. Carrying on the extraction operation from nodes 2, the above relations become

$$Z_2(\gamma) = \left. \frac{-V_2(\gamma)}{I_2(\gamma)} \right|_{I_1=0} = \frac{B(\gamma)}{A(\gamma)},$$ \hfill (8.155)

and

$$Z'_2(\gamma) = \frac{B_i(\gamma) - A_i(\gamma)Z_2(\gamma)}{C_i(\gamma)Z_2(\gamma) - D_i(\gamma)}.$$ \hfill (8.156)

Based on the input functions, the decomposition of the initial chain matrix can be achieved up to a constant reciprocal two-pair characterized by

$$T_0 = \begin{bmatrix} 1 & 0 \\ \frac{1}{k} & k \end{bmatrix},$$ \hfill (8.157)

where $k$ is a constant. The possibility of obtaining a network, which is incomplete, should be avoided by using a full-order input function for the chain-matrix extraction. Note that a filter of degree $N$ is to be decomposed into $N$ first-order network sections. The partial fraction expansion of an input function includes terms of the form $k_0/\gamma$, $2k_i\gamma/(\gamma^2 + \omega_i^2)$ and $k_\infty\gamma$, where $k_0 \geq 0$, $k_i > 0$, $k_\infty \geq 0$, and $\omega_i$ is related to the finite poles.

The signal-flow graphs of ladder filter network sections are summarized in the table illustrated in Figure 8.30 [31, 33]. Let $T$ be the chain matrix of the original discrete-time filter prototype. Provided that the chain matrix $T_i$ of the network section to be extracted is known, the characteristic $T^r$ of the remaining network can be obtained by the following factorization,

$$T^r = T_i^{-1}T,$$ \hfill (8.158)

for the extraction from input nodes, or

$$T^r = TT_i^{-1},$$ \hfill (8.159)

for the extraction from output nodes. The structures of type I and III realize transmission zeros at infinity, as required for lowpass filters, while the ones of
FIGURE 8.30
Signal-flow graphs of ladder filter network sections.

Type II and IV implement zeros at the origin, as in the case of highpass filters. The type-I network sections correspond to the next chain matrix

$$\begin{bmatrix}
\alpha \gamma & 1 \\
1 & 0
\end{bmatrix}, \quad (8.160)
$$

where $\alpha = \lim_{\gamma \to \infty} (1/\gamma Z_1(\gamma))$. We have

$$\begin{bmatrix}
1 & 0 \\
\frac{1}{\alpha \gamma} & 1
\end{bmatrix} \quad \text{for the type IIA} \quad (8.161)
$$

and

$$\begin{bmatrix}
1 & \frac{1}{\beta \gamma} \\
0 & 1
\end{bmatrix} \quad \text{for the type IIB}, \quad (8.162)
$$

\[4\] With $1/Z_1(\gamma) = \tilde{k}_0/\gamma + \sum_{i=1}^{l} 2\tilde{k}_i \gamma/(\gamma^2 + \tilde{\omega}_i^2) + \tilde{k}_\infty \gamma$, the parameter $\alpha$ can be obtained as $\alpha = \tilde{k}_\infty = \lim_{\gamma \to \infty} (1/\gamma Z_1(\gamma))$.\]
where \(1/\alpha = \lim_{\gamma \to 0} (\gamma Z_1(\gamma))\) and \(1/\beta = \lim_{\gamma \to 0} (\gamma Z_2(\gamma))\) are two positive constants

The networks related to the above chain matrices contain only one integrator and can be used for the realization of all-pole filters. Remark that the network sections should not be extracted in arbitrary sequence. Using the input function \(Z_1\), the first network section will be either of type IA, IIA if the order \(N\) of the original discrete-time network is odd, or type IB, IIB if \(N\) is even. The following extractions are achieved according to the diagram of Figure 8.31(a). With \(Z_2\), the first network section will be either of type IA, IIA if the order \(N\) of the original discrete-time network is even or of the type IB, IIB if \(N\) is odd. The subsequent extractions are performed based on the diagram of Figure 8.31(b). From a given network section type, the arrows are directed toward the other type, which can later be extracted.

**FIGURE 8.31**
Signal-flow graph extraction sequences for network sections of type I and II.

The discrete-time prototype and SFG of a third-order all-pole lowpass filter are shown in Figures 8.32 and 8.33, respectively. It is assumed that \(l_i = l_0 = 1\) for the terminations \(R_i\) and \(R_0\). The resulting SC filter is shown in Figure 8.34.

For the type-III network sections, we have

\[
\begin{pmatrix}
(\alpha_1\alpha_3 - \alpha_2\alpha'_2)\beta_2\gamma^2 + \alpha_1 + \alpha_3 - \alpha_2 - \alpha'_2)\gamma \\
\alpha_2\beta_2\gamma^2 + 1 \\
\alpha_3\beta_2\gamma^2 + 1 \\
\alpha_2\beta_2\gamma^2 + 1
\end{pmatrix}
\begin{pmatrix}
\alpha_1\beta_2\gamma^2 + 1 \\
\alpha_2\beta_2\gamma^2 + 1 \\
\alpha_2\beta_2\gamma^2 + 1
\end{pmatrix}.
\]

With \(\alpha_2 = \alpha'_2\), a finite zero is realized at \(\Omega = 1/\sqrt{\alpha_3\beta_2}\). As shown in the table of Figure 8.30, the network section of type IIIA includes two type IA structures, while the one of type IIIB contains two type IB structures.

The next chain matrices can be written

\[
\begin{pmatrix}
\alpha_2\beta_3\gamma^2 + 1 \\
\alpha_2\beta_3\gamma^2 + \delta_1 \\
\alpha_2\beta_3\gamma^2 + \delta_1
\end{pmatrix}
\begin{pmatrix}
\beta_1(1 - \delta_1) + \beta_3(1 - \delta_2)\gamma\alpha_2\gamma^2 - \delta_1\delta_2 + 1 \\
(\alpha_2\beta_3\gamma^2 + \delta_1)\beta_1\gamma \\
\beta_3(\alpha_2\beta_1\gamma^2 + 1)
\end{pmatrix}
\]

Provided \(Z_1(\gamma) = k_0/\gamma + \sum_{i=1}^{2} k_i(\gamma^2/\gamma^2 + \omega_i^2) + k_\infty\gamma\), the parameter \(\alpha\) is given by 

\[
1/\alpha = k_0 = \lim_{\gamma \to 0} (\gamma Z_1(\gamma)).
\]

Assuming that the partial fraction expansion of \(Z_2(\gamma)\) takes on a form similar to the one of \(Z_1(\gamma)\), the following relation can be written as well: 

\[
1/\beta = k_0 = \lim_{\gamma \to 0} (\gamma Z_2(\gamma)).
\]
for the type IVA, and
\[
\begin{bmatrix}
\frac{\alpha_3\beta_2\gamma^2 + 1}{\alpha_1(1 - \delta_1) + \alpha_3(1 - \delta_2)\beta_2\gamma^2 - \delta_1\delta_2 + 1} & \frac{\alpha_3\gamma}{1 + \alpha_1\beta_2}\gamma^2 + \delta_1 \\
\end{bmatrix}
\] (8.165)

for the type IVB. Here, a finite zero is realized at \( \Omega = \sqrt{\frac{\delta_1}{\alpha_3\beta_2}} = \sqrt{\frac{\delta_2}{\alpha_1\beta_2}} \).

Remark that two type IIA (type IIB) network sections can be extracted from the structure of type IVA (type IVB).

The network sections of type III and IV can be used for the implementation of transfer functions with finite transmission zeros and at least one zero at the
origin or at infinity. They should be inserted between the network sections of the type I and II, which are also taken out at the first and last steps. Depending on the choice of the input function, $Z_1$ or $Z_2$, the extraction of the remaining network sections will be performed according to the diagram shown in Figure 8.35(a) or (b), respectively.

![Signal-flow graph extraction sequences.](image)

**FIGURE 8.35**
Signal-flow graph extraction sequences.

The circuit diagram of a third-order, discrete-time highpass ladder network is shown in Figure 8.36. The terminations $R_i$ and $R_0$ of the discrete-time network must be chosen such that $l_i = -l_0 = 1$. The resulting SFG is depicted in Figure 8.37 and the corresponding SC filter is shown in Figure 8.38.

![Circuit diagram of a third-order discrete-time highpass ladder network.](image)

**FIGURE 8.36**
Circuit diagram of a third-order discrete-time highpass ladder network.

Given a discrete-time transfer function obtained from filter specifications, the chain parameters of the network are computed. The filter coefficients are obtained through the factorization of the two-port matrix. The SFG can then be derived and transformed into a form, which is suitable for the SC realization using parasitic-insensitive building blocks. The basic SFG transformations are included in the table of Figure 8.39.

The delays of the input and output terminations must be chosen so that a ladder filter of the order $N$ can be realized with $N$ amplifiers. Note that the last step of the design consists of scaling the amplifier voltage levels for the dynamic range maximization. It should be noted that depending on the SFG transformations, different filter structures realizing the same specification can be derived.

Although SC filters obtained using the design method based on the LDI
transform have the advantage of being simple, they can be limited by the achievable attenuation level in the stop-band. The design of high-frequency SC filters then preferably relies on the bilinear transform and building blocks that embody LDI integrators.

8.10 SC ladder filter based on the bilinear transform

8.10.1 RLC filter prototype-based design

In order to preserve a low sensitivity to fluctuations of component values in the passband, the basic design method of high-order SC filters is to model a
FIGURE 8.39
Signal-flow graph transformations.

doubly terminated lossless passive network using SC building blocks [35]. The bilinear-transformed transfer function is exactly realized by properly arranging the phasing between adjacent SC integrators.

FIGURE 8.40
(a) Third-order RLC lowpass filter; (b) RLC lowpass filter after circuit transformation.

Starting from the prototype of a third-order RLC lowpass ladder filter
**FIGURE 8.41**
(a) Third-order LC lowpass filter SFG; (b) third-order LC lowpass filter SFG with the minimum number of integrator stages.

shown in Figure 8.40(a), the nodal and loop equations can be written as

\[ I_1 = \frac{V_i - V_1}{R_i} \]  
(8.166)

\[ V_1 = \frac{I_1 - [I_2 + sC_2(V_1 - V_3)]}{sC_1} \]  
(8.167)

\[ I_2 = \frac{V_1 - V_3}{sL_2} \]  
(8.168)

\[ V_3 = \frac{I_2 + sC_2(V_1 - V_3)}{sC_3 + 1/R_0} \]  
(8.169)

or, equivalently,

\[ I_1 = \frac{V_i - V_1}{R_i} \]  
(8.170)

\[ V_1 = \frac{I_1 - I_2}{sC_1'} + \frac{C_2}{C_1'}V_3 \]  
(8.171)

\[ I_2 = \frac{V_1 - V_3}{sL_2} \]  
(8.172)

\[ V_3 = \frac{I_2 - R_0}{sC_3'} + \frac{C_2}{C_3'}V_1 \]  
(8.173)

where \( C_1' = C_1 + C_2 \) and \( C_3' = C_2 + C_3 \). The set of Equations (8.170)-(8.173) can directly be derived from the equivalent circuit of Figure 8.40(b), which is the outcome of the transformation of the initial network using Norton’s theorem and has the advantage of requiring the minimum number of reactance elements. It can be represented by the SFG depicted in Figure 8.41(a), where each node represents either a voltage drop across a component or a current.
flowing through a component. To meet the implementation constraint of using a minimum number of inverting integrator stages, the terms of the previous equations are rearranged such that each state variable is represented by the negative integral of a weighted sum of the state variables and the input voltage. This is achieved by eliminating the current variable \( I_1 \) from the equations and scaling \( V_1 \) and \( I_2 \) by \(-1\), resulting in

\[
V_1 = -\frac{1}{sC_1'} \left[ \frac{V_i - V_1}{R_i} - I_2 + sC_2 V_3 \right] \quad (8.174)
\]

\[
I_2 = -\frac{V_1 - V_3}{sL_2} \quad (8.175)
\]

\[
V_3 = -\frac{1}{sC_3'} \left[ -sC_2 V_1 - I_2 + \frac{V_3}{R_0} \right]. \quad (8.176)
\]

The corresponding SFG is shown in Figure 8.41(b). It can also be derived by exploiting the properties related to SFG operations such as the gain scaling and node elimination.

The bilinear \( s\)-to-\( z \) transformation is given by

\[
s = \frac{2}{T} \frac{1 - z^{-1}}{1 + z^{-1}} = \frac{2}{T} \frac{z^{1/2} - z^{-1/2}}{z^{1/2} + z^{-1/2}}, \quad (8.177)
\]

where \( T \) denotes the clock signal period. By introducing the variable \( \lambda \) as follows

\[
\lambda = sT/2, \quad (8.178)
\]

the next expression can be derived

\[
\lambda = \frac{z^{1/2} - z^{-1/2}}{z^{1/2} + z^{-1/2}} = \frac{(e^{sT/2} - e^{-sT/2})/2}{(e^{sT/2} + e^{-sT/2})/2} = \frac{\sinh(sT/2)}{\cosh(sT/2)} = \tanh(sT/2). \quad (8.179)
\]

With the assumption that

\[
\rho = \frac{1}{2}(z^{1/2} - z^{-1/2}) = \frac{1}{2}(e^{sT/2} - e^{-sT/2}) = \sinh(sT/2), \quad (8.180)
\]

\[
\nu = \frac{1}{2}(z^{1/2} + z^{-1/2}) = \frac{1}{2}(e^{sT/2} + e^{-sT/2}) = \cosh(sT/2), \quad (8.181)
\]

we have

\[
\lambda = \rho/\nu, \quad \nu^2 = 1 + \rho^2, \quad \text{and} \quad \nu + \rho = z^{1/2}. \quad (8.182)
\]

Using the \( s\)-to-\( z \) substitution, we derive the filter SFG in the \( \lambda \)-domain, where the capacitor \( C_k \) and inductor \( L_k \) exhibit the impedances \( 1/\lambda C_k \) and \( \lambda L_k \), respectively. The direct SC implementation should require bilinear integrators, which are more complicated than the commonly used LDI integrator. To
realize the filter SFG using LDI integrators [36], it is required to divide all impedances by the complex variable $\nu$.

Let $Z_{C_k}$, $Z_{L_k}$, and $Z_{R_k}$ be the impedances of the capacitor $C_k$, inductor $L_k$, and resistor $R_k$, respectively, in the initial filter SFG. The division of all impedances by $\nu$ results in $\hat{Z}_{C_k}$, $\hat{Z}_{L_k}$, and $\hat{Z}_{R_k}$ given by

$$\hat{Z}_{C_k} = \frac{Z_{C_k}}{\nu} = \frac{1}{\frac{1}{\lambda \nu C_k} = \frac{1}{\rho C_k}} = \frac{1}{\lambda \nu C_k}$$

$$(8.183)$$

$$\hat{Z}_{L_k} = \frac{Z_{L_k}}{\nu} = \frac{\lambda L_k}{\nu} = \frac{\rho L_k}{1 + \rho^2} = \left(\frac{1}{\rho L_k} + \frac{\rho}{L_k}\right)^{-1}$$

$$(8.184)$$

and

$$\hat{Z}_{R_k} = \frac{Z_{R_k}}{\nu} = \frac{R_k}{\nu}$$

$$(8.185)$$

respectively. After the scaling, the value $C_k$ of the capacitor is maintained, while the inductor is transformed to a parallel combination of an inductor $L_k$ and a capacitor $1/L_k$, and the resistor impedance becomes frequency dependent. Because the capacitor introduced by the transformation of the inductor should be taken into account in the derivation of the equivalent minimal-reactance network, the bilinear transformation and impedance scaling should first be performed.

**FIGURE 8.42**
Design steps of the SC ladder filter based on the third-order RLC lowpass filter prototype: (a) Third-order doubly terminated RLC filter, (b) bilinear-transformed discrete-time equivalent network, (c) modified network derived using Norton’s theorem, (d) filter SFG.

The steps required for the derivation of the SFG from the third-order RLC
FIGURE 8.43
SFG for the SC implementation of the third-order RLC lowpass filter.

FIGURE 8.44
SC implementation of the third-order LC lowpass filter.

ladder filter are illustrated in Figure 8.42, where \( C'_1 = C_1 + C'_2, C'_3 = C'_2 + C_3, \)
\( C'_2 = C_2 + C_{L_2}, \) and \( C_{L_2} = 1/L_2. \) The set of equations characterizing the filter
SFG of Figure 8.42(d) can be expressed as

\[
\begin{align*}
-V'_1 &= -\frac{1}{\rho C'_1} \left[ V_i - V'_1 + \frac{I'_2 + \rho C_2 V'_3}{R_0/\nu} \right], \\
-I'_2 &= -\frac{V'_1 - V'_3}{\rho L_2}, \\
V'_3 &= -\frac{1}{\rho C_3} \left[ \frac{1}{\nu} - I'_2 - \frac{V'_3}{R_0/\nu} \right].
\end{align*}
\]

Setting

\[
\rho = \frac{z^{1/2}}{2} \Gamma \quad \text{and} \quad \nu = \frac{z^{1/2}}{2} (1 + z^{-1}),
\]
where \( \Gamma = 1 - z^{-1} \), we can obtain

\[
\frac{1}{2}[(C_1' - 1/R_i)\Gamma + 2/R_i]V_1' = \frac{1}{2}(1 + z^{-1})V_i - z^{-1/2}I_2' + \frac{1}{2}C_2'\Gamma V_3', \quad (8.190)
\]

\[
I_2' = z^{-1/2} \frac{2}{L_2} \frac{V_1' - V_3'}{\Gamma}, \quad (8.191)
\]

\[
\frac{1}{2}[(C_3' - 1/R_0)\Gamma + 2/R_0]V_3' = z^{-1/2}I_2' + \frac{1}{2}C_2'\Gamma V_1'. \quad (8.192)
\]

On the other hand, a filter SFG based on SC building blocks is illustrated in Figure 8.43. It can be described by the following set of equations:

\[
-V_1' = -\frac{1}{C_\alpha \Gamma} \left[ C_{\alpha 1}(1 + z^{-1})V_i - C_{\alpha 1}V_1' - C_{\alpha 2}z^{-1/2}I_2' + C_{\alpha 3}\Gamma V_3' \right], \quad (8.193)
\]

\[
-I_2' = -\frac{1}{C_\beta \Gamma} \left[ C_{\beta 2}z^{-1/2}V_1' - C_{\beta 1}z^{-1/2}V_3' \right], \quad (8.194)
\]

\[
V_3' = -\frac{1}{C_\Gamma} \left[ -C_{\gamma 3}\Gamma V_1' - C_{\gamma 2}z^{-1/2}I_2' + C_{\gamma 1}V_3' \right]. \quad (8.195)
\]

Rewriting these equations gives

\[
(C_\alpha \Gamma + C_{\alpha 1})V_1' = C_{\alpha 1}(1 + z^{-1})V_i - C_{\alpha 2}z^{-1/2}I_2' + C_{\alpha 3}\Gamma V_3', \quad (8.196)
\]

\[
I_2' = z^{-1/2} \frac{C_{\beta 2}V_1' - C_{\beta 1}V_3'}{C_\beta \Gamma}, \quad (8.197)
\]

\[
(C_{\gamma} \Gamma + C_{\gamma 1})V_3' = C_{\gamma 2}z^{-1/2}I_2' + C_{\gamma 1}\Gamma V_1'. \quad (8.198)
\]

Comparing the last sets of equations obtained from the SFGs of Figures 8.42(d) and 8.43, the initial values for the capacitors of the SC ladder filter are derived as

\[
C_\alpha = (C'_1 - C_{R_i})/2, \quad C_{\alpha 1} = C_{R_i}, \quad C_{\alpha 2} = 1, \quad C_{\alpha 3} = C'_2/2,
\]

\[
C_{\beta 1}/C_\beta = C_{\beta 2}/C_\beta = 2C_{L_2},
\]

\[
C_{\gamma} = (C'_3 - C_{R_0})/2, \quad C_{\gamma 1} = C_{R_0}, \quad C_{\gamma 2} = 1, \quad C_{\gamma 3} = C'_2/2, \quad (8.199)
\]

where \( C_{R_i} = 1/R_i, \ C_{R_0} = 1/R_0, \) and \( C_{L_2} = 1/L_2 \). Taking into account the normalization factor \( T/2 = \lambda/s \) of the bilinear transform, these last values take the form \( C_{R_i} = T/(2R_i), \ C_{R_0} = T/(2R_0), \) and \( C_{L_2} = T^2/(4L_2) \). The circuit diagram of the SC filter is shown in Figure 8.44, where a T/H circuit is required for the realization of the input branch.

Note that the capacitor values can be further scaled for the optimal dynamic range of amplifiers and the minimum total capacitance. Because the transfer function is only determined by the capacitor ratios, the capacitor values for each integrator can be normalized relative to the corresponding unswitched feedback capacitor.
In general, starting from the RLC filter prototype, the SC ladder filter can be designed by following the following steps:

- Perform the bilinear transformation;
- Scale all impedances;
- Construct the minimal-reactance network;
- Derive the filter SFG; and
- Convert the filter SFG into an SC implementation.

### 8.10.2 Transfer function-based design of allpass filters

In the continuous-time domain, the transfer function of an $N$-th-order allpass filter can generally be written as

$$H(s) = \pm \frac{D(-s)}{D(s)}, \quad (8.200)$$

where

$$D(s) = \sum_{k=0}^{N} a_k s^k$$

and $a_N = 1$. To meet the stability requirements, the roots of $D(s)$ must be in the left-half $s$-plane, or equivalently, all of the coefficients $a_k$ should be positive, as is the case for Hurwitz polynomials. By performing the bilinear transformation, the equivalent transfer function in the $z$-domain is given by

$$H(z) = \pm \frac{z^{-N}D(z^{-1})}{D(z)}, \quad (8.201)$$

where

$$D(z) = \sum_{l=0}^{N} a_l z^{-l}$$

and $a_0 = 1$. With the numerator being the mirror-image polynomial of the denominator, it can be shown that the magnitude of the transfer function, $|H(e^{j\omega})|$, is equal to unity for any frequency, and the phase response is

$$\theta(\omega) = \arg[H(e^{j\omega})] = \begin{cases} -N\omega - 2\text{Arg}[D(e^{j\omega})], & \text{if } H(j\omega) \geq 0 \\ \pi - N\omega - 2\text{Arg}[D(e^{j\omega})], & \text{if } H(j\omega) < 0 \end{cases}, \quad (8.202)$$

where it is assumed that the phase of a positive real number is zero while the one of a negative real number is $\pi$. 
Let us consider a third-order allpass filter with the transfer function $H(z)$ given by

$$H(z) = -\frac{z^3 D(z^{-1})}{D(z)},$$

(8.203)

where $D(z)$ is a third-order polynomial with real coefficients. The design of the corresponding SC circuit is based on the next decomposition [37]

$$H(z) = 1 - 2z^2 + \frac{1}{2} \frac{1}{1 + \tilde{Y}(z)},$$

(8.204)

where

$$\tilde{Y}(z) = \frac{1}{2} (z - 1) + \frac{1}{2} (z + 1) Y(z)$$

(8.205)

and the admittance function, $Y(z)$, is obtained as

$$Y(z) = \frac{D(z) - z^{-3} D(z^{-1})}{D(z) + z^{-3} D(z^{-1})}.$$  

(8.206)

To proceed further, $Y(z)$ can be expressed in a continued fraction expansion [38] of the form

$$Y(z) = z^{1/2} Y(\gamma),$$

(8.207)

where

$$Y(\gamma) = \kappa_1 \gamma + \frac{1}{\kappa_2 \gamma + \frac{1}{\kappa_3 \gamma}}$$

(8.208)

and $\gamma = z^{1/2} - z^{-1/2}$. Note that $\kappa_1$ is assumed to be greater than one, and $\kappa_2$ and $\kappa_3$ are positive constants. The third-order allpass transfer function can

---

Note that, depending on the sign of the transfer function, the ladder network synthesis can be achieved either with $Y(z)$ or $1/Y(z)$. 

---

**FIGURE 8.45**

Signal-flow graph of a third-order allpass ladder network.
FIGURE 8.46
Circuit diagram of a third-order allpass ladder SC filter.

be realized by the SFG depicted in Figure 8.45. The resulting SC circuit is shown in Figure 8.46, where the coefficients \( \alpha_i \) \((i = 1, 2, 3)\) can be obtained as

\[
\alpha_i = \begin{cases} 
\frac{1}{\kappa_1 - 1}, & \text{for } i = 1 \\
\frac{1}{\kappa_i}, & \text{otherwise}.
\end{cases}
\]
Here, the SC implementation exploits the availability of signals with both polarities in fully differential structures.

In general for $N > 3$, the admittance function, $Y(z)$, can be decomposed into either a continued fraction expansion or a partial fraction expansion, and the design of an $N$-th order allpass filter results in two different SC implementations, which require $N + 1$ amplifiers.

### 8.11 Effects of the amplifier finite gain and bandwidth

Integrators are commonly used in filter design. In this analysis, the stray-insensitive circuit of Figure 8.47 is considered. It can operate as an inverting SC integrator when the switch timings are $S_1(\phi_2)$ and $S_2(\phi_1)$, or a noninverting SC integrator when switch timings are $S_1(\phi_1)$ and $S_2(\phi_2)$. The amplifier will have, as in practice, an open loop gain, $A$, with a finite dc gain $A_0$, and a finite transition frequency (or unity-gain frequency), $f_t$. Thus, the inverting input terminal, $v^-$, of the amplifier will not be a true virtual ground but will be dependent on the output signal, as $v_0 = A(v^+ - v^-)$.

The equivalent models of the amplifiers, which can be used in the implementation of SC circuits, are shown in Figure 8.48. With the amplifier including an ideal output buffer (see Figure 8.48(a)), the charge transfer is independent of the capacitive load, but the additional pole, which is related to the output voltage follower, can affect the stability of the overall circuit. Generally, the speed performance is then improved for IC designs based on operational transconductance amplifiers (see Figure 8.48(b)).

The amplifier is first described as an ideal voltage-controlled voltage source with a finite dc gain and infinite bandwidth. This model is useful when the distortions due to the finite dc gain must be evaluated. However, in the context of high-frequency applications, the influence of the finite bandwidth on the settling speed becomes dominant. In this case, the analysis is done by modeling

---

7 An OTA is generally characterized by a finite transconductance gain, $g_m$. For a finite output impedance, $Z_0$, the OTA can be modeled as a voltage-controlled voltage source with the finite dc gain $A_0 = g_m Z_0$. 

---

**FIGURE 8.47**

Lossless discrete-time stray-insensitive integrator.
the amplifier as an ideal voltage-controlled voltage source with a finite unity-gain frequency and an infinite dc gain [39–41].

For simplicity, the switches are assumed to have a negligible on-resistance and the input signal is considered constant during the charge transfer between the capacitors. The values of all necessary voltages are evaluated at the end of each clock phase, resulting in a set of difference equations that can be readily transformed into the $z$-domain. The error function, $E(z)$, is then extracted from the circuit transfer function according to the next equations:

$$H(z) = \frac{V_0(z)}{V_i(z)} = H_{id}(z)E(z)$$

and

$$E(z)|_{z=\exp(j\omega T)} = [1 + m(\omega)] \exp[j\theta(\omega)],$$

where $T$ is the clock period, and $m(\omega)$ and $\theta(\omega)$ are the error magnitude and phase, respectively. For small error values, that is, $m(\omega)$ and $\theta(\omega) \ll 1$, the next approximation can be made

$$E(z)|_{z=\exp(j\omega T)} \simeq 1 + m(\omega) + j\theta(\omega),$$

which can be conveniently used for estimating the error magnitude and phase on a complete network. In the independent analysis of the errors due to $A_0$ and $f_t$, the error function can be expressed as

$$E(z) = E_{A_0}(z)E_{f_t}(z),$$

corresponding to the following expressions,

$$m(\omega) = m_{A_0}(\omega) + m_{f_t}(\omega)$$

and

$$\theta(\omega) = \theta_{A_0}(\omega) + \theta_{f_t}(\omega),$$

which give the magnitude and phase errors, respectively.
8.11.1 Amplifier dc gain

The gain error is independent of the integrator switch phasing and a dual analysis of the inverting and noninverting structure is not useful.

![Equivalent circuit model for the analysis of the finite dc gain effect on the lossless discrete-time stray-insensitive integrator ($\mu = 1/A_0$).](image_url)

The application of the charge conservation law at the inverting node of the amplifier leads to the following difference equations:

\[
C_2 \{ v^−[(n − 1/2)T] − v_0[(n − 1/2)T] \} = C_2 \{ v^−[(n − 1)T] − v_0[(n − 1)T] \}
\]

at the end of the second clock phase, $\phi_2$, or say for $(n − 1)T \leq t < (n − 1/2)T$, and

\[
C_1[v_i(nT) − v^−(nT)] = C_2 \left( v^−(nT) − v_0(nT) − \{ v^−[(n − 1/2)T] − v_0[(n − 1/2)T] \} \right)
\]

at the end of the first clock phase, $\phi_1$, that is, for $(n − 1/2)T \leq t < nT$, where $T$ is the clock signal period. Taking into account the fact that $v^− = −\mu v_0 + V_{\text{off}}$, and combining Equations (8.216) and (8.217) to eliminate the term $v_0[(n−1/2)T]$, we obtain

\[
C_1[v_i(nT) + \mu v_0(nT)] + C_2(1 + \mu) \{ v_0(nT) − v_0[(n − 1)T] \} = 0.
\]

From the above equation, the $z$-domain transfer function can be found as

\[
H(z) = \frac{V_o(z)}{V_i(z)} = -\frac{C_1}{C_2(1−z^{-1})} \left[ \frac{1}{1 + \mu + \mu C_1 C_2 1−z^{-1}} \right],
\]

(8.219)
where $\mu = 1/A_0$. As illustrated in Figure 8.49, this transfer function is equivalent to the one of an ideal integrator (i.e., designed with the ideal amplifier) but with a feedback capacitor of the form $(1 + \mu)C_2$ and an extra feedback path providing a damping term equal to $\mu C_1$.

![Graph showing frequency responses](image)

**FIGURE 8.50**
Finite dc gain effects on the integrator frequency responses.

In the frequency domain, we have

$$H(j\omega) = H_{id}(j\omega) \left[1 + \mu \left(1 + \frac{C_1}{2C_2}\right) - j\mu \frac{C_1}{2C_2 \tan(\omega T/2)}\right]^{-1}, \quad (8.220)$$

where

$$H_{id}(j\omega) = \frac{C_1 e^{j(\omega T/2)}}{C_2 j \sin(\omega T/2)}. \quad (8.221)$$

The term in brackets is the same for the two types of integrator. Then, one can identify the next gain and phase errors

$$m_{A_0}(\omega) = m = -\mu \left(1 + \frac{C_1}{2C_2}\right) \quad (8.222)$$

and

$$\theta_{A_0}(\omega) = \mu \frac{C_1}{2C_2 \tan(\omega T/2)}. \quad (8.223)$$

The gain error is found to be frequency independent and can therefore be modeled as an element variation of the integration capacitor. This suggests the use of pre-distortion methods in order to reduce this error. When the frequency increases, the phase error will approach zero.

As confirmed by the test results of Figure 8.50 (see also [39]), the dc gain should be greater than 60 dB in order to reduce the integrator deviation to an acceptable level (i.e., approximately 0.1%).
8.11.2 Amplifier finite bandwidth

In order to analyze the influence of the finite bandwidth on the transfer function of the OTA-based integrator, the amplifier is modeled as an ideal voltage-controlled current source with the short-circuit transconductance, $g_m$, and an infinite output impedance. Its unity-gain frequency, $f_t$, is given by 

$$f_t = \frac{g_m}{2\pi C_T}$$

where $C_T$ is the total load capacitance. Thus, the bandwidth of the OTA depends on the capacitive loading of the circuit; as such, it varies from phase to phase.

The inverting integrator has no delay between the sample instants of the input and output signals. The noninverting one, in contrast, is realized with a half-clock period delay between these sample instants for a 50% duty clock pattern. This delay influences the phase error due to the amplifier finite bandwidth.

8.11.2.1 Inverting integrator

No charge will be transferred by the input branch during the clock phase 1. The charge transfer from the input signal will take place during the clock phase 2. Thus, the amplifier input voltage $v_x(t)$ will be discontinuous at the end of the clock phase 1.

During the clock phase 1, that is, $(n-1)T < t < (n-1/2)T$, the amplifier is disconnected from the input signal and we have

$$v_x(t) - v_0(t) = v_x[(n-1)T] - v_0[(n-1)T]$$  \hspace{1cm} (8.224)

or in a differential form

$$\frac{dv_0(t)}{dt} = \frac{dv_x(t)}{dt}.$$  \hspace{1cm} (8.225)

In the time domain, the OTA can be described as

$$g_m v_x(t) + C_L \frac{dv_0(t)}{dt} = 0$$  \hspace{1cm} (8.226)

Substituting Equation (8.225) into (8.226) and solving for the value of $v_x(t)$ at $t = (n-1/2)T$ as

$$v_x[(n-1/2)T] = v_x[(n-1)T]e^{-k_1 T/2},$$  \hspace{1cm} (8.227)

where the superscript ($-$) denotes “the time instant just before $t = (n-1/2)T$”, and $k_1 = g_m/C_L$. At the end of the clock phase 1, $v_x[(n-1/2)T]$ will almost be zero. For $t = (n-1/2)T$, Equation (8.224) can then be written as

$$v_0[(n-1/2)T] = v_0[(n-1)T] - v_x[(n-1)T].$$  \hspace{1cm} (8.228)

During the clock phase 2, that is, for $(n-1/2)T < t < nT$, the charge conservation at the inverting terminal reduces to

$$v_0(t) - v_0[(n-1/2)T] = \frac{C_1 + C_2}{C_2} v_x(t) - \frac{C_1}{C_2} v_i(t).$$  \hspace{1cm} (8.229)
Assuming that the input voltage remains constant during the clock phase, the next differential equation is obtained:

\[
\frac{dv_0(t)}{dt} = \left(1 + \frac{C_1}{C_2}\right) \frac{dv_x(t)}{dt}.
\]  

(8.230)

In this phase, the OTA is described by

\[
g_m v_x(t) + C_1 \frac{dv_x(t)}{dt} + C_L \frac{dv_0(t)}{dt} = 0.
\]  

(8.231)

Solving the differential equation obtained by combining Equations (8.230) and (8.231), the value of \( v_x(t) \) at \( t = nT \) can be written as

\[
v_x(nT) = v_x[(n - 1/2)T]^+ e^{-k_2 T/2},
\]  

(8.232)

where

\[
k_2 = \frac{g_m}{C_1 + C_L \left(1 + \frac{C_1}{C_2}\right)},
\]  

(8.233)

and

\[
v_0(nT) = v_0[(n - 1/2)T] + \left(1 + \frac{C_1}{C_2}\right) v_x[(n - 1/2)T]^+ e^{-k_2 T/2} - \frac{C_1}{C_2} v_i(nT).
\]  

(8.234)

Note that \( v_x[(n - 1/2)T]^+ \) can be determined from the initial conditions as

\[
v_x[(n - 1/2)T]^+ = k_0 v_i(nT),
\]  

(8.235)

where \( k_0 = C_1(C_2 + C_L)/[C_1 C_2 + C_L(C_1 + C_2)] \). To proceed further, Equations (8.228) and (8.235) are substituted into Equation (8.234) and the result is subsequently transformed into the \( z \)-domain. Then,

\[
H(z) = \frac{V_0(z)}{V_i(z)} = H_{id}(z) E(z),
\]  

(8.236)

where

\[
H_{id}(z) = -\frac{C_1}{C_2} \frac{1}{1 - z^{-1}}
\]  

(8.237)

and

\[
E(z) = 1 - (1 + \frac{C_2}{C_1}) k_0 e^{-k_2 T/2} + z^{-1} \frac{C_2}{C_1} k_0 e^{-k_2 T/2}.
\]  

(8.238)

From Equation (8.238), the gain and phase errors can be computed according to Equation (8.211) as

\[
m(\omega) \simeq \left(1 + \frac{C_2}{C_1}\right) \left(1 - \frac{1}{1 + \frac{C_1}{C_2} \cos(\omega T)}\right) k_0 e^{-k_2 T/2}
\]  

(8.239)
and
\[ \theta(\omega) \simeq -\frac{C_2}{C_1}k_0 \sin(\omega T)e^{-k_2 T/2}\omega T. \] (8.240)

Figure 8.51 shows the frequency responses of the integrator for different values of the ratio \( f_t/f_c \).

**FIGURE 8.51**
Finite bandwidth effects on the integrator frequency responses.

### 8.11.2.2 Noninverting integrator

For the noninverting integrator, the charge transfer between the capacitors will take place at the end of the clock phase 2. The analysis of the circuit during the clock phase 1 is very similar to the situation of the inverting integrator.

From Equations (8.224) and (8.225), we have
\[ v_x[(n - 1/2)T] = v_x[(n - 1)T]e^{-k_1 T/2} \simeq 0 \] (8.241)
and
\[ v_0[(n - 1/2)T] = v_0[(n - 1)T]. \] (8.242)

During the clock phase 2, that is, \((n-1/2)T \leq t < nT\), the charge conservation law at the inverting input node of the OTA reads
\[ v_0(t) - v_0[(n - 1/2)T] = \frac{C_1 + C_2}{C_2} v_x(t) + \frac{C_1}{C_2} v_i[(n - 1/2)T]. \] (8.243)

In the differential form, the above equation can be reduced to Equation (8.230). Because Equation (8.231) is still valid for the description of the OTA, we can obtain
\[ v_x(nT) = v_x[(n - 1/2)T]^+ e^{-k_2 T/2} \] (8.244)
and
\[
v_0(nT) = v_0[(n-1/2)T] + \frac{C_1 + C_2}{C_2} v_x[(n-1/2)T]^+ e^{-k_2 T/2} + \frac{C_1}{C_2} v_i[(n-1/2)T].
\] (8.245)

Initially,
\[
v_x[(n - 1/2)T]^+ = -k_0 v_i[(n - 1/2)T]. \quad (8.246)
\]
The analysis results in the next transfer function given by
\[
H(z) = \frac{V_0(z)}{V_i(z)} = H_{id}(z) E(z), \quad (8.247)
\]
where
\[
H_{id}(z) = \frac{C_1}{C_2} \frac{z^{-1/2}}{1 - z^{-1}} \quad (8.248)
\]
and
\[
E(z) = 1 - \left( 1 + \frac{C_2}{C_1} \right) k_0 e^{-k_2 T/2}. \quad (8.249)
\]
The associated magnitude and phase errors are
\[
m(\omega) = -\left( 1 + \frac{C_1}{C_2} \right) k_0 e^{-k_2 T/2} \quad (8.250)
\]
and
\[
\theta(\omega) = 0. \quad (8.251)
\]
In this case, the phase error is eliminated. This is due to an increase in the settling time of the OTA resulting from the additional half-clock period available between the sampling time of the input signal and the beginning of the charge transfer between the capacitors.

In practice, the errors due to the finite bandwidth become negligible by choosing the amplifier unity-gain frequency to be about five times as large as the clock frequency.

8.12 Settling time in the integrator

The circuit diagram of an amplification stage with its capacitive load is depicted in Figure 8.52(a). The amplifier is assumed to have the transfer characteristic shown in Figure 8.52(b). The output current is given by
\[
i_0 = \begin{cases} 
  g_m v, & \text{for } |v| < V_m \\
  \text{sign}(v) I_m, & \text{otherwise,}
\end{cases} \quad (8.252)
\]
Switched-Capacitor Circuits
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**FIGURE 8.52**
(a) Amplifier with capacitive loads; (b) voltage-to-current characteristic of the amplifier.

where \( v \) denotes the input voltage of the amplifier. The amplifier operates in the linear region with the transconductance \( g_m \) provided \( |v| < V_m \); otherwise, the output current will be limited by \( \pm I_m \) due to the nonlinear effect of the slew rate.

Let us consider the case of the noninverting integrator connected to a step input voltage. Initially,

\[ -C_1 v_i = (C_1 + C_i + C_2 + C'_L) v(0) \quad (8.253) \]

and

\[ v(0) = -\frac{C_1 v_i}{C_1 + C_i + C_2 + C'_L} \quad (8.254) \]

where \( C'_L = C_0 C_L \) and \( C_i \) denotes the amplifier input capacitance. The output voltage can be written as

\[ v_0(0) = \frac{C_2}{C_2 + C'_L} v(0). \quad (8.255) \]

From the next charge conservation equation,

\[ -(C_1 + C_i)[v - v(0)] = C_2 \{[v - v(0)] - [v_0 - v_0(0)]\}, \quad (8.256) \]

we have

\[ v = \beta v_0 - \beta \alpha v_i, \quad (8.257) \]

where

\[ \alpha = \frac{C_1}{C_2}, \quad (8.258) \]

and

\[ \beta = \frac{C_2}{C_1 + C_i + C_2}. \quad (8.259) \]
With a single-pole model of the amplifier, the differential equation of the circuit is
\[ i_0 + \frac{v_0}{r_0} + C_2 \frac{d}{dt}(v - v_0) + C_L^' \frac{dv_0}{dt} = 0, \]  
(8.260)
where \( r_0 = 1/g_0 \). It can be reduced to
\[ \tau \frac{dv_0}{dt} + v_0 = -r_0 i_0, \]  
(8.261)
where
\[ \tau = r_0[(1 - \beta)C_2 + C_L^']. \]  
(8.262)
For \( v \geq V_m \), the output current takes the value \( I_m \) and
\[ v_0(t) = r_0 I_m \left[ 1 - \exp \left( -\frac{t}{\tau} \right) \right] + v_0(0) \exp \left( -\frac{t}{\tau} \right). \]  
(8.263)
At the end of the slewing period, \( t = T_{SR} \) and \( v(t) = V_m \). Assuming that \( \tau \gg T_{SR} \), we can obtain
\[ T_{SR} = \left[ 1 - \frac{V_m + \beta(\alpha v_i - r_0 I_m)}{k(v_0(0) - r_0 I_m)} \right] \tau. \]  
(8.264)
For \( v < V_m \), the amplifier operates linearly. With the initial condition at \( t = T_{SR} \), the output voltage is given by
\[ v_0(t) = \frac{a \delta}{1 + \delta} v_i \left[ 1 - \exp \left( -\frac{1 + \delta}{\tau} (t - T_{SR}) \right) \right] + v_0(T_{SR}) \exp \left( -\frac{1 + \delta}{\tau} (t - T_{SR}) \right), \]  
(8.265)
where \( \delta = \beta g_m r_0 \). The settling period, \( T_{set} \), is defined as the time required
by the output response to remain within $\epsilon$ (generally, about 0.1%) of its final value, $V_{0F}$ (see Figure 8.53). It can be written as

$$T_{set} = T_{SR} + T_L,$$

(8.266)

where

$$T_L = \frac{\tau}{1 + \delta} \ln \left( \frac{v_0(T_{SR}) - V_{0F}}{\epsilon V_{0F}} \right)$$

(8.267)

and

$$V_{0F} = \frac{\alpha \delta}{1 + \delta} v_i.$$  

(8.268)

The slew rate is approximately given by $SR \approx (V_{0F} + v_0(0))/T_{SR}$. The amplifier sometimes exhibits a second pole, which is nondominant. In this case, an overshoot can appear in the output transient response, as shown in Figure 8.53.

### 8.13 Amplifier dc offset voltage limitations

The dc offset voltage is one of the limiting factors in the context of low-voltage applications. It consists of a deterministic and a random component. Because the former is caused by improper bias conditions, it can be reduced to a negligible value by careful circuit design. The latter contributes substantially to the offset voltage and is determined by the level of matching achievable between identical transistors.

To analyze the effect of the offset voltage on the integrator, a voltage source, $V_{off}$, of unknown polarity is connected to one of the inputs of the amplifier supposed to be ideal. The integrator output voltage can be expressed as

$$V_0(z) = \frac{H_{id}(z) V_i(z) + H_0(z) V_{off} }{\frac{C_1}{C_2 (1 - z^{-1})}}.$$  

(8.269)

where $H_{id}(z)$ is the transfer function of the integrator based on the ideal amplifier characteristics and $H_0(z) = C_1/[C_2(1 - z^{-1})]$.

Hence, the offset voltage has essentially a scaling effect on the output voltage. This effect will be practically negligible if an amplifier with low offset voltage (that is, in the range of microvolt) is used.

### 8.14 Computer-aided analysis of SC circuits

Generally, large-scale integrated circuits are partitioned into small building blocks that can be more easily analyzed. However, because the interactions
between the different blocks and parasitic effects may play a significant role, they must be estimated and included in the analysis procedure. This requires the use of an accurate and efficient computer-aided design (CAD) program [42, 43] to simulate the entire circuit. Moreover, even for small-sized networks, the analysis of nonideal effects requires a CAD tool.

The most widely used circuit simulation program is SPICE (Simulation Program with Integrated Circuit Emphasis). It offers a more advanced circuit analysis at the transistor level. However, the SPICE analysis of switched-capacitor circuits, particularly in the frequency domain, is limited by the required amount of computer memory. Hence, we first review the spectral analysis of SC circuits.

**Frequency response of a double-sampling lossless discrete-time integrator**

Let us find the continuous-time frequency response of the circuit of Figure 8.54. Because this circuit does not have a continuous feedthrough path, its output is always piecewise-constant. Applying Kirchhoff’s charge conservation law, for the clock phase 1 and 2, we obtain

\[-C_1 z^{-1/2} V_1^2(z) + C_2 V_0^1(z) - C_2 z^{-1} V_0^2(z) = 0 \]  

and

\[-C_1 z^{-1/2} V_1^1(z) + C_2 V_0^2(z) - C_2 z^{-1} V_0^1(z) = 0, \]

respectively. Solving the above equations with respect to the output voltages, we get

\[ V_0^1(z) = \frac{C_1}{C_2} \frac{z^{-1/2}}{1 - z^{-1}} V_i^1(z) + \frac{C_1}{C_2} \frac{z^{-1}}{1 - z^{-1}} V_i^2(z), \]  

\[ V_0^2(z) = \frac{C_1}{C_2} \frac{z^{-1/2}}{1 - z^{-1}} V_i^1(z) + \frac{C_1}{C_2} \frac{z^{-1}}{1 - z^{-1}} V_i^2(z), \]

or in matrix form

\[
\begin{bmatrix}
V_0^1(z) \\
V_0^2(z)
\end{bmatrix} = H(z) \begin{bmatrix}
1 & z^{1/2} \\
z^{1/2} & 1
\end{bmatrix} \begin{bmatrix}
V_i^1(z) \\
V_i^2(z)
\end{bmatrix},
\]
where
\[
H(z) = \frac{C_1}{C_2} \frac{z^{-1}}{1 - z^{-1}} .
\] (8.275)

The output voltage is observed during both subintervals. The uniform sampling can be modeled mathematically using the following discrete-time input signals, \(v_1^1(t)\) and \(v_2^2(t)\):
\[
v_1^1(t) = v_i(t) \sum_{n=-\infty}^{+\infty} \delta(t - nT),
\] (8.276)
\[
v_2^2(t) = v_i(t) \sum_{n=-\infty}^{+\infty} \delta(t - nT - T/2).
\] (8.277)

The Fourier transform of the sampled input signals is expressed as
\[
V_1^1(\omega) = \frac{1}{T} \sum_{n=-\infty}^{+\infty} V_i(\omega - n\omega_s),
\] (8.278)
\[
V_2^2(\omega) = \frac{1}{T} \sum_{n=-\infty}^{+\infty} V_i(\omega - n\omega_s)e^{j(\omega - n\omega_s)T/2},
\] (8.279)

where \(\omega_s = 2\pi/T\) and \(V_i(\omega)\) is the Fourier transform of the input signal, \(v_i(t)\). From the equivalent continuous-time system shown in Figure 8.55, the S/H output spectra of the integrator can be determined as
\[
V_0(\omega) = H_{SH}(j\omega) \left[ (1 + z^{1/2})H(z) \right]_{z=e^{j\omega T}} \sum_{n=-\infty}^{+\infty} V_i(\omega - n\omega_s)e^{j(\omega - n\omega_s)T/2}
\]
\[+ H_{SH}(j\omega) \left[ (1 + z^{1/2})H(z) \right]_{z=1} \sum_{n=-\infty}^{+\infty} V_i(\omega - n\omega_s),
\] (8.280)

where
\[
H_{SH}(j\omega) = \frac{1 - e^{-j\omega T/2}}{j\omega}
\] (8.281)

**FIGURE 8.55**
Block diagram representation of the double-sampling lossless discrete-time integrator.
After some simplification, the next expression can be deduced.

\[ V_0(\omega) = \frac{C_1}{C_2} \frac{1}{j\omega T} \sum_{n=-\infty}^{+\infty} V_i(\omega - n\omega_s) \left( 1 - e^{-j n\omega_s T/2} \right) \]  

(8.282)

For the baseband, that is, \( n = 0 \), we obtain

\[ V_0(\omega) = \frac{C_1}{C_2} \frac{2}{j\omega T} V_i(\omega). \]  

(8.283)

This equation indicates that if the clock frequency is greater than the maximum signal frequency, the double sampling integrator will behave exactly like an analog integrator.

**Frequency response of SC circuits**

The analytical spectral analysis of SC circuits can be complicated for large structures. The use of the circuit model of Figure 8.56 allows us to obtain the frequency response directly from the \( z \)-domain transfer function based on the direct substitution \( z = e^{j\omega T} \). The impulse sampling stage transforms the analog signal into an analog discrete-time signal. It should be emphasized here that, in accordance with the sampling theorem\(^8\), the maximum frequency of the incoming signal is limited to less than the Nyquist rate, that is, \( \omega_s/2 = \pi/T \). The SC circuit can then be represented as a discrete-time signal processor. Its output signal is received and transformed into a staircase signal by the S/H stage.

In general, the frequency domain transfer function can be written as

\[ H(j\omega) = \sum_{l=1}^{M} \left\{ \sum_{k=1}^{M} H_{SH}^{l}(j\omega) \ H^{(k,l)}(z) \right\}_{z = e^{j\omega T}} \]  

(8.284)

where

\[ H_{SH}^{l}(j\omega) = e^{-j\omega(\tau_l/2)} \ \frac{\tau_l \sin(\omega \tau_l/2)}{T} \]  

(8.285)

Here, \( H^{(k,l)} \) is the transfer function of the analog discrete-time circuit in the

---

\(^8\)The sampling theorem can be stated as follows: A band-limited lowpass signal, \( x(t) \), with spectrum \( X(j\omega) = 0 \) for all \( |\omega| > \omega_m \) is uniquely and completely described by a set of samples values \( x(nT) \) taken at uniformly spaced time instants separated by \( T = \pi/\omega_m \) seconds or less.
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In the z-domain, the superscripts $k$ and $l$ mean that the input voltage is sampled at the beginning of the $k$-th clock phase and the output voltage is observed during the $l$-th clock phase. It should be emphasized that the input signal is sampled $M$ times per period of the clock signal and that the output signal is maintained constant during the subinterval of observation, $\tau_l$.

The simulation of SC circuits can be computationally intensive due to their time-varying nature. A program such as SPICE or HSPICE [44] can only provide the transient analysis of SC circuits. In order to obtain the frequency response, it is necessary to use specialized programs [45, 46] supporting only behavioral-level descriptions of the circuit, or SpectreRF [47,48]. In contrast to HSPICE, SpectreRF relies on performing analysis about a periodic operating point. It can then be applied to predict SC circuit characteristics in the time and frequency domains using nonideal components at the transistor level.

8.15 T/H and S/H circuits based on SC circuit principle

T/H and S/H circuits based on a clock waveform with more than two clock phases can be realized using SC circuit techniques. From the analysis of their associated continuous-time subcircuits, it appears that the circuit settling time is limited by the clock period. As a consequence, the number of clock phases must be limited to the minimum (i.e., two) for high-frequency applications.

![FIGURE 8.57](image)

(a) Offset-compensated T/H circuit; (b) S/H circuit with an improved speed performance.

The T/H circuit depicted in Figure 8.57(a) [17] operates with a two-phase clock signal. Initially, the switches controlled by the first clock phase, $\phi_1$, are closed and the capacitor $C$ is connected between the input voltage and the inverting node of the amplifier, which is configured to operate as unity-gain buffer. During the second clock phase, $\phi_2$, the capacitor $C$ is included in the
amplifier feedback path, and the amplifier output is equal to a delayed version of the input signal. Because the capacitor $C$ always remains connected to the inverting node of the amplifier, the offset voltage contribution stored on $C$ during $\phi_1$, that is, for $(n-1)T \leq t < (n-1/2)T$, is canceled by the one produced during $\phi_2$, that is, for $(n-1/2)T \leq t < nT$. Taking into account the amplifier finite gain, the application of the charge conservation rule at the amplifier inverting node during $\phi_2$ yields

$$V^-(nT) - V_0(nT) = V^-[[(n-1/2)T] - V_i[(n-1/2)T].$$ \quad (8.286)

In general, we have

$$V^- = -\mu V_0 + V_{off},$$ \quad (8.287)

where $\mu = 1/A_0$ and $A_0$ is the amplifier dc gain. We can then combine (8.287) and the expression, $V^-[(n-1/2)T] = V_0[(n-1/2)T]$, obtained at the end of $\phi_1$, to write

$$V_0[(n-1/2)T] = V_{off}/(1 + \mu).$$ \quad (8.288)

Finally, by substituting Equations (8.287) and (8.288) into Equation (8.286), the output voltage is expressed as

$$V_0(nT) = \frac{V_i[(n-1/2)T]}{1 + \mu} + \mu\frac{V_{off}}{(1 + \mu)^2}.$$ \quad (8.289)

Ideally, the dc gain is infinite and the offset voltage is negligible, resulting in $V_0(nT) = V_i[(n-1/2)T]$. Due to the fact that the output is reset during the first clock phase, the resulting speed appears to be critically limited by the required value of the amplifier slewing rate and settling time.

An S/H circuit, as shown in Figure 8.57(b), that does not require a high-speed amplifier [18]. During the clock phase $\phi_1$, the capacitor $C_2$ is charged up to the input voltage, while $C_1$ is connected between the inverting node and output of the amplifier. During the clock phase $\phi_2$, that is, for $(n-1/2)T \leq t < nT$, the capacitor $C_2$ is placed in the amplifier feedback loop and $C_1$ is connected as an output load. Hence,

$$C_2[V^-(nT) - V_0(nT)] = -C_2V_i[(n-1/2)T].$$ \quad (8.290)

At the end of the next clock phase $\phi_1$ occurring for $nT \leq t < (n+1/2)T$, the charge conservation equation can be written as

$$C_1\{V^-[(n+1/2)T] - V_0[(n+1/2)T]\} = -C_1V_0[(n)T].$$ \quad (8.291)

Because the voltage at the amplifier inverting node is given by $V^- = -\mu V_0 + V_{off}$, where $\mu = 1/A_0$ and $A_0$ is the amplifier dc gain, we can obtain

$$V_0(nT) = \frac{V_i[(n-1/2)T] + V_{off}}{1 + \mu}.$$ \quad (8.292)
and

\[ V_0[(n + 1/2)T] = \frac{V_0(nT) + V_{off}}{1 + \mu}. \]  (8.293)

In the case where the amplifier is assumed to be ideal, it can be observed that, once per clock period, a sample of the input signal is transferred to the output, whose level is maintained constant up to the next update.

The S/H circuit shown in Figure 8.58(a) consists of capacitors, an amplifier, an inverting voltage buffer, and switches, which are controlled by a clock signal with the two nonoverlapping phases, \( \phi_1 \) and \( \phi_2 \). During the first half of the clock signal period (or the first clock phase, \( \phi_1 \)), that is, \((n - 1)T \leq t < (n - 1/2)T\), the capacitor \( C_2 \) is charged to \( V_i \), while the capacitors \( C_1 \) and \( C'_1 \) are charged to \( V_0 \) and \(-V_0\), respectively. Next, the amplifier and the feedback capacitors \( C_1 \) are isolated; thus the amplifier output voltage of the previous phase is maintained. From the charge conservation equations, we can obtain

\[ V_i[(n - 1/2)T] = V_i[(n - 1)T] \]  (8.294)

and

\[ V_0[(n - 1/2)T] = V_0[(n - 1)T]. \]  (8.295)

During the second clock phase, \( \phi_2 \), that is, \((n - 1/2)T \leq t < nT\), all capacitors are connected to the amplifier. Because the charges due to the output voltages and stored on the capacitors \( C_1 \) and \( C'_1 \) have opposite signs, they ideally cancel each other and the new charge redistribution is only determined by the charges
stored on the capacitors $C_2$. The application of the charge conservation rule at the amplifier inverting node gives

$$C_2\{V_0(nT) - V^-(nT) - V_i[(n-1/2)T]\} + C_1\{-V_0(nT) - V^-(nT) - (-V_0[(n-1/2)T])\} = C_1\{V^-(nT) - V_0(nT) - (V^-[(n-1/2)T] - V_0[(n-1/2)T])\}.$$  

(8.296)

Taking into account the fact that $V^- = -\mu V_0 + V_{off}$, and substituting Equations (8.294) and (8.295) into Equation (8.296), we arrive at

$$[(1+\mu)C_2 + 2\mu C_1]V_0(nT) - \mu C_1 V_0[(n-1)T] = C_2 V_i[(n-1)T] + (C_1 + C_2)V_{off}.$$  

(8.297)

Using the $z$-domain transform, it can be shown that

$$V_0(z) = H_i(z)V_i(z) + H_0(z)V_{off},$$  

(8.298)

where

$$H_i(z) = \pm \frac{z^{-1}}{1 + \mu + \mu \frac{C_1}{C_2}(2 - z^{-1})}$$  

(8.299)

and

$$H_0(z) = \frac{1 + \frac{C_1}{C_2}}{1 + \mu + \mu \frac{C_1}{C_2}(2 - z^{-1})}.$$  

(8.300)

Here, $V_{off}$ represents the amplifier offset voltage and $A_0 = 1/\mu$ is the amplifier dc gain. The sign of the transfer function, $H_i$, is determined by the signal polarity. Ideally, $V_{off}$ is negligible and $\mu \ll 1$, such that

$$V_0(z) = \pm z^{-1}V_i(z).$$  

(8.301)

Hence, the input signal is sampled and held for a full-clock period. Figure 8.58(b) [19] shows the differential implementation of the S/H circuit.

The aforementioned S/H structure has the advantage of preventing large signal variations at the amplifier output during the sampling phase, thus reducing the effect of delays caused by the transient response. However, it can only be used to implement a delay with unity gain. Generally, an additional gain stage is required to perform the amplification or attenuation function.

An alternative architecture is shown in Figure 8.59(a) [20]. It features a variable gain and operates as follows. During the first clock phase, $\phi_1$, that is, $(n-1)T \leq t < (n-1/2)T$, the capacitor $C_1$ is connected and charged to the voltages $V_i$. A similar situation takes place between the capacitor $C_2$ and the
FIGURE 8.59
Circuit diagram of the S/H circuit with a variable gain ($C'_2 = C_2$): (a) Single-ended and (b) differential implementations.

voltage $V_0$. The feedback capacitor $C_2$ remains connected between the output and inverting input of the amplifier. Hence,

$$V_i((n-1/2)T) = V_i((n-1)T)$$

(8.302)

and

$$V_0((n-1/2)T) = V_0((n-1)T).$$

(8.303)

During the second clock phase, $\phi_2$, that is, $(n-1/2)T \leq t < nT$, all capacitors are connected to the amplifier inverting input and a cancelation between the same charges stored respectively on $C_2$ and $C'_2$ takes place. The charge conservation equation can be written as

$$-C_1\{V^- (nT) + V_i[(n-1/2)T]\} + C_2\{-V^- (nT) + V_0[(n-1/2)T]\}
= C_2\{V^- (nT) - V_0(nT) - (V^- [(n-1/2)T] - V_0[(n-1/2)T])\}.$$  

(8.304)

Using the relationship, $V^- = -\mu V_0 + V_{off}$, in addition to Equations (8.302) and (8.303), we obtain

$$[(1+2\mu)C_2 + \mu C_1]V_0(nT) - \mu C_2 V_0[(n-1)T] = C_1 V_i[(n-1)T] + (C_1 + C_2)V_{off}. $$

(8.305)

The output-input relationship can then be described in the z-domain by

$$V_0(z) = H_i(z)V_i(z) + H_0(z)V_{off},$$

(8.306)

where

$$H_i(z) = \pm \frac{C_1}{C_2} \frac{z^{-1}}{1 + \mu \left(2 + \frac{C_1}{C_2}\right) - \mu z^{-1}}$$

(8.307)
and

\[ H_0(z) = \frac{1 + \frac{C_1}{C_2}}{1 + \mu \left( 2 + \frac{C_1}{C_2} \right) - \mu z^{-1}}. \] (8.308)

Here, \( V_{\text{off}} \) represents the amplifier offset voltage and \( A_0 = 1/\mu \) is the amplifier dc gain. In the ideal case, that is, when \( V_{\text{off}} \) is negligible and \( \mu \ll 1 \), we obtain

\[ V_0(z) = \pm \frac{C_1}{C_2} z^{-1} V_i(z). \] (8.309)

In addition to being sampled and held for a full clock period, the input signal is scaled by a factor set by the capacitor ratio. The differential implementation of the S/H circuit shown in Figure 8.59(b) offers the advantage of generating the inverting version of the output voltage without the need of an inverting gain stage.

### 8.16 Circuit structures with low sensitivity to nonidealities

The operation of SC circuits is strongly influenced by the amplifier characteristics. The purpose of the circuit techniques discussed in this section is to relax the constraints that must be imposed on the amplifier structure.

Two techniques are described in this section in order to improve the performance of SC circuits. They are respectively based on the use of additional active components or the correlated double sampling (CDS) scheme. In a CDS-based structure, the error signal is sampled and stored on a capacitor. It is then subtracted from the samples of the input signal in order to achieve the compensation. The dc offset voltage, which is constant over the time, can be cancelled in this way. This can also be the case of any noise source that varies very slowly.

In the following analysis, the circuit output voltage, \( V_0 \), is written as

\[ V_0(z) = H_i(z)V_i(z) + H_0(z) V_{\text{off}}. \] (8.310)

Note that \( V_i \) is the input voltage; \( V_{\text{off}} \) and \( H_0 \) denote the offset voltage and its associated transfer function, respectively; and \( H_i = H_{id} \cdot E \), where

\[ H_{id}(z) = \begin{cases} \frac{C_1}{C_2} \frac{1}{1 - z^{-1}} & \text{for the integrator} \\ \frac{C_1}{C_2} & \text{for the gain stage} \end{cases} \] (8.311)
and the error function, $E$, is due to the amplifier dc gain. For convenience, a 50% duty cycle clock pattern is assumed and the amplifier dc gain, $A_0$, will be indicated by $\mu = 1/A_0$.

### 8.16.1 Integrators

- The circuit technique presented in [49] for the realization of an integrator with a low sensitivity to the amplifier dc gain uses an unity-gain buffer. If this latter is ideal, a phase-error free integrator will be obtained. Figure 8.60 shows the compensated integrator circuit. By inspection of the circuit, it can be found that during the clock phase 1, the output voltage will not change and therefore the error signal will be stored on the input capacitor $C_1$. The charge transfer takes place during the clock phase 2. Then, we have

$$v_0[(n - 1/2)T] = v_0[(n - 1)T]$$  \hspace{1cm} (8.312)

during the clock phase 1 and

$$C_1 \{v_i(nT) + \mu v_0(nT) - (1 - \alpha)\mu v_0[(n - 1/2)T] - \alpha V_{off}\}$$

$$+ (1 + \mu)C_2 \{v_0(nT) - v_0[(n - 1)T]\} = 0$$  \hspace{1cm} (8.313)

during the clock phase 2. The buffer gain has the value $1 - \alpha$, where $\alpha$ is the gain error. The functions $E$ and $H_0$ are given by

$$E(z) = \frac{1}{1 + \mu + \mu \frac{C_1}{C_2} + \alpha \mu \frac{C_1}{C_2} z^{-1} \frac{z^{-1}}{1 - z^{-1}}}$$  \hspace{1cm} (8.314)

and

$$H_0(z) = \frac{\alpha}{C_2(1 - z^{-1})} E(z),$$  \hspace{1cm} (8.315)

respectively. This technique will be efficient if $\alpha$ is on the order of a few percent and $A_0$ is greater than 100.

- The schematic diagram of an integrator based on the CDS scheme [50] is depicted in Figure 8.61. The charge conservation principle can be used to
derive the following equations

\[
C_1 \{ -v_i[(n - 1)T] + \mu v_0[(n - 1/2)T] - \mu v_0[(n - 1)T] \} \\
+ C_2' \{ -v_i[(n - 1)T] - (1 + \mu)v_0[(n - 1/2)T] + v_0[(n - 1)T] + V_{off} \} = 0 
\] (8.316)

during the clock phase 1 and

\[
C_1 \{ v_i(nT) + \mu v_0(nT) - \mu v_0[(n - 1/2)T] \} \\
+ (1 + \mu)C_2 \{ v_0(nT) - v_0[(n - 1)T] \} = 0 
\] (8.317)

during the clock phase 2. The capacitor \(C_2'\) is included in the feedback path during the clock phase 1 and enables \(C_1\) to discharge. The charge previously stored on \(C_2'\) is then used for the compensation purpose. The resulting error function can be written as

\[
E(z) = \frac{1 - \mu C_1}{\mu C_1 + (1 + \mu)C_2' \left( 1 - \frac{C_2'}{C_1} \right) z^{-1}}. 
\] (8.318)

The contribution of the dc offset voltage to the output signal can be deduced from the transfer function

\[
H_0(z) = \frac{- \mu C_2'}{\mu C_1 + (1 + \mu)C_2'} \frac{1}{1 + \frac{1}{(1 + \mu)C_2'1 - z^{-1}\left( 1 - \frac{C_2'}{C_1} \right) \mu C_1 + (1 + \mu)C_2' z^{-1}}} H_{id}(z). 
\] (8.319)

The compensation strategy is effective when \(C_2' = C_1\). Furthermore, the compensated integrator in a configuration with \(N\) inputs will require \(N\) capacitors \(C_2'\).

- The circuit of Figure 8.62 [51, 52] also relies on CDS switching for the
FIGURE 8.62
CDS compensated integrator II.

amplifier nonideality reduction. If \( V_0 [(n-1/2)T] \) can be made equal to \( V_0 [(n-1)T] \), the transfer function, \( H_i \), will be free of a phase error and the gain error will be \( -\mu (1 + C_1/C_2) \). This ideal situation is only approximated by the next difference equations valid at the end of the clock phase 1:

\[
C_1 \{-v_i[(n-1)T] + \mu v_0[(n-1/2)T] - \mu v_0[(n-1)T]\}
+ C'_1 \{v_i[(n-1/2)T] + \mu v_0[(n-1/2)T] - V_{off}\}
+ C'_2 \{(1 + \mu)v_0[(n-1)T] - v_0[(n-1)T] - V_{off}\} = 0.
\]

(8.320)

By using the charge conservation laws at the end of the clock phase 2, we arrive at

\[
C_1 \{v_i(nT) + \mu v_0(nT) - \mu v_0[(n-1/2)T]\}
+ C_2 (1 + \mu) \{v_0(nT) - v_0[(n-1)T]\} = 0.
\]

(8.321)

The functions \( E \) and \( H_0 \) can then be derived from the \( z \)-domain output-input relation as

\[
E(z) = \frac{\mu C_1}{1 + \mu C_1 + \mu C_2} \left( \frac{(C'_1 z^{-1/2} - C_1 z^{-1})}{1 - \mu C_1 + C'_2} \right) - \mu \frac{C'_1 + C'_2}{1 + \mu C_1 + \mu C_2} \right) \right) H_{id}(z),
\]

(8.322)

and

\[
H_0(z) = \frac{1 + \mu C_1}{1 + \mu C_2} \left( \frac{1 - \mu C_1 + C'_2}{\mu C_1 + C'_2} \right) = 0.
\]

(8.323)

respectively. The choice of capacitors \( C'_1 \) and \( C'_2 \) is dictated by the minimization of the transfer function deviations. If the input voltage varies very slowly,
that is, \( v_i[(n-1/2)T] = v_i[(n-1)T] \), \( C'_1 = 2C_1 \) and \( C'_2 = C_2 \), the integrator dc gain will be reduced to

\[
H_i(1) = H_{id}(z)E(z)|_{z=1} = \mu^{-2} \frac{1 + \mu \left(1 + 4 \frac{C_1}{C_2}\right)}{1 + 2 \frac{C_1}{C_2}}.
\]  

Thus, the effective gain is now a function of \( \mu^{-2} \) (or \( A_0^{-2} \)) rather than \( A_0 \), as in the case of the uncompensated structure.

**FIGURE 8.63**
Plots of the integrator gain and phase errors \((C_1/C_2 = 2\) and \( f/f_c = 0.05\)).

The effects of the amplifier dc gain on the different integrator structures are shown in Figure 8.63. The CDS compensated integrators seem to offer better performance than other structures, but they also require extra switches and capacitors.

- A goal in designing an SC integrator that is insensitive to amplifier non-idealities is to maintain the input and feedback capacitors connected at the summing nodes during both clock phases, so that the charge transfer between the capacitors is made without an error. Based on this design principle, an implementation of the CDS technique was proposed in [52], but the output of the resulting circuit (see Figure 8.62) is valid only during one clock phase. Furthermore, this circuit works well only under the assumption that the input voltage is approximately constant over two consecutive half-clock cycles.
An integrator circuit that operates without constraints on the input voltage is depicted in Figure 8.64 [58]. Note that the second input path capacitor of the integrator of [52], which is two times the first input path capacitor value, is divided into two equal capacitors: one of these is connected to the input voltage and the other is connected to a negative version of the input voltage. Ideally, the application of the charge conservation law at the amplifier input nodes leads to the following difference equation,

\[ C v_0(nT) = C v_0[(n-1)T] - C_1 v_1(nT), \]

(8.325)

for the clock phase 2. In this modified SC integrator, the capacitor \( C''_1 \) is charged during the clock phase 1 by a negative version of the input voltage. In this way, its charge is used in the next clock phase (clock phase 2) to cancel the charge generated by the capacitor \( C_1 \), which is always connected at the summing node. Then, the next relation can be written as

\[ C v_0[(n - 1/2)T] = C v_0[(n - 3/2)T] - C_1 v_1[(n - 1/2)T], \]

(8.326)

for the clock phase 1. It appears that the output \( v_0[(n - 1/2)T] \) in the clock phase 1 and the output \( v_0(nT) \) in the clock phase 2 represent a discrete-time integration of a given input signal sample.

Taking into account the effect of the finite dc gain, \( A_0 = 1/\mu \), and offset voltage, \( V_{off} \), of the operational amplifier, the application of the charge
conservation law at the end of the clock phase $\phi_1$, which is characterized by $(n-1)T \leq t < (n-1/2)T$, gives

$$
C_1\{\nu_0[(n-1/2)T] - v_i[(n-1)T] - \mu v_0[(n-1)T]\}
+ C_1\{v_i[(n-1/2)T] + \mu v_0[(n-1/2)T] - V_{off}\}
+ C_1\{\nu_0[(n-1/2)T] + v_i[(n-1)T] - V_{off}\}
+ C_2(1+\mu)\{v_0[(n-1/2)T] - v_0[(n-3/2)T]\} = 0.
$$

(8.327)

For the clock phase $\phi_2$, or the time instants defined by $(n-1/2)T \leq t < nT$, the charge conservation law can be written as

$$
C_1\{v_i(nT) + \mu v_0(nT) - \mu v_0[(n-1/2)T]\} + C_2(1+\mu)\{v_0(nT) - v_0[(n-1)T]\} = 0
$$

(8.328)

Combining Equations (8.327) and (8.327) and taking the $z$-transform of the resulting difference equation, we can obtain

$$
V_0(z) = H_i(z)V_i(z) + H_0(z)V_{off},
$$

(8.329)

where $H_i = H_{id} \cdot E$. Here,

$$
H_{id}(z) = \pm \frac{C_1}{C} \frac{1}{1 - z^{-1}},
$$

(8.330)

$$
E(z) = \frac{1 + \mu C_1}{1 - z^{-1}} \left[ 1 - \mu C_1 x^{-1} z^{-1} \left( 1 + \frac{1 + \mu}{C_1} z^{-1/2} \right) \right],
$$

(8.331)

$$
H_0(z) = H_{id}(z) \cdot \frac{2\mu C_1}{C} x^{-1} \left[ 1 + \mu + \frac{\mu C_1}{1 - z^{-1}} \left[ 1 - \mu C_1 x^{-1} z^{-1} \left( 1 + \frac{1 + \mu}{C_1} z^{-1/2} \right) \right] \right],
$$

(8.332)

and

$$
x = 1 + \mu + 3\mu \frac{C_1}{C},
$$

(8.333)

where $H_{id}$ represents the integrator ideal transfer function and $E$ gives an estimation of the transfer function deviation caused by the finite amplifier gain. At dc, that is, for $z = 1$, the transfer function, $H_i$, is reduced to

$$
|H_i(1)| = \mu^{-2} \frac{1 + \mu + 4\mu \frac{C_1}{C}}{2 \frac{C_1}{C}}.
$$

(8.334)
Therefore, the effective gain of the amplifier is squared ($\mu^{-2} = A_0^2$).

The error function magnitudes were computed as $1 - |E|$, for the structures of Figures 8.62 and 8.64. As Figure 8.65 demonstrates, the double-sampling circuit topology is far superior in magnitude accuracy. The action of the SC integrator on the offset voltage is characterized by the transfer function $H_0$. Due to the CDS switching, the offset voltage contribution is primarily determined by the size of only two capacitors (here, $C'_1$ and $C''_1$), as is the case for the integrator shown in Figure 8.62.

### 8.16.2 Gain stages

A conventional gain stage structure is shown in Figure 8.66 [53]. Ideally, its output voltage in the $z$-domain can be written as

$$V_0(z) = -(C_1/C_2)V_i(z), \quad (8.335)$$

Taking into account the finite dc gain, we obtain

$$V_0(z) = -\frac{C_1}{C_2} \frac{1}{1 + \mu \left(1 + \frac{C_1}{C_2}\right)} V_i(z) \quad (8.336)$$

The resulting gain is then affected by an error term dependent on $\mu$. For typical component values, a gain error on the order of 1% is to be expected.

In order to attenuate the above-mentioned deviation, the CDS technique
can be used for the design of gain stage circuits.

- The circuit shown in Figure 8.67 was proposed in [51]. During the clock phase 1, $C_2'$ plays the role of the feedback capacitor and the others capacitors are connected between the amplifier inputs and the ground. The charge conservation equation is then

$$
C_1 \{-v_i[(n-1)T] + \mu v_0[(n-1/2)T] - \mu v_0[(n-1)T]\} \\
+ C_2 \{\mu v_0[(n-1/2)T] - (1 + \mu)v_0[(n-1)T]\} \\
+ C_2' \{(1 + \mu)v_0[(n-1/2)T] - v_0[(n-1)T] - V_{off}\} = 0.
$$

(8.337)

During the clock phase 2, the capacitor $C_1$ is connected to the input voltage and a charge transfer can take place between $C_1$ and $C_2$. This results in the following equation,

$$
C_1 \{v_i(nT) + \mu v_0(nT) - \mu v_0[(n-1/2)T]\} \\
+ C_2 \{(1 + \mu)v_0(nT) - \mu v_0[(n-1/2)T]\} = 0.
$$

(8.338)
From the above equations, we can obtain

\[
E(z) = \frac{1 - \frac{\mu(C_1 + C_2)}{C_2' + \mu(C_1 + C_2 + C_2')} z^{-1}}{1 + \mu \left(1 + \frac{C_1}{C_2} \right) - \frac{\mu(C_1 + C_2)}{C_2' + \mu(C_1 + C_2 + C_2')} \left[1 + \frac{C_2'}{C_2} + \mu \left(1 + \frac{C_1}{C_2} \right) \right] z^{-1}}
\]  

(8.339)

and

\[
\begin{align*}
H_0(z) &= \frac{C_2'}{C_2} \\
&\times \frac{\mu(C_1 + C_2)}{C_2' + \mu(C_1 + C_2 + C_2')} \left[1 + \frac{C_2'}{C_2} + \mu \left(1 + \frac{C_1}{C_2} \right) \right] z^{-1}
\end{align*}
\]  

(8.340)

It can be observed that the gain is frequency dependent due to the CDS high-pass filter effect.

- The circuit diagram of another gain stage that relaxes the amplifier specifications is shown in Figure 8.68 [51]. Here, the input and output branches are duplicated in order to provide an anticipatory amplification during the clock phase 1. The circuit operation can be described by

\[
\begin{align*}
C_1 \{ - v_i[(n-1)T] + \mu v_0[(n-1)T] - \mu v_0[(n-1)T] \} \\
+ C_2 \{ \mu v_0[(n-1/2)T] - (1 + \mu) v_0[(n-1)T] \} \\
+ C_1' \{ v_i[(n-1/2)T] + \mu v_0[(n-1/2)T] - V_{off} \} \\
+ C_2' \{ (1 + \mu) v_0[(n-1/2)T] + V_{off} \} = 0.
\end{align*}
\]  

(8.341)
During the clock phase 2, \(C_1\) and \(C_2\) form the signal path around the amplifier and the appropriate output signal is generated according to the following relation:

\[
C_1 \{ v_i(nT) + \mu v_0(nT) - \mu v_0[(n-1/2)T] \} + C_2 \{ (1 + \mu) v_0(nT) - \mu v_0[(n-1/2)T] \} = 0. \quad (8.342)
\]

In this case, we have

\[
E(z) = \frac{1 + \mu(C_1 + C_2)}{C_2' + \mu(C_1 + C_1' + C_2 + C_2')} \left( \frac{C_1'}{C_1} \right) \left( z^{-1/2} - z^{-1} \right) \quad (8.343)
\]

and

\[
H_0(z) = \frac{\mu(C_1 + C_2)}{C_2' C_2} \left( 1 + C_1' \right) \left( C_2' + \mu(C_1 + C_1' + C_2 + C_2') \right) \left( z^{-1/2} - z^{-1} \right) \quad (8.344)
\]

The capacitors \(C_1'\) and \(C_2'\) can be chosen to satisfy the relations \(C_1' = C_1\) and \(C_2' = C_2\).

**FIGURE 8.69**
Plots of the gain stage errors due to the amplifier finite dc gain (\(C_1/C_2 = 2\) and \(f/f_c = 0.05\)).

The error functions of the aforementioned gain stages are plotted in Figure 8.69. The performance provided by CDS-compensated gain stages appears
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to be superior to the ones of the other circuit structures.

In high-frequency applications, the amplifier is designed to have a moderate dc gain and a slew rate of about hundreds of millivolts per nanosecond (mV/ns). Because some improved building blocks operate with a nonoverlapping switching scheme, the amplifier may saturate during the brief intervals, when the two clock phases take their low level, and in which the amplifier does not have a negative feedback path. One solution to reduce the effect of the resulting transient spike is to use a small capacitor $C_x$ [54] as shown in Figure 8.70 in order to maintain a closed loop around the amplifier.

Other circuit configurations for low-sensitivity structures were proposed in [55–57] (see Circuit design assessment 7 at the chapter end). The principle was to perform a preliminary charge transfer before the desired one in order to obtain a close approximation of the amplifier error signal. This latter was then stored on an auxiliary capacitor and subsequently used for compensation. However, the presence of a stray-sensitive node can substantially limit the precision in practical realizations.

8.17 Low-voltage SC circuits

Due to the increasing importance of portable systems for data processing in instrumentation and multimedia communication applications, the analog circuitry of modern mixed-signal integrated circuits has to operate with low supply voltage. The use of switched capacitor techniques results in circuits having a high accuracy and a good dynamic range. However, the low supply voltage does not allow a suitable control of the switches whose overdrive is
signal dependent (e.g., input switch and switches at the amplifier output). Figure 8.71 shows the on-conductances of a CMOS switch operating with the appropriate and low supply voltages, respectively. By decreasing the supply voltage to about \(V_{T,n} + |V_{T,p}|\), there is a range of the input voltage around \(V_{DD}/2\) for which the nMOS and pMOS transistors will not conduct (see Figure 8.71(b)). In the low-voltage circuit design, it is preferable to use either the nMOS or pMOS transistor as a switch. A supply voltage of at least, \(V_T + V_{ov}\), where \(V_T\) is the transistor threshold voltage and \(V_{ov}\) is the highest voltage level of the signal to be switched, is then required [59].

Three approaches have been proposed in the literature for the design of low-voltage switched-capacitor circuits:

1. The first approach is to use lower threshold voltage transistors [60]. But this technique suffers from the high cost associated with the required process technology. Furthermore, the switch-off leakage is much higher than in the classical case.

2. The second one consists of using voltage multipliers to generate the clock voltages that can drive the switches [61].

3. The third alternative is the switched-amplifier (SA) technique [62, 63]. In this case, the critical switches are eliminated and their functions are realized by the amplifier, which can be turned off and on by a clock signal. This can realized, for instance, by a switch introduced between the amplifier core and the power supply line.

The circuit diagram of a bootstrapped switch [64] is shown in Figure 8.72. It is equivalent to the simplified structure of Figure 8.73. The states of the switch are determined by the phases, \(\phi_1\) and \(\phi_2\), of the clock signal. Transistors \(T_3\) and \(T_5\) are used to allow a design within the reliability limits of the IC process. The voltages \(V_{DS}\) and \(V_{GD}\) sustained by \(T_2\) during its on state are decreased by \(T_3\). Due to the regulation achieved by \(T_5\), the voltage \(V_{GS}\) of \(T_4\) should not exceed the supply voltage, \(V_{DD}\).
The switch is off when $\phi_1$ is low and $\phi_2$ is high. The capacitor $C_3$, which is isolated from the switch by $T_1$ and $T_4$, is charged by $V_{DD}$. It should be sufficiently large to mitigate the effect of parasitic capacitances on the boosted clock signal. To reduce the error due to the subthreshold charge leakage, the switch implemented by the nMOS transistor $T_9$ is controlled by a level-shifted signal with the levels $V_{DD}$ and $2V_{DD}$. The basic idea for the signal generation is to use the charge pump circuit consisting of capacitors $C_1$ and $C_2$, which are connected to $V_{DD}$ via the cross-coupled transistors $T_{10}$ and $T_{11}$, and an inverter.

During the on state of the switch, that is, when $\phi_1$ is high and $\phi_2$ is low, a connection is established by $T_7$ between the capacitor $C_3$ and the gate of $T_4$, and the gate of the switch is then bootstrapped to $V_{DD} + V_i$, where $V_i$ is the input voltage. The device $T_1$ maintains constant the voltage $V_{GS}$ across the switch.

The on-resistance of the switch is given by

$$R_{on} = \frac{1}{K(V_{DD} - V_T)},$$

(8.345)
where \( K = \mu_n C_{ox} (W/L) \) is the transconductance parameter and \( V_T \) is the threshold voltage. Due to the \( V_T \) dependence, it is sensitive to the body effect of the transistor.

A fully differential SA integrator is depicted in Figure 8.74. The nMOS switches are connected to ground, while the pMOS switches are related to the supply voltage, \( V_{DD} \). The branch including the capacitor \( C_B \) is used to optimize the dynamic range. In the steady state, it can be shown that

\[
C_1 V_{0,dc} + C_B V_{DD} = C_1 V_{DD}
\]

where \( V_{0,dc} = V_{DD}/2 \) provided that \( C_B = C_1/2 \). It was assumed that the input dc level is set to the ground. Note that the amplifier architecture should be chosen with the objective of minimizing the turn-on time, which can limit the achievable sampling frequency. Furthermore, the set of transfer functions that can be realized with the SA approach is limited due to the fact that the amplifier output is defined and can be used only during one clock phase.

---

### 8.18 Summary

SC circuits used for the implementation of S/H and T/H circuits, gain stages, and integrators should be designed to be less sensitive to component nonidealities. This can be achieved by optimizing the circuit performance based on the
analysis of the limitations due to the practical characteristics of components (amplifiers, switches and capacitors), and by introducing some refinements at the circuit level. Furthermore, in the specific case of filter design, the circuit accuracy can also depend on the synthesis method or filter architecture. Hence, SC ladder filters are less sensitive to capacitance mismatches or fluctuations in the passband than cascaded biquad structures.

### 8.19 Circuit design assessment

1. **Offset-free tunable gain stage**

   Consider the offset-free tunable gain stage shown in Figure 8.75, where \( \phi \) is 50% duty cycle clock signal.

   **FIGURE 8.75**
   Offset-free tunable gain stage.

   Analyze the charge transfer taking place between the capacitors \( C_j \) and \( C \) to prove that the output voltage is not affected by the offset voltage contributions due to the multipliers and amplifier.

   Assuming that the amplifier gain is \( A = 1/\mu \), show that the output voltage can be expressed as

   \[
   V_0(z) = \pm \frac{1}{C(1+\mu)} \sum_{j=1}^{N} C_j \cdot \Delta V_j(z),
   \]

   (8.347)

   where \( v_0 = v_0^+ - v_0^- \), and \( \Delta v_j \) is the voltage across each capacitor \( C_j \).

2. **Integrator with input parasitic capacitors**

   The circuit diagram of an SC inverting integrator is depicted in
3. Track-and-hold circuit

The circuit of Figure 8.77 is designed with \( C_1 = C_2 = C \) and \( C'_1 = 2C \).
Let $v^-$ be the voltage at the inverting node of the amplifier. Verify that
\[ C\{v^-[(n-1/2)T] - v_0[(n-1/2)T] - \{v^-[(n-1)T] - v_i[(n-1)T]\}\} = 0 \]
(8.350)
during the clock phase, $\phi_2$, that is, for $(n-1)T \leq t < (n-1/2)T$, and
\[
C \{v_i(nT) - v^- (nT) - \{v_0[(n-1/2)T] - v^- [(n-1/2)T]\}\} \\
+ 2C (-v_i(nT) - v^- (nT) - \{-v_i[(n-1)T] - v^- [(n-1)T]\}) \\
= C\{v^- (nT) - v_0(nT) + v_0[(n-1/2)T]\} \\
(8.351)
during the clock phase, $\phi_1$, that is, for $(n-1/2)T \leq t < nT$.

With the assumption that $v_{02}(nT) = v_0[(n-1/2)T]$, show that
\[
V_{02}(z) = z^{-1/2} \left(1 + \mu - \mu z^{-1}\right)V_i(z) + (1 + \mu)V_{off} \\(1 + \mu)(1 + 4\mu) - \mu(4 + 3\mu)z^{-1}, \]
(8.352)
where $\mu = 1/A_0$, $A_0$ and $V_{off}$ are the dc gain and offset voltage of the amplifier, respectively.

In the case of an amplifier with ideal characteristics (dc gain, bandwidth, offset voltage), deduce that $V_0(z) = z^{-1/2}V_i(z)$.

4. **Analysis of a sample-and-hold circuit**

Consider the circuit structure shown in Figure 8.78, where $C_1 = C'_1$. During the first clock phase, the capacitor $C_1$ charges up to $V_i$, and the capacitor $C'_1$ charges up to $-V_i$. The charges acquired by $C_1$ and due to the input voltages cancel those acquired by $C'_1$. During the second clock phase, the capacitor $C_1$ is included in the amplifier feedback path while the capacitors $C'_1$ and $C_2$ are discharged.

Assuming that $v^-$ is the voltage at the inverting node of the amplifier, verify that
\[ v^- [(n-1/2)T] - v_0[(n-1/2)T] - \{v^- [(n-1)T] - v_i[(n-1)T]\} = 0 \]
(8.353)
during the clock phase, $\phi_2$, that is, for $(n-1)T \leq t < (n-1/2)T$, and
\[
C_1 \{v_i(nT) - v^- (nT) - \{v_0[(n-1/2)T] - v^- [(n-1/2)T]\}\} \\
+ C'_1 \{-v_i(nT) - v^- [(n-1/2)T]\} = C_2[v^- (nT) - v_0(nT)] \\
(8.354)
during the clock phase, $\phi_1$, that is, for $(n-1/2)T \leq t < nT$. 
Taking into account the dc gain \( A_0 = 1/\mu \) and offset voltage \( V_{off} \) of the amplifier, determine the circuit transfer function, \( H(z) \).

In the ideal case, deduce that \( v_0(nT) = v_i[(n - 1)T] \) or \( V_0(z) = z^{-1}V_i(z) \).

5. Improved bootstrapped switch technique

The bootstrapped switch of Figure 8.79 [65] was designed to be less sensitive to the body effect of the transistor. During the on state, the voltage \( V_{DD} + V_i + V_T \) is applied to the gate of the switch. This latter is grounded during the off state.

Show that the on-resistance of the switch is given by

\[
R_{on} = \frac{1}{K(V_{DD} - V_B)},
\]

where \( K \) is the transconductance parameter of the switch, \( V_B = \sqrt{2I_B/K_1} \), and \( K_1 = \mu_n C_{ox}(W/L) \).

What is the effect of the mismatch between the switch and \( T_1 \) on the circuit operation?

6. Analysis of first-order filter sections

With the assumption that the input signal is slow moving, that is, \( V_i(n - 1/2) = V_i(n) \), show that the transfer function of the filter circuit of Figure 8.80 can be written as

\[
H(z) = \frac{V_0(z)}{V_i(z)} = \frac{\alpha - \beta + \beta z^{-1}}{1 + \gamma - z^{-1}}.
\]
Determine the type of filter corresponding to $\alpha = 1$, $\beta = 2$ and $\gamma = 1$.

Consider the circuit diagram of a first-order allpass filter shown in Figure 8.81. Show that the filter transfer function is given by

$$H(z) = \frac{V_0(z)}{V_i(z)} = \frac{\alpha z^{-1} - \beta}{\alpha - \beta z^{-1}}$$

What is the advantage of this circuit structure with respect to the mismatch between the capacitor ratios?

7. **Low-sensitivity single-sampling integrator**

Given $\mu = 1/A_0$, where $A_0$ is the amplifier dc gain, and $C_3 = C_2$, verify the following relations for the single-ended version of the low-sensitivity integrator shown in Figure 8.82 [56].
During the clock phase 1, that is, for \((n-1)T \leq t < (n-1/2)T\),

\[
C_3\{\mu v_0[(n-1/2)T] - \mu v_0[(n-1)T] - v_x[(n-1)T]\}
+ C_2\{(1+\mu)v_0[(n-1/2)T] - v_0[(n-1)T] + v_x[(n-1)T] - V_{off}\} = 0
\]

(8.358)

During the clock phase 2, that is, for \((n-1/2)T \leq t < nT\),

\[
C_1[v_i(nT) - v_x(nT)] + C_2[v_0(nT) - (1+\mu)v_0[(n-1/2)T] - v_x(nT) + V_{off}]
\]

(8.359)

and

\[
v_x(nT) - \mu\{v_0[(n-1/2)T] - v_0(nT)\} = 0
\]

(8.360)

because there is no current flowing through \(C_3\).

Show that the output voltage can be written as

\[
V_0(z) = H_i(z)V_i(z) + H_0(z)V_{off},
\]

(8.361)

where

\[
H_0(z) = -\frac{\mu}{1+2\mu}H_i(z),
\]

(8.362)

\[
H_i(z) = H_{id}(z)E(z),
\]

(8.363)

\[
H_{id}(z) = -\frac{C_1}{C_2}\frac{1}{1 - z^{-1}},
\]

(8.364)

and

\[
E(z) = \frac{1}{1 + \mu + \frac{C_1}{C_2}\frac{1}{1 - z^{-1}} - \mu\frac{1 + \mu}{1 + 2\mu}\frac{C_1}{C_2}\frac{1}{1 - z^{-1}}}. \quad (8.365)
\]

Repeat the above question with the assumption that \(v_0[(n-1/2)T] = v_0(nT)\).

What is the effect of a parasitic capacitor, \(C_p\), connected to the stray-sensitive node \(x\), on the error function \(E(z)\)?
8. Design of an anti-aliasing filter

In DSP applications, aliasing can occur whenever the input signal contains spectral components at frequencies greater than one half of the sampling frequency.

Suppose that we are required to design an anti-aliasing filter to restrict the bandwidth of a 200-kHz input signal to be sampled at $f_s = 800$ kHz. Because the sampling frequency is only four times the signal passband, it may be difficult to attenuate high-frequency components that can be aliased into the passband using conventional pre-filter based only on RC circuits. Figure 8.83 shows the block diagram of the anti-aliasing filter. The switched-capacitor section is assumed to operate with a sampling frequency of 1.6 MHz.

Show that the transfer function of the RC biquad depicted in Fig-
FIGURE 8.85
Circuit diagram of a second-order SC lowpass filter.

ure 8.84(a) is of the form

\[
H_1(s) = \frac{V_1(s)}{V_i(s)} = \frac{-k\omega_0^2}{s^2 + \left(\frac{\omega_0}{Q}\right)s + \omega_0^2}, \quad (8.366)
\]

where

\[
k = \frac{R_3}{R_1}, \quad (8.367)
\]

\[
\omega_0 = \sqrt{\frac{1}{R_2R_3C_1C_2}}, \quad (8.368)
\]

and

\[
Q = \sqrt{\frac{C_1}{\frac{1}{R_1} + \frac{1}{R_2} + \frac{1}{R_3}}}. \quad (8.369)
\]

The RC filter section is designed to provide a 40-dB attenuation for frequency components at 1.4 MHz. Using the Butterworth approximation, the normalized transfer function can be obtained as

\[
H_1(s') = \frac{-k'\omega_0'^2}{s'^2 + \left(\frac{\omega_0'}{Q'}\right)s' + \omega_0'^2} = \frac{-1}{s'^2 + \sqrt{2}s' + 1}, \quad (8.370)
\]
where
\[ s' = \frac{s}{\omega_p}, \quad (8.371) \]
\[ k' = \frac{R'_3}{R'_1}, \quad (8.372) \]
\[ \omega'_0 = \sqrt{\frac{1}{R'_2 R'_3 C'_1 C'_2}}, \quad (8.373) \]
and
\[ Q' = \frac{\sqrt{C'_3}}{\frac{1}{R'_1} + \frac{1}{R'_2} + \frac{1}{R'_3}}. \quad (8.374) \]

Assuming that \( R'_1 = R'_2 = R'_3 \) and \( C'_1 = C'_2 \), determine \( k', \omega'_0, Q' \), and the normalized values, \( R'_j (j = 1, 2, 3) \) and \( C'_j (j = 1, 2) \), of the filter components.

Find the values of the filter components using the relations, \( C_j = C'_j / \omega_p \hat{R} \) and \( R_j = R'_j \hat{R} \), where \( \hat{R} = 1 \) kΩ.

Consider the first-order cos SC filter depicted in Figure 8.84(b). Assuming that the amplifier is ideal, write the charge conservation equations during each of both clock phases.

Deduce that the transfer function can be put into the form
\[ H_2(z) = \frac{V'_2(z)}{V_1(z)} = -\frac{\alpha_1 z^{-1/2} (1 + z^{-1/2})}{1 + \alpha_2 z^{-1}}. \quad (8.375) \]

Determine the ratio \( \alpha_1 / \alpha_2 \) by setting the dc gain, \( |H_2(z)|_{z=1} \), equal to unity.

For the second-order SC lowpass filter illustrated in Figure 8.85, use the signal-flow graph to show that the transfer function can be written as
\[ H_3(z) = \frac{V_0(z)}{V_2(z)} = -\frac{\beta_3 + (\beta_1 \beta_2 - 2 \beta_3) z^{-1} + \beta_3 z^{-2}}{1 + \beta_5 + (\beta_2 \beta_4 - \beta_5 - 2) z^{-1} + z^{-2}}. \quad (8.376) \]

Verify that \( \beta_1 / \beta_4 = 1 \) if the dc gain, \( |H_3(z)|_{z=1} \), is equal to unity.

Using the bilinear transform and the Butterworth approximation function, determine the coefficients \( \beta_j (j = 1, 2, 3, 4, 5) \) based on the requirement that the overall anti-aliasing filter should provide more than 40 dB attenuation for frequencies above 600 kHz.
9. **Design of a bandpass SC ladder filter**

After prewarping the passband and stopband specifications from the discrete-time domain to the continuous-time domain, the bandpass RLC ladder filter prototype of Figure 8.86(a) was found to satisfy the target filtering requirements.

![Prototype Diagram](image)

**FIGURE 8.86**

(a) Continuous-time and (b) discrete-time bandpass filter prototypes.

Given $\rho = (z^{1/2} - z^{-1/2})/2$, verify that the next design step should result in a discrete-time filter prototype, as shown in Figure 8.86(b), where

\[
C'_1 = C_1 + \frac{1}{L_1} + C_2 + \frac{1}{L_2}, \quad (8.377)
\]

\[
C'_2 = C_2 + \frac{1}{L_2}, \quad (8.378)
\]

\[
C'_3 = C_3 + \frac{1}{L_3} + C_2 + \frac{1}{L_2}, \quad (8.379)
\]

\[
I'_1 = \rho C'_2 V_1, \quad (8.380)
\]

and

\[
I'_3 = \rho C'_2 V_3. \quad (8.381)
\]

Derive the corresponding $z$-domain SFG and convert it into an SC filter.
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Switched-Capacitor Circuits


Data converters, or specifically analog-to-digital converters (ADCs) and digital-to-analog converters (DACs), play an important role in the design of data acquisition units in communication and microprocessor-based instrumentation systems. They include analog and digital building blocks and form the main interface component in mixed-signal processing systems (for some typical applications, see Table 9.1).

**TABLE 9.1**
Data Converter Specifications for Some Applications

<table>
<thead>
<tr>
<th>Applications</th>
<th>Resolution (bits)</th>
<th>Sampling Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio device</td>
<td>14–24</td>
<td>&lt; 200 kHz</td>
</tr>
<tr>
<td>Digital oscilloscope</td>
<td>8</td>
<td>150 MHz</td>
</tr>
<tr>
<td>Magnetic read channel equalizer</td>
<td>6–8</td>
<td>(50–200) MHz</td>
</tr>
<tr>
<td>Wireless local area network</td>
<td>6–10</td>
<td>(1–50) MHz</td>
</tr>
<tr>
<td>Digital video camera</td>
<td>8–12</td>
<td>20 MHz</td>
</tr>
<tr>
<td>TV baseband processor</td>
<td>8–10</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Modem</td>
<td>8–10</td>
<td>(10–20) MHz</td>
</tr>
</tbody>
</table>

- The process of converting an analog signal into a digital sequence, as illustrated in Figure 9.1, involves three operations: sampling, quantization, and coding. After the filtering operation, a sample-and-hold circuit first picks up the signal representative, which is maintained constant for the duration required by the converter to provide a digital word. Note that a continuous-time
signal with the maximum frequency, \( f_m \), can adequately be represented by its samples acquired at the rate \( f_s \geq f_N = 2f_m \), where \( f_N \) is termed the Nyquist rate or frequency. To maintain the frequency content of the input signal within the Nyquist bandwidth, an analog lowpass filter, also known as an anti-aliasing filter, is placed before the sample-and-hold circuit. Ideally, this filter should attenuate signal components with a frequency above \( f_s/2 \). The sampled signal is then transformed into one of a finite set of prescribed values by a quantizer, the levels of which can be uniformly or nonuniformly spaced. The transfer characteristic and error, \( e \), of uniform quantizer, whose implementation is the simplest of both, is shown in Figure 9.2. The error caused by the quantization is defined as the difference between the discrete output level and the actual analog input, \( e_Q = \hat{x} - x \). It is in the range \( \pm \Delta/2 \) as long as the quantizer does not saturate. The transfer characteristic of Figure 9.2 belongs to a quantizer of the mid-tread type because it follows the input axis about zero. As a result, the output is insensitive to small input variation in the absence of signal in contrast to the mid-riser characteristic, which is supported by the output axis about zero. The coding then consists of assigning a unique binary number to each quantization level. Assuming that the number of bits, \( N \), is 3, the \( 2^N \)
quantization levels can be coded in an $N$-bit number representation. The step size of the converter, $\Delta$, represents the least significant bit (LSB) of the digital number and is given by $\Delta = \frac{FSR}{2^N}$, where $FSR$ is the quantizer range or full-scale range (FSR). By using the two’s complement code, the sign of the input sample is determined by the most significant bit (MSB). A real number, $X$, which can be represented as

$$b_1 b_2 b_3 \cdots b_N,$$

(9.1)
corresponds to the value

$$-b_1 2^0 + b_2 2^{-1} + b_3 2^{-2} + \cdots + b_N 2^{-(N-1)},$$

(9.2)

where $b_1$ is the MSB. Other codes can also be used depending on signal characteristics and the desired application; however, the two’s complement representation is a convenient way of representing signed numbers and the most suitable for addition and subtraction operations.
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**FIGURE 9.3**
Typical DAC system.

- A digital-to-analog conversion stage, as shown in Figure 9.3, generally contains a DAC, a sample-and-hold (S/H) circuit, and a lowpass filter (LPF). The DAC is used to transform a finite number of digital codes into the corresponding analog discrete-time signal. Its transfer characteristic is shown in Figure 9.4 for a bipolar input code. In contrast to the ADC, which exhibits a quantization error due to the fact that any voltage within a given step size is mapped to the same output code, the DAC uniquely assigns each input code to an output level without an inherent error. Therefore, DACs do not directly realize the inverse function of ADCs.

In general, the DAC output signal, $X_0$, can ideally be put in the form

$$X_0 = G \cdot X_{REF} \left( K_1 \frac{D}{2^N} + K_2 \right),$$

(9.3)

where $G$ is the gain, $X_{REF}$ is the reference signal, $D$ is the decimal equivalent of the binary input code, and $K_1$ and $K_2$ are the gain and offset constants, respectively. In the case of unipolar conversion, $K_1 = 1$ and $K_2 = 0$, and the output range is from 0 to $G \cdot X_{REF}$. For bipolar DACs based on the offset binary input coding, the constants are chosen as $K_1 = 2$ and $K_2 = -1$ to produce an output swing between $-G \cdot X_{REF}$ and $G \cdot X_{REF}$. Note that the two’s complement representation is converted into offset binary code only by inverting the MSB.
The digital-to-analog conversion process should be realized with the highest fidelity and minimal lag in time. The S/H introduces a delay in the output of the DAC to allow the current sample at the DAC output to reach the steady state. An LPF, often referred to as a smoothing (or reconstruction) filter, is used to remove the frequency components above $f_s/2$ from the converter output. It also smoothes the signal provided by the S/H by removing all sharp discontinuities.

Various architectures are known for the implementation of data converters. They can be divided into two main groups: Nyquist and oversampling converters. Nyquist converters operate at a sampling rate close to the Nyquist frequency or slightly higher than twice the bandwidth of the input signal; therefore their output data rate can be very high. On the other hand, the operation of oversampling converters, which can achieve a higher resolution even with low-precision components, requires a sampling rate that is several times higher than the Nyquist frequency. By relying on the averaging of multiple samples performed by a digital filter for each conversion, oversampling converters feature a longer acquisition time than the one of Nyquist converters, which process each input sample independently.

9.1 Binary codes

One feature of data converters such as DAC and ADC is that either the input or output is in digital form and can be represented using binary codes.

Digital systems generally use a binary number coding rather than the most familiar decimal number representation. For binary codes, the base or radix is 2 and the digits are called bits and take the values 0 or 1. Positive integers with
the value in the range 0 to $2^N - 1$ can be encoded using $N$ bits. Starting with
the LSB, which has a weight of $2^0$ or equivalently, 1, the weight is increased
by a factor of 2 from one bit to the next and up to the value of the MSB
weight, $2^{N-1}$. The binary representation is said to be positional because the
location of a bit in the resulting sequence determines its weight. The value of
a binary number corresponds to the sum of the weights of all nonzero bits.

In practice, the operating range of a data converter is bounded by the full
scale (FS). Scaling down to the full-scale range requires representing all of
the numbers as fractions \([1]\). Any binary integer can be set into a fractional
format by dividing its value by $2^N$. With the binary point assumed to be at
the left of the MSB, it is possible to encode the numbers in the range from
0 to $1 - 2^{-N}$ of the converter full-scale. The bit weight, which is inversely
proportional to a power of 2, varies from $1/2$ for the MSB down to $1/2^N$ for
the LSB.

### 9.1.1 Unipolar codes

#### TABLE 9.2

<table>
<thead>
<tr>
<th>Decimal Number of the FS</th>
<th>Fraction of the FS</th>
<th>Natural Binary</th>
<th>Gray Code</th>
<th>8421 BCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>15/16</td>
<td>1111</td>
<td>1000</td>
<td>1001 0011</td>
</tr>
<tr>
<td>14</td>
<td>14/16</td>
<td>1110</td>
<td>1001</td>
<td>1000 0111</td>
</tr>
<tr>
<td>13</td>
<td>13/16</td>
<td>1101</td>
<td>1011</td>
<td>1000 0101</td>
</tr>
<tr>
<td>12</td>
<td>12/16</td>
<td>1100</td>
<td>1010</td>
<td>1111 0010</td>
</tr>
<tr>
<td>11</td>
<td>11/16</td>
<td>1011</td>
<td>1110</td>
<td>0110 1000</td>
</tr>
<tr>
<td>10</td>
<td>10/16</td>
<td>1010</td>
<td>1111</td>
<td>0110 0010</td>
</tr>
<tr>
<td>9</td>
<td>9/16</td>
<td>1001</td>
<td>1101</td>
<td>0101 0110</td>
</tr>
<tr>
<td>8</td>
<td>8/16</td>
<td>1000</td>
<td>1100</td>
<td>0101 0000</td>
</tr>
<tr>
<td>7</td>
<td>7/16</td>
<td>0111</td>
<td>0100</td>
<td>0100 0011</td>
</tr>
<tr>
<td>6</td>
<td>6/16</td>
<td>0110</td>
<td>0101</td>
<td>0011 0111</td>
</tr>
<tr>
<td>5</td>
<td>5/16</td>
<td>0101</td>
<td>0111</td>
<td>0011 0001</td>
</tr>
<tr>
<td>4</td>
<td>4/16</td>
<td>0100</td>
<td>0110</td>
<td>0010 1010</td>
</tr>
<tr>
<td>3</td>
<td>3/16</td>
<td>0011</td>
<td>0010</td>
<td>0001 1000</td>
</tr>
<tr>
<td>2</td>
<td>2/16</td>
<td>0010</td>
<td>0011</td>
<td>0001 0010</td>
</tr>
<tr>
<td>1</td>
<td>1/16</td>
<td>0001</td>
<td>0001</td>
<td>0000 1110</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0000</td>
<td>0000</td>
<td>0000 0000</td>
</tr>
</tbody>
</table>

Unipolar codes are used to represent signals with a predetermined sign. The
most common unipolar codes, as shown in Table 9.2 for 4-bit converters, are
natural binary, Gray, and binary-coded decimal (BCD) representations.

The natural binary representation is a positional system of numeration
that uses the digits 0 and 1 and a radix of 2. Each successive digit of the
binary code, which is generally adopted for a data converter, represents an inverse power of 2. The all-zero code corresponds to the zero-scale signal, while the all-one code is associated to the signal value, which is one LSB below the full scale.

Gray codes are used in the design of encoders for data converters in order to prevent errors due to the fact that all the required bit transitions between any two neighboring numbers may not occur at the same time. In general, the Gray code can be obtained by rearranging a binary sequence such that there is only one bit change between two adjacent numbers. The possibility to obtain multiple Gray code representations for a given number then increases with the resolution. The 4-bit example shown in Table 9.2 is known as binary-reflected Gray codes. Starting with a binary sequence where all bits are set to zero; binary-reflected Gray codes are formed by successively changing the state of the right-most bit so as to produce a new sequence. Let $b_k$ and $g_k$ be the bits of the natural binary code and Gray code, respectively. The conversion from the binary to Gray code is based on the next algorithm:

$$
g_N = b_N \quad (9.4)$$
$$g_k = b_{k+1} \oplus b_k \quad \text{for} \quad k = N - 1 \ \text{down to} \ 1, \quad (9.5)$$

while the Gray-to-binary conversion is obtained as follows:

$$b_N = g_N \quad (9.6)$$
$$b_k = b_{k+1} \oplus g_k \quad \text{for} \quad k = N - 1 \ \text{down to} \ 1, \quad (9.7)$$

where $\oplus$ denotes the exclusive or (XOR) logic operation and $N$ is the number of bits of the code.

In the BCD code, each decimal digit, $D_k$, with a value of 0 through 9 is replaced by its 4-bit binary equivalent, $b_{k,j}$, where $j = 1, 2, 3, 4$. Table 9.2 shows 8421 BCD codes of the first two fractional digits of FS fractions. The designation 8421 indicates the binary weights of the four bits representing each digit. Note that different versions of BCD codes can be obtained using other weight combinations. A further digit can be appended to a BCD code just by adding another 4-bit sequence. One advantage of BCD over binary representations is that the range of numbers that can be represented is not limited. The BCD code is particularly useful for interfacing to printing or display devices, which can process individual decimal digits (e.g., digital multimeter, digital instruments for physical measurements). On the other hand, the natural binary code for a given number requires fewer bits than the corresponding BCD code. The BCD representation is a relatively inefficient coding due to the fact that only 10 of the $2^4$ or 16 combinations allowed by any 4-bit sequence are exploited.

Note that additional bit combinations are sometimes used in the BCD code in order to take into account the data sign or other meaningful indications.
9.1.2 Bipolar codes

Bipolar codes are used to represent signals that can be either positive or negative. The most common bipolar codes, which are sign magnitude, one’s complement, offset binary, and two’s complement representations, are shown in Table 9.3 for a resolution of 4 bits.

In the sign-magnitude representation, the bit in the MSB position is reserved for the number sign and the remaining bits indicate the number magnitude. The sign bit can be either 0 for positive numbers or 1 for negative numbers. The sign-magnitude representation has the drawback of having two different codes for zero and requiring a rather complex hardware for the realization of arithmetic operations.

The one’s complement representation is formed by inverting each bit of the natural binary code for the number to be converted. It can also be obtained by subtracting each bit of the natural binary code from one. The bit in the MSB position can be set either to 0 for positive numbers, or 1 for negative numbers. Even if the one’s complement representation can help reduce the algorithm complexity for some arithmetic operations, it still leads to ambiguity because there are two different codes for zero.

The offset binary coding is a binary representation that is shifted so that a signal with the zero value corresponds to the mid-scale code, that is, the code

### TABLE 9.3
Common Bipolar Codes for 4-Bit Converters

<table>
<thead>
<tr>
<th>Decimal Number</th>
<th>Fraction of the FS</th>
<th>Sign Magnitude</th>
<th>One’s Complement</th>
<th>Offset Binary</th>
<th>Two’s Complement</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>7/8</td>
<td>0111</td>
<td>0111</td>
<td>1111</td>
<td>0111</td>
</tr>
<tr>
<td>6</td>
<td>6/8</td>
<td>0110</td>
<td>0110</td>
<td>1110</td>
<td>0110</td>
</tr>
<tr>
<td>5</td>
<td>5/8</td>
<td>0101</td>
<td>1101</td>
<td>1101</td>
<td>0101</td>
</tr>
<tr>
<td>4</td>
<td>4/8</td>
<td>0100</td>
<td>1100</td>
<td>1100</td>
<td>0100</td>
</tr>
<tr>
<td>3</td>
<td>3/8</td>
<td>0011</td>
<td>0011</td>
<td>1011</td>
<td>0011</td>
</tr>
<tr>
<td>2</td>
<td>2/8</td>
<td>0010</td>
<td>0010</td>
<td>1010</td>
<td>0010</td>
</tr>
<tr>
<td>1</td>
<td>1/8</td>
<td>0001</td>
<td>0001</td>
<td>1001</td>
<td>0001</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0000</td>
<td>0000</td>
<td>1000</td>
<td>0000</td>
</tr>
<tr>
<td>-1</td>
<td>-1/8</td>
<td>1001</td>
<td>1110</td>
<td>0111</td>
<td>1111</td>
</tr>
<tr>
<td>-2</td>
<td>-2/8</td>
<td>1010</td>
<td>1101</td>
<td>0110</td>
<td>1110</td>
</tr>
<tr>
<td>-3</td>
<td>-3/8</td>
<td>1011</td>
<td>1100</td>
<td>0101</td>
<td>1101</td>
</tr>
<tr>
<td>-4</td>
<td>-4/8</td>
<td>1100</td>
<td>1011</td>
<td>0100</td>
<td>1100</td>
</tr>
<tr>
<td>-5</td>
<td>-5/8</td>
<td>1101</td>
<td>1010</td>
<td>0011</td>
<td>1011</td>
</tr>
<tr>
<td>-6</td>
<td>-6/8</td>
<td>1110</td>
<td>1001</td>
<td>0010</td>
<td>1010</td>
</tr>
<tr>
<td>-7</td>
<td>-7/8</td>
<td>1111</td>
<td>1000</td>
<td>0001</td>
<td>1001</td>
</tr>
<tr>
<td>-8</td>
<td>-8/8</td>
<td>-</td>
<td>-</td>
<td>0000</td>
<td>1000</td>
</tr>
</tbody>
</table>
consisting of a one at the MSB position followed by zeros at all the remaining bit positions. The all-zero code is then used for the negative full scale and the all-one code is assigned to the signal value that is one LSB below the positive full scale.

In the two’s complement representation, zero and positive signal values have the same code as in the natural binary format while the negative signal values are represented by forming the two’s complement of the corresponding positive number. The two’s complement is formed by complementing each bit of the binary code and then adding one LSB without taking into account any carry-out. The MSB is either 0 for positive numbers, or 1 in the case of negative numbers. The two’s-complement representation is an efficient coding approach for bipolar signal values in microprocessors because it allows the use of only an adder to implement both the addition and subtraction. Note that the conversion from the offset binary format to two’s complement code only requires the inversion of the MSB logic state.

9.1.3 Remarks

The choice of a number representation system has repercussions on the complexity of algorithm implementations for arithmetic operations and the input or output interface of the data converter with other circuits. The two’s complement representation is used in most digital systems, and hence is commonly considered for data converter implementations. Sign-magnitude and BCD codes are mainly used for instrumentation applications.

Number expressions and dynamic ranges in common binary representations are summarized in Table 9.4, where \( X \) denotes the encoded signal value and \( X_{FS} \) designates the data converter full-scale. Note that the variable \( X \) can stand for a voltage or current signal.

In some data converter configurations, it is required to use the aforementioned codes with all bits inverted, also known as complementary codes. In differential structures, the required inversion is carried out simply by permuting the input or output nodes.

9.2 Data converter characterization

In addition to the errors introduced by the quantization process [2], the performance of data converters can be affected by device nonlinearities.

9.2.1 Quantization errors

Let \( x \) and \( \hat{x} \) be the input and output samples of the quantizer, respectively. According to the rounding quantizer model depicted in Figure 9.5, the quan-
TABLE 9.4
Number Expressions and Dynamic Range in Common Binary Representations

<table>
<thead>
<tr>
<th>Representation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural binary</td>
<td>$X_0 / X_{FS} = \sum_{k=1}^{N} b_k 2^{-k}$</td>
</tr>
<tr>
<td>8421 BCD</td>
<td>$X_0 / X_{FS} = \sum_{k=1}^{N} D_k 10^{-k}$</td>
</tr>
<tr>
<td>Offset binary</td>
<td>$X_0 / X_{FS} = -1 + \sum_{k=1}^{N} b_k 2^{-k+1}$</td>
</tr>
<tr>
<td>Sign-magnitude</td>
<td>$X_0 / X_{FS} = (-1)^{b_1} \sum_{k=2}^{N} b_k 2^{-k-1}$</td>
</tr>
<tr>
<td>One’s complement</td>
<td>$X_0 / X_{FS} = (2^{-N+1} - 1) b_1 + \sum_{k=2}^{N} b_k 2^{-k+1}$</td>
</tr>
<tr>
<td>Two’s complement</td>
<td>$X_0 / X_{FS} = -b_1 + \sum_{k=2}^{N} b_k 2^{-k+1}$</td>
</tr>
</tbody>
</table>

Quantization error is defined as

$$e_Q(k) = \hat{x}(k) - x(k)$$  \hspace{1cm} (9.8)

$$\hat{x}(k) = Q(x(k)),$$  \hspace{1cm} (9.9)

where $Q$ denotes the quantizer operation. Its value should not exceed half of the quantization level,

$$-\frac{\Delta}{2} < e_Q(n) \leq \frac{\Delta}{2},$$  \hspace{1cm} (9.10)

where $\Delta$ is the quantizer step size. However, for input signals with a high dynamic range, the samples that go over the quantizer limit are clipped and $e_Q$ can be greater than $\Delta/2$. Note that, for the rounding quantizer, the signal values that are below an integer multiple of $\Delta$ located between two adjacent
transitions are quantized to the lower level; otherwise they should be mapped to a higher level.

The converter performance can be described by the signal-to-noise ratio (SNR) given by

$$\text{SNR} = 10 \log_{10} \left( \frac{P_x}{P_Q} \right) \text{ in dB}, \quad (9.11)$$

where $P_x = \sigma_x^2 = \mathbb{E}[x^2(k)]$ is the input signal power or variance, and $P_Q = \sigma_Q^2 = \mathbb{E}[e_Q^2(k)]$ is the variance or power of the quantization noise.

The SNR can also be expressed in terms of root-mean square (rms) amplitudes. By exploiting the fact that the average power is proportional to the square of the signal rms amplitude, we can write that

$$\text{SNR} = 10 \log_{10} \left( \frac{A_x^2}{A_Q^2} \right) = 20 \log_{10} \left( \frac{A_x}{A_Q} \right) \text{ in dB}, \quad (9.12)$$

where $A$ is the rms amplitude. The logarithmic decibel scale helps describe signal level ratios, that span many orders of magnitude, with numbers of modest size without losing information.

![FIGURE 9.5](image)

(a) Quantizer; (b) linear quantizer model; (c) probability density function of the quantization error.

It is convenient to deal with an input signal, $x$, that is zero mean, stationary, and uncorrelated with $e_Q$. Furthermore, by assuming that $e_Q$ is a uniformly distributed white noise sequence over the interval $-\Delta/2$ to $\Delta/2$, the probability function $p$ (see Figure 9.5(c)) is given by

$$p(e_Q) = \begin{cases} 
\frac{1}{\Delta}, & \text{for } |e_Q| \leq \frac{\Delta}{2} \\
0, & \text{otherwise.} 
\end{cases} \quad (9.13)$$

The power of the quantization noise can be obtained as

$$P_Q = \sigma_Q^2 = \int_{-\Delta/2}^{\Delta/2} e_Q^2 p(e_Q) de_Q = \frac{1}{\Delta} \int_{-\Delta/2}^{\Delta/2} e_Q^2 de_Q = \frac{\Delta^2}{12} \quad (9.14)$$
where $\Delta$ is the quantizer step size.

Compute the power of the discrete-time sinusoidal signal given by
\[ x(k) = A \sin(\omega k), \quad (9.15) \]
where $\omega = 2\pi (f/f_s)$, $f$ is the frequency of the sinusoid, $f_s$ represents the sampling frequency, and $A$ is the amplitude.

The power is defined as
\[ P_x = \sigma_x^2 = \text{E}[x^2(k)] = \frac{1}{N} \sum_{k=0}^{N-1} x^2(k). \quad (9.16) \]

With the substitution of $x(k)$ and using the fact that the cosine has a zero mean, we obtain
\[ P_x = \frac{A^2}{N} \sum_{k=0}^{N-1} \sin^2(\omega k) = \frac{A^2}{N} \sum_{k=0}^{N-1} \frac{1}{2}[1 - \cos(2\omega k)] = \frac{A^2}{2}. \quad (9.17) \]

The power is proportional to the square of the sinusoidal signal amplitude.

Assuming a sinusoidal input signal with an amplitude equal to half of the quantizer full-scale range, the power can be written as
\[ P_x = \frac{(FSR/2)^2}{2}, \quad (9.18) \]
where $FSR$ denotes the full-scale range. With the full-scale range of the $N$-bit quantizer given by $FSR = 2^N \Delta$, the SNR can take the next form
\[ \text{SNR} = 10 \log_{10} \left( \frac{3}{2} \cdot 2^{2N} \right) = 6.02N + 1.76 \text{ (dB)}. \quad (9.19) \]

The SNR increases by about 6 dB for each additional bit of the quantizer. However, practical implementations rarely achieve the theoretical SNR due to various imperfections associated to circuit components.

An approach to improve the SNR can consist of using the oversampling technique, which distributes the power of the quantization noise over a wider frequency band. A digital filter is then required to reduce the quantization noise to a great extent without affecting the signal of interest, thereby increasing the number of bits.
By increasing the value of the sampling rate, the initial power of the quantization noise, which remains unchanged, can be expressed as a function of the quantization noise spectral density, $E_Q$. Hence,

$$P_Q = \int_{-f_s/2}^{f_s/2} |E_Q(f)|^2 df = \int_{-f_s/2}^{f_s/2} |E_Q(f)|^2 df = |E_Q(f)|^2 f_s. \quad (9.20)$$

Consequently, we have

$$|E_Q(f)|^2 = \frac{\Delta^2}{12 f_s}. \quad (9.21)$$

The quantized signal is then processed by an ideal lowpass filter with the frequency response

$$H(f) = \begin{cases} 1, & |f| \leq f_B \\ 0, & \text{otherwise} \end{cases} \quad (9.22)$$

where $f_B$ represents the cutoff frequency. The resulting quantization noise power is now due to the spectral contributions of $E_Q$, which are confined between $-f_B$ and $f_B$. That is,

$$P'_Q = \int_{-f_s/2}^{f_s/2} |E_Q(f)|^2 H(f) df = \int_{-f_B}^{f_B} |E_Q(f)|^2 df$$

$$= \frac{\Delta^2 f_B}{12 f_s} = \frac{\Delta^2}{12 OSR} \quad (9.23)$$

where $OSR = f_s/f_B$ is the oversampling ratio. Recalling the signal-to-noise ratio definition, we have

$$\text{SNR'} = 10 \log_{10} \left( \frac{P_x}{P'_Q} \right) = 10 \log_{10} \left( \frac{3}{2} 2^{2N} \right) + 10 \log_{10}(OSR). \quad (9.24)$$

Thus

$$\text{SNR'} = 6.02 N + 1.76 + 10 \log_{10}(OSR) \quad (\text{dB}). \quad (9.25)$$

It should be emphasized that for every doubling of the OSR, the signal-to-noise ratio is increased by 3 dB or equivalently 0.5 bit of resolution. With the oversampling technique, the sampling frequency must be multiplied by a factor of $2^{2N}$ to yield an increase of $N$ bits. It should be noted that oversampling has the advantage of relaxing the requirements of the anti-aliasing or smoothing analog filter.

An efficient architecture used to improve the resolution without requiring an excessive high oversampling is the delta-sigma ADC [3], which modulates the quantization noise so that its magnitude is attenuated in the signal band and increased for out-of-band frequencies. The quantization noise outside the signal bandwidth is reduced using a digital filter, which can also adjust the rate of the output data, if necessary. The delta-sigma converter can achieve a
resolution up to 24 bits without the need for high-precision components. For its implementation, the choice of an architecture depends on the characteristics required for the quantization noise shaping.

The frequency spectrum of the digitized signal, which includes the contributions of the input signal and the quantization noise, is shown in Figure 9.6 for Nyquist, oversampling, and delta-sigma ADCs. Due to the oversampling, the quantization noise inherent in the conversion process is spread over a large band of frequencies, including the signal bandwidth. For delta-sigma converters, only a small fraction of the quantization noise falls in the frequency range of interest.

9.2.2 Errors related to circuit components

In addition to the quantization errors, the overall noise available at the converter output is related to the component noise and the nonuniform allocation of the sampling instants or clock jitter. In the particular case of ADCs, the contribution due to the comparator ambiguity should also be taken into account. Furthermore, the dynamic performance of data converters is limited by the frequency characteristics of passive and active components.

- The noise caused by the different components of a converter can be analyzed using equivalent models. It is dominated by the thermal and flicker noise contributions.

- For the jitter analysis, let us consider an input sinusoid

\[ x(t) = A \sin(2\pi ft + \phi), \]

where \( A \) is the amplitude, and \( f \) and \( \phi \) are the frequency and phase of the signal, respectively. Ideally, the sampling instants should be given by

\[ t_k = kT, \quad k = 0, 1, 2, \ldots, K - 1. \]

However, they are affected by errors, \( \delta_k \), due to the clock jitter and can be
The samples of the input signal can be obtained using
\[ \bar{x}(k) = A\sin(\Omega k + J_k + \phi), \]  
where the digital angular frequency, \( \Omega \), and the phase jitter, \( J_k \), are given by \( \Omega = 2\pi f T \) and \( J_k = 2\pi f \delta_k \), respectively. The error due to the jitter can be computed as
\[ e_J(k) = \bar{x}(k) - x(k), \]  
where \( x(k) \) is the uniformly sampled version of the input signal, that is, \( x(k) = A\sin(\Omega k + \phi) \). The SNR contribution of the jitter is
\[ \text{SNR} = 10 \log_{10} \left( \frac{\sigma^2_x}{\sigma^2_Q} \right) \text{ in dB}, \]  
where \( \sigma^2_x = E[x^2(k)] \) is the input signal variance and \( \sigma^2_Q = E[e^2_J(k)] \) is the jitter noise variance. The value of \( \sigma^2_Q \) is dependent on the jitter statistical model and ADCs generally exhibit a clock jitter in the range of 0.5 to 2 ps. In practice, high-precision oscillators are used in conjunction with phase-locked loop or delay-locked loop circuits to minimize the effects of clock and timing errors.

- Input signals around the decision level of the comparator, which often consists of an amplifier stage followed by a latch, may result in ambiguous output codes. Let \( v_Q \) and \( v_{\overline{Q}} \) be the voltages related to the positive and negative outputs of the comparator. The difference, \( v_d = v_Q - v_{\overline{Q}} \), can be obtained by solving a differential equation of the form
\[ \frac{dv_d(t)}{dt} - \frac{1}{\tau}v_d(t) = 0, \]  
where the time constant, \( \tau \), characterizes the latch ability to resolve intermediate voltage levels and depends on the loading conditions, transistor parameters, and the IC process. That is,
\[ v_d(t) = v_d(0) \exp(t/\tau), \]  
with \( v_d(0) \) being the initial condition at the beginning of the metastable region. Ideally, the latch requires an extra time, \( T \), to generate a valid output, which can be processed by the next circuit section. This requires that \( v_d \) reaches a given value, say \( V_{FS}/2 \), within the time period, \( T \). Otherwise, an inaccurate decision will be made if \( v_d(T) < V_{FS}/2 \). Taking into account the fact that \( v_d \) is equal to the amplifier output at \( t = 0 \), we have
\[ v_d(0) = A(|v_i(0) - V_{ih}|) = A\Delta v_i(0), \]  
where \( \Delta v_i(0) \) is the difference in the input signal.
where $v_i$ is the input voltage, and $V_{th}$ and $A$ denote the threshold level and gain of the comparator, respectively. Hence, the failure condition reads

$$
\Delta v_i(0) < \frac{V_{FS}}{2A} \exp(-T/\tau) = \Delta V_i.
$$

(9.35)

Assuming uniformly distributed input sample over the comparator range, the probability, $P_e$, to produce an uncertain output voltage is given by

$$
P_e = P[\Delta v_i(0) < \Delta V_i] = \frac{2\Delta V_i}{V_L},
$$

(9.36)

where $V_L$ is the effective LSB voltage. The error likelihood $P_e$ can be considered an additive contribution to the quantization noise, that is,

$$
\sigma_Q^2 = \frac{\Delta^2}{12} (1 + P_e).
$$

(9.37)

Note that $P_e$ should include the contribution of all comparators used in the ADC.

Data converters are limited by various error sources. Static errors affect the accuracy of converters during the conversion of dc signals, whereas dynamic errors essentially degrade the high-speed performance. Offset, gain, differential nonlinearity, and integral nonlinearity errors are generally associated with static performance of data converters. Their impact on the signal level can also be characterized in the frequency domain by estimating dynamic characteristics such as the signal-to-noise ratio, total harmonic distortion, and spurious-free dynamic range. On the other hand, dynamic errors can also be related to the limitations (acquisition time, settling time, glitches) of the transient response.

### 9.2.3 Static errors

The converter can be affected by the following static errors [2, 4] (see Figures. 9.7 through 9.14) when it transforms a signal. These errors are most commonly expressed in LSB units, or as a percentage of the converter FSR.

- **Offset error** — The offset error corresponds to the converter output deviation obtained by applying an input signal with a zero-scale to the converter. It can be either positive or negative, and affects all the output data in the same way. (see Figures 9.7 and 9.11).

- **Gain error** — The gain of the transfer characteristic is given by the slope of the straight line joining the two endpoints. The gain error results in a slope difference between the ideal and real converters. All the codes exhibit the same percentage of deviation.
• **Differential nonlinearity (DNL) error** — The DNL is the deviation of either the step width for the ADC (see Figure 9.15) or the step height for the DAC from the ideal value of 1 LSB. In the specific case of a data converter, where a quantization step size can be associated with each code $k$, it is defined as

$$DNL_k = \frac{\Delta_k}{V_{LSB}} - 1,$$

(9.38)

where $\Delta_k$ represents the actual quantization step size for the code $k$ and $V_{LSB}$ is the ideal quantization step size. Generally, the highest value of $|DNL_k|$ is considered the DNL of the data converter. The missing code is the result of a DNL equal to or less than $-1$ LSB. In this case, the corresponding step does not appear in the transfer characteristic. It is possible that the
converter becomes nonmonotonic for DNL values greater than 1 LSB. The magnitude of the converter output diminishes as the input data increases.

- **Integral nonlinearity (INL) error** — The INL denotes the deviation at any point of the transfer characteristic of output data from a reference straight line drawn through the zero and full scale. Its value can depend on the definition of the two endpoints. Assuming that the computation of quantization levels is possible, we can obtain

\[
\text{INL}_k = \left| \frac{V_k - V_0}{V_{LSB}} - k \right|,
\]

(9.39)
where $V_k$ is threshold level associated with the code $k$, $V_0$ is the threshold level corresponding to the lowest transition code, and $V_{LSB}$ is the ideal quantization step size. It can also be shown that

$$\text{INL}_k = \sum_{j=0}^{k} DNL_j ,$$

(9.40)

where the first output code index is supposed to be zero.

Linearity errors are more important than the ones due to offset and gain deviations, which can be adjusted using a suitable calibration technique.

### 9.2.4 Dynamic errors

In addition to static errors, the converter performance is also affected by errors whose root is related to the time-varying nature of the input signals. The signal-to-noise ratio (SNR), total harmonic distortion (THD), signal-to-noise and distortion (SINAD) ratio, effective number of bits (ENOB), and spurious-free dynamic range (SFDR), together with specifications in time domain such as the settling time, slew rate, and glitch impulse, are generally used to specify the converter dynamic performance. Parameters that are normally specified in dB, can also be given in units of dBc (decibels to carrier) when the absolute power of the fundamental is used as the reference, or dBFS (decibels to full-scale) when the power of the fundamental is extrapolated to the converter full-scale range.

In general, all the spectral components available at the converter output and that are different from the one of the input signal are considered to be noise. However, a better insight into the conversion process is provided by separately estimating the noise floor and harmonic distortion levels. Hence, the harmonic distortion components are excluded in the measurement of the SNR, but are taken into account in the determination of the SINAD.

- The SNR is the ratio of the power of the fundamental input signal to the noise power, which is caused by all spectral components from dc to half of
the sampling frequency, excluding noise at dc and harmonic distortion components. By considering a full-scale input signal and only the noise due to quantization errors, the SNR in decibels (dB) of a Nyquist converter is given by

\[
SNR = 10 \log_{10} \left( \frac{P_1}{P_Q} \right) = 6.02N + 1.76,
\]

(9.41)

where \(P_1\) is the power of the first harmonic component or fundamental signal, \(P_Q\) denotes the noise power, and \(N\) is the number of bits. In the case of oversampling converters, the SNR includes additional terms depending on the OSR and modulator feedback structure.

- The dynamic range (DR) is the ratio of the power of a full-scale sinusoidal input signal to the power of the noise delivered by the converter with inputs shorted together.

- The THD is the ratio of the rms sum of the powers of the harmonic components above the fundamental frequency to the power of the fundamental signal at the converter output. The THD can be derived as

\[
THD = 10 \log_{10} \left( \frac{P_D}{P_1} \right),
\]

(9.42)

where \(P_D\) is the sum of the powers, \(P_j (j \geq 2)\), of all distortion spectral components. The distortion measurement is realized with an input signal whose amplitude is generally 0.5 dB to 1 dB below the full scale to avoid clipping, and only takes into account harmonic components within the Nyquist bandwidth. In practice, the distortion effects are directly observable on time-domain waveforms for THD value about \(-30\) dB.

- The SINAD is the ratio of the power of the fundamental signal to the power of all the remaining spectral (except dc) components below half of the sampling frequency. It can be expressed as

\[
SINAD = 10 \log_{10} \left( \frac{P_1}{P_Q + P_D} \right),
\]

(9.43)

where \(P_D\) is the sum of all distortion spectral component powers. The SINAD is also known as the signal-to-noise and distortion ratio (SNDR) and is measured in dB at a specified input frequency and sampling rate. In the case of an ideal converter, the quantization error is the only source of noise and the SINAD is reduced to the SNR.

- The ENOB specifies the resolution that an ideal converter would realize in order to exhibit the same SINAD as the one measured on the real converter.
It can be derived for Nyquist converters as

$$ENOB = (SINAD - 1.76)/6.02.$$  \hspace{1cm} (9.44)

The difference between the ENOB and the nominal number of bits indicates the impact of circuit imperfections on the conversion process.

Assuming that an input signal with the same amplitude and frequency is used for all measurements, determine the relationship between the SINAD, SNR, and THD.

From the definitions of the SNR, THD, and SINAD, we obtain

$$\frac{P_Q}{P_1} = 10^{-SNR/10},$$  \hspace{1cm} (9.45)

$$\frac{P_D}{P_1} = 10^{THD/10},$$  \hspace{1cm} (9.46)

and

$$\frac{P_Q + P_D}{P_1} = 10^{-SINAD/10}.$$  \hspace{1cm} (9.47)

It can then be shown that

$$\frac{P_1}{P_Q + P_D} = \left(\frac{P_Q}{P_1} + \frac{P_D}{P_1}\right)^{-1} = \left(10^{-SNR/10} + 10^{THD/10}\right)^{-1}.$$  \hspace{1cm} (9.48)

Hence,

$$SINAD = 10\log_{10}\left(\frac{P_1}{P_Q + P_D}\right) = -10\log_{10}\left(10^{-SNR/10} + 10^{THD/10}\right).$$  \hspace{1cm} (9.49)

The degradation of the SINAD for high frequencies is primarily due to the fact that the importance of distortion effects increases with the input signal frequency.

- The SFDR can be obtained as the ratio of power of the fundamental signal to the power of the highest spurious component in the converter spectrum (excluding dc). It is generally plotted as a function of the test signal amplitude. The SFDR is commonly used in communication applications, as an indication of the usable dynamic range.
• The two-tone intermodulation distortion (IMD) is measured by connecting the converter input to the sum of two sinusoidal signals with the same magnitude, but having slightly different frequencies. It is computed as the ratio of the power of the worst third-order intermodulation product to the power of either input tone. The IMD is a key specification used in the selection of building blocks for multi-carrier communication systems. With the use of test signals at frequencies $f_1$ and $f_2$, the determination of the third-order IMD can rely only on the distortion products occurring at $2f_2 - f_1$ and $2f_1 - f_2$, or relatively near the fundamental signals, as the distortion components at the higher frequencies, or say at $2f_2 + f_1$ and $2f_1 + f_2$, usually fall outside the passband, where they can be filtered out easily.

It should be noted that the specifications of different converters can be fairly compared only if the measurements are realized with the same fundamental input frequency or are valid over the same bandwidth, which is defined as the frequency range over which the input signal can be converted with an amplitude attenuation less than or equal to 3 dB.

• The glitch impulse represents the undesired signal transients that can appear at the DAC output. It is characterized by measuring its area at the mid-scale code transition where the logic states of the maximum number of bits are changed. The unit of measurement can be chosen as $nV \cdot s$, for instance.

• The settling time is the time elapsed from the application of the input signal until the converter output reaches and remains within a given error range about the final value. It can include components such as a short delay time related to the propagation delay, the slew time required for the output to reach its highest value, and the ringing time needed by the output to recover from the overload condition associated with the slewing and to settle to within the specified error band, which can be a certain percent of the final value or $\pm 1/4$ LSB. The settling time is usually specified for a full-scale transition.

• The latency time denotes the time elapsed from the initiation of one input conversion to next. It includes the conversion time, which is defined as the time required for a single conversion, and data retrieval time. For ADCs, the latency time is measured by assuming that the signal is already sampled.

9.3 Summary

Data converters are generally designed to meet the requirements of various applications such as imaging, video, instrumentation, control, and communication systems. For most commonly used architectures, the specifications for
the resolution and sampling frequency generally extend beyond the range from 8 bits, 250 Msp (digital oscilloscope) to 24 bits, 2.5 Msp (seismic monitoring systems) for ADCs, and from 8 bits, 330 Msp (digital radio modulation) to 24 bits, 200 ksp (DVD systems) for DACs. The distribution of resolution versus sampling frequency can furnish insight into the performance limitations of data converters.

The resolution appears to be limited at low frequencies by the component mismatches and thermal noise. It tends to be reduced on the order of one bit when the sampling frequency is increased by two times. This is due to the enhanced effect related to the comparator ambiguity and clock jitter at high frequencies. Furthermore, the maximum sampling frequency of the converter cannot exceed the transition frequency of the transistor, which is determined by the IC process.

Data converters used in portable equipment should meet the requirement of low supply voltage and low power consumption. In this case, the important limitation, which is introduced on the dynamic range and speed, depends on the architecture and IC technology.
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Digital-to-analog converters (DACs) enable the interfacing of digital systems with the real world. They are used to transform binary code into an analog output signal, either in the form of a voltage or current.

Ideally, signals from dc up to the Nyquist frequency, which is defined as the half of the DAC sampling frequency, can be generated by a converter. In practice, in addition to the increased difficulty to meet the specifications of the reconstruction filter, the converter performance tends to degrade significantly when approaching the Nyquist frequency. Nyquist DACs are based on various architectures (binary-weighted, thermometer-coded, and segmented structures) and conversion techniques such as voltage scaling, current scaling, charge scaling or redistribution, and hybrid methods. In each of these types of DACs, the conversion is achieved by summing all the output signal contributions associated with the different bits of the input digital code. The resolution of high-speed DACs based on each of the aforementioned techniques is generally limited by the circuit size and complexity. One approach adopted to reduce the number of elements (transistors, resistors, and capacitors) is to use a segmented DAC. In a segmented converter, a first stage decodes the most significant bit (MSB) part of the input digital code and a second stage
is driven by the remaining least significant bits (LSBs). A further issue with high-resolution DACs is that the linearity and monotonicity of the conversion characteristic is limited by component matching. The effect of mismatches, which are generally caused by IC process gradients, can be alleviated either by adding a calibration stage to the DAC or by laser trimming components to adjust their values after wafer fabrication.

10.1 Digital-to-analog converter (DAC) architectures

The transformation of a digital code by an \( N \)-bit digital-to-analog (DAC) can rely on the use of switches to select the appropriate reference voltages, which are then summed to provide a discrete time signal. Generally, a lowpass filter is used to smooth the DAC output signal. The performance of the converter is related to the choice of the IC technology and switching scheme.

10.1.1 Binary-weighted structure

The simplest and area-efficient way to control the switches consists of using the digital input directly. However, the resulting structure has some drawbacks. The components, which determine the reference voltages, are required to be binary weighted. They should be matched to within \( \pm 1/2 \) LSB to meet the specifications of a high-precision DAC. This is equivalent to achieving a relative accuracy of less than \( 1/2^N \) LSB for the MSB. The statistical spread appears to be a limiting factor for the realization of this objective, and the monotonicity of the DAC is not guaranteed. Furthermore, the output data can exhibit a large spike or glitch at the mid-code transition, such as from 0111 to 1000 in a 4-bit example, due to the required asymmetrical switching. Hence, the state of all bits is modified. The LSBs all can switch faster than the MSB and the DAC output will first attempt to change toward zero before returning to the right state. A glitch can be characterized by measuring its energy, which is expressed in units of picovolt-seconds for high-performance DACs. A sample-and-hold circuit can be used to maintain the DAC output constant during the code transition, reducing in this way the glitch effect.

10.1.2 Thermometer-coded structure

An \( N \)-bit thermometer-coded DAC consists of \( 2^N \) unit elements, which are connected to switches, whose control signals are generated by a binary-to-thermometer decoder. The switching of only one element is needed when the input code changes by 1 LSB. That is, the relative accuracy to be realized is 1/2, corresponding to a relaxed matching constraint. Furthermore, the glitch energy is considerably reduced. The monotonicity is guaranteed because the
output remains constant or follows the variation of the input code. The primary inconvenience of the thermometer-coded DAC is the need for a large chip area.

10.1.3 Segmented architecture

A segmented DAC is based on an array of binary-weighted elements directly controlled by the \( L \) least significant bits and an array of unit elements steered by the remaining \( (N - L) \) bits, which are thermometer encoded. It is then a compromise between both aforementioned structures and can combine the high accuracy and conversion rate.

Note that the glitch problem at the mid-code can also be solved by never turning off elements as the digital code is increased. This results in the interpolated architecture. However, the drawback in this case is related to the requirement of a complicated switching scheme.

10.2 Voltage-scaling DACs

In response to a digital input code, voltage-scaling DACs produce an output voltage by exploiting the voltage-divider principle. As simple in operation as a digitally controlled potentiometer, voltage-scaling DACs can easily be designed to meet the high-speed and low-power specifications without affecting their inherent monotonicity. While such DAC architectures are generally widely used for applications requiring a resolution not exceeding 8 bits, they are not suitable in cases where the resolution is high. This is due to the fact that the required number of resistors and switches increases exponentially with the resolution, making the resulting chip area very large.

10.2.1 Basic resistor-string DAC

The simplest architecture used to design a DAC based on the voltage divider principle consists of a series of resistors connected between two supply voltages, switches controlled by the digital input code, and a buffer to drive low impedance loads. Each digital code is converted by selecting a node between two resistors so that the appropriate voltage level is transferred to the converter output.

A 3-bit resistor-string DAC based on a binary-tree structure is shown in Figure 10.1. For an \( N \)-bit resolution, such a converter requires \( 2^N \) resistors and \( 2(2^N - 1) \) switches. Using the voltage divider rule, the voltage at node \( j \) of the resistor string can be expressed as

\[
V_j = \frac{j - 1}{2^N} V_{REF} \quad j = 1, 2, \cdots, 2^N, \quad (10.1)
\]
where $V_{REF}$ is the reference voltage. The input and output characteristics of the unipolar DAC of Figure 10.1 are shown in Figure 10.2(a). Ideally, the DAC establishes a unique correspondence between an input digital code and a reference voltage. Because the reference levels are separated by an LSB or equivalently $V_{REF}/2^N$, the characteristic can be shifted upward by LSB/2, as shown in Figure 10.2(b), where the output level corresponding to the zero
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FIGURE 10.3
Block diagram of a 3-bit binary-decoded resistor-string DAC with code transitions at multiples of LSB/2.

digital code is now LSB/2. The resistor-string DAC based on the output characteristic of Figure 10.2(b) is depicted in Figure 10.3. In comparison with the previous structure, the overall number of resistors increases by one. Using the topmost and bottommost resistors with a value of R/2, the voltage at the node $j$ of the resistor string is given by

$$V_j = \frac{j - 1/2}{2^N} V_{REF} \quad j = 1, 2, \ldots, 2^N.$$  \hspace{1cm} (10.2)

In addition to its simple structure, the resistor-string DAC exhibits an inherent monotonicity [1]. For increasing input values, a DAC with a monotonic characteristic generates strictly increasing output values. The linearity of the resistor-string DAC then appears to be less affected by resistor mismatches. However, the resistor-string DAC architecture is limited by the number of resistors and switches, which grows exponentially as the resolution increases.

The number of switches can be reduced using a $N$-to-$2^N$ decoder, as shown in Figure 10.4 for a resolution of 3 bits. Because only one switch is included in the signal path for a given digital code conversion, the effects of switch...
resistances and parasitic capacitance are reduced, yielding an improved speed performance.

### TABLE 10.1
Truth Table and Logic Equations of the 3-to-8 Decoder

<table>
<thead>
<tr>
<th>Binary Code</th>
<th>1-out-of-8 Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1$</td>
<td>$b_2$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>

$t_0 = \overline{b_1} \cdot \overline{b_2} \cdot \overline{b_3}$

$t_1 = \overline{b_1} \cdot \overline{b_2} \cdot \overline{b_3}$

$t_2 = \overline{b_1} \cdot b_2 \cdot \overline{b_3}$

$t_3 = \overline{b_1} \cdot b_2 \cdot \overline{b_3}$

$t_4 = \overline{b_1} \cdot \overline{b_2} \cdot \overline{b_3}$

$t_5 = \overline{b_1} \cdot \overline{b_2} \cdot \overline{b_3}$

$t_6 = \overline{b_1} \cdot b_2 \cdot \overline{b_3}$

$t_7 = \overline{b_1} \cdot b_2 \cdot \overline{b_3}$

The digital input code is translated into a format suitable for the switch control by the 3-to-8 decoder, which can be implemented using various architectures.
TABLE 10.2
Truth Table of the 3-Bit Binary-to-Thermometer Decoder and 1-out-of-8 Encoder

<table>
<thead>
<tr>
<th>Binary Code</th>
<th>Thermometer Code</th>
<th>1-out-of-8 Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1 \ b_2 \ b_3$</td>
<td>$T_0 \ T_1 \ T_2 \ T_3 \ T_4 \ T_5 \ t_0 \ t_1 \ t_2 \ t_3 \ t_4 \ t_5 \ t_6 \ t_7$</td>
<td></td>
</tr>
<tr>
<td>0 0 0</td>
<td>0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>1 0 0</td>
<td>1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>2 0 1</td>
<td>0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>3 0 1</td>
<td>1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>4 1 0</td>
<td>0 1 1 1 1 1 0 0 0 0 0 0 1 0 0 0</td>
<td></td>
</tr>
<tr>
<td>5 1 0</td>
<td>1 1 1 1 1 1 0 0 0 0 0 0 0 1 0 0</td>
<td></td>
</tr>
<tr>
<td>6 1 1</td>
<td>0 1 1 1 1 1 1 0 0 0 0 0 0 0 1 0</td>
<td></td>
</tr>
<tr>
<td>7 1 1</td>
<td>1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 1</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 10.6
Circuit diagram of a modular 3-to-8 decoder.

The 3-to-8 decoder detects the occurrence of a specific bit combination in the input code, as illustrated by the truth table in Table 10.2. The decoding leads to the activation of only the output with the subscript that is the same as the decimal equivalent of the input code. Figure 10.5 shows the circuit diagram of a 3-to-8 decoder using inverters and AND gates. This implementation is directly related to the decoder logic equations and is simple. However, the maximum number of digital inputs that a single AND gate can support can be quickly reached as the input code resolution is increased.

For high resolutions, an implementation solution of the $N$-to-$2^N$ decoder is to use an $N$-bit binary-to-thermometer decoder, followed by a 1-out-of-$2^N$ encoder. This results in a structure that is modular and realizable with two-input gates. In the specific case of $N = 3$, let $T_p, \ p = 0, 1, 2 \cdots , 6$, and $t_q$, ...
The thermometer code and the 1-out-of-8 code for the binary code, \( b_k, k = 1, 2, 3 \). Table 10.2 shows the correspondence between the logic states of \( b_k \) and \( T_p \), and all possible combinations of \( T_p \) and \( t_q \). The logic equations derived from the truth table are given by

\[
T_0 = b_1 + b_2 + b_3, \quad T_1 = b_1 + b_2, \quad T_2 = b_1 + b_2 \cdot b_3, \quad T_3 = b_1,
\]

(10.3)

and

\[
t_j = \begin{cases} 
T_0 & \text{for } j = 0 \\
T_{j-1} \cdot T_j & \text{for } j = 1, 2, \cdots, 6 \\
T_6 & \text{for } j = 7.
\end{cases}
\]

(10.4)

The circuit realization of the 3-to-8 decoder is shown in Figure 10.6. It should be noted that the required number of gates can be high as the converter resolution increases.

---

Design a 4-bit binary-to-thermometer decoder based on a 3-bit binary-to-thermometer decoder.

![Circuit diagram of a 4-bit binary-to-thermometer decoder.](image)

**FIGURE 10.7**
Circuit diagram of a 4-bit binary-to-thermometer decoder.

The circuit diagram of a 4-bit binary-to-thermometer decoder is shown in Figure 10.7. The encoding of a 4-bit binary code produces a thermometer code with \( j \) consecutive zeros followed by
15 − j consecutive ones. The number of ones in the thermometer code is equal to the decimal equivalent of the binary input code.

The logic equations of the 4-bit binary-to-thermometer decoder are given by

\[
\begin{align*}
T_0 &= b_1 + b_2 + b_3 + b_4, \\
T_1 &= b_2 + b_3 + b_4, \\
T_2 &= b_1 \cdot b_2 + b_3 + b_4, \\
T_3 &= b_3 + b_4, \\
T_4 &= b_1 \cdot b_3 + b_2 \cdot b_3 + b_4, \\
T_5 &= b_2 \cdot b_3 + b_4, \\
T_6 &= b_1 \cdot b_2 \cdot b_3 + b_4, \\
T_7 &= b_4, \\
T_8 &= (b_1 + b_2 + b_3) \cdot b_4, \\
T_9 &= (b_2 + b_3) \cdot b_4, \\
T_{10} &= (b_1 \cdot b_2 + b_3) \cdot b_4, \\
T_{11} &= b_3 \cdot b_4, \\
T_{12} &= (b_1 \cdot b_3 + b_2 \cdot b_3) \cdot b_4, \\
T_{13} &= b_2 \cdot b_3 \cdot b_4, \\
T_{14} &= b_1 \cdot b_2 \cdot b_3 \cdot b_4.
\end{align*}
\]

(10.5)

In general, the required number of AND and OR gates for an N-bit binary-to-thermometer decoder is equal to \(2^N - (N + 1)\).

Switches are used to connect the different reference voltages provided by the resistor string to the output. Fully decoded architectures have the advantage of providing a monotonic output, even if the resistances drift from their nominal values. The output resistance of the DAC is dependent on the digital code. This results in a code-dependent settling time when charging a capacitive output load. The switches must be appropriately sized or compensated to reduce the effect of this nonideality on the converter performance.

### 10.2.2 Intermeshed resistor-string DAC

The complexity of the digital decoder can be reduced by using a DAC with intermeshed resistor strings [2, 3]. The reference voltage is subdivided into \(2^P\) coarse voltage segments using a \(P\)-bit coarse resistor string with a low impedance. Each coarse resistor is related in parallel to a \(Q\)-bit fine resistor string with a relatively high impedance. The conversion of an input digital code then consists of selecting the nodes of the fine resistor string connected to the appropriate coarse voltage segments. With an overall resolution of \(N\) bits, where \(N = P + Q\), the resulting intermeshed resistor-string DAC required a \(P\)-to-\(2^P\) decoder and a \(Q\)-to-\(2^Q\) decoder. Because the integers \(P\) and \(Q\) are less than \(N\), the complexity of the required decoders remains low in comparison with a single \(N\)-to-\(2^N\) decoder. Furthermore, by connecting in parallel each coarse resistor with a fine resistor string, the converter output impedance value and its variations with the input code are reduced, resulting in an improved settling time.

The circuit diagram of a 5-bit intermeshed resistor-string DAC is shown in Figure 10.8. The proper switches are selected by splitting the 5-bit input code in the three MSBs and the two LSBs, that are applied to a 3-to-8 decoder and
a 2-to-4 decoder, respectively. Latches can be inserted between the decoders and switches, if necessary, to reduce glitch errors during a code transition. In general, an $N$-bit intermeshed resistor-string DAC requires $2^P$ resistors $R_C$ in addition to $2^N$ resistors $R_F$. For resolutions greater than 8 bits, the overall number of resistors can be too high to be practical.

10.2.3 Two-stage resistor-string DAC

The number of passive elements in the DAC can be further reduced by adopting a design technique based on a segmented architecture [4], that consists of a cascade of $P$-bit and $Q$-bit resistor-string DACs through buffer amplifiers to realize a resolution of $N$ bits, where $N = P + Q$. In a segmented DAC, the input code is partitioned so that the $P$ MSBs are processed by the first stage of the converter, while the remaining $Q$ LSBs are converted by the second stage. The switch control signals are then obtained using $P$-to-$2^P$ and $Q$-to-$2^Q$ decoders. Figure 10.9 shows a segmented converter based on two 3-bit resistor-string DACs. Buffer amplifiers are required to prevent the second-stage resistor string from loading the first-stage resistor string.

With the switch configuration defined by the $P$ MSBs of a given input code, the first resistor string can generate two reference voltage levels of the
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FIGURE 10.9
Circuit diagram of a 6-bit two-stage resistor-string DAC.

Form

\[ V_p = p \frac{V_{REF}}{2^p} \]  \hspace{1cm} (10.6)

and

\[ V_{p+1} = (p + 1) \frac{V_{REF}}{2^p}, \]  \hspace{1cm} (10.7)

where \( p \) is the decimal equivalent of the \( P \) MSBs and \( p = 0, 1, 2, \ldots, 2^P - 1 \). These voltages are applied at the inputs of the buffer amplifiers, whose outputs are connected to the top and bottom of the second resistor string. Using the superposition theorem, the converter output voltage generated in accordance with the remaining \( Q \) LSBs of the input code can be expressed as

\[ V_0 = q \frac{V_{01}}{2^Q} + (2^Q - q) \frac{V_{02}}{2^Q} = V_{02} + q \frac{V_{01} - V_{02}}{2^Q}, \]  \hspace{1cm} (10.8)

where \( V_{01} \) and \( V_{02} \) denote the output voltages of the first and second buffer amplifiers, respectively; \( q \) is the decimal equivalent of the \( Q \) LSBs; and \( q = 0, 1, 2, \ldots, 2^Q - 1 \). The output voltage is then generated by linearly interpolating between \( V_{01} \) and \( V_{02} \). The step size by which the output voltage of the second resistor-string DAC can change has a value of \((V_{01} - V_{02})/2^Q\). If
the buffer amplifiers are assumed to be ideal, $V_{01} = V_{p+1}$ and $V_{02} = V_p$, the voltage $V_0$ will be given by

$$V_0 = (p \cdot 2^Q + q) \frac{V_{REF}}{2^N}. \quad (10.9)$$

With $k$ being the decimal representation of the input code, the converter output voltage is reduced to

$$V_0 = k \frac{V_{REF}}{2^N}, \quad (10.10)$$

where $k = p \cdot 2^Q + q$. For an $N$-bit unipolar DAC, the value of $k$ can vary from 0 to $2^N - 1$.

A resistor-string DAC is inherently monotonic. However, the monotonicity in a segmented string DAC can be affected by the offset voltage of practical buffer amplifiers. By taking into account the offset voltages $V_{off1}$ and $V_{off2}$ of the first and second buffer amplifiers, we have $V_{01} = V_{p+1} + V_{off1}$ and $V_{02} = V_p + V_{off2}$. The converter output voltage is then given by

$$V_0 = k \frac{V_{REF}}{2^N} + V_{off}, \quad (10.11)$$

where

$$V_{off} = V_{off2} + q \frac{V_{off1} - V_{off2}}{2Q}. \quad (10.12)$$

Assuming that the buffer offset voltages are identical, the output voltage for each input code is shifted by the same amount and the monotonicity of the converter characteristic is preserved. However, this last requirement is rarely met in practice.

When $q$ reaches its highest value, $2^Q - 1$, the voltage $V_0$ becomes

$$V_0 = V_{02} + (2^Q - 1) \frac{V_{01} - V_{02}}{2Q} = V_{01} - \frac{V_{01} - V_{02}}{2Q}, \quad (10.13)$$

where $V_{01} = V_{p+1} + V_{off1}$ and $V_{02} = V_p + V_{off2}$. Hence, the output voltage is one step size below $V_{p+1} + V_{off1}$. The next increase of the converter output occurs when the input codes of the second and first resistor-string DACs are respectively reset and incremented by one.

With a switching scheme designed such that only the value of $V_{02}$ is changed to $V_{p+2} + V_{off2}$ as a result of the digital code decoding, the digital-to-analog conversion can preserve the numerical order of the input codes. Because $V_{p+1}$ and $V_{p+2}$ are two adjacent voltage levels of the first resistor-string DAC, we have

$$V_{p+2} - V_{p+1} = V_{REF}/2^P. \quad (10.14)$$

In the worst case, $V_{off2} = -V_{off1}$, and a monotonic conversion is guaranteed provided the magnitude of the buffer offset voltage remains lower than
$V_{REF}/2^{P+1}$, or equivalently, half of the LSB of the first resistor-string DAC. The polarity of the voltage supplied to the second resistor string is reversed whenever the input code of the first resistor-string DAC is incremented by one. This polarity inversion should be compensated by appropriately changing the order used in the selection of the tap voltages of the second resistor-string DAC. The switches responsive to the $Q$-bit LSBs are then configured such that the tap voltages can be selected in either a top-down or a bottom-up fashion.

The circuit diagram of a 6-bit two-stage resistor-string DAC using the foregoing reversal switching scheme is depicted in Figure 10.9. The decoder responsive to the three LSBs selects one of the eight tap voltages of the second resistor string, starting with the node connected to either $V_{01}$ or $V_{02}$, depending on the state of $b_3$.

The two-stage architecture can be used to implement DAC with a resolution on the order of 16 bits. The required number of resistors and switches is reduced to $2^P + 2^{N-P}$ for a resolution of $N$ bits. However, the main disadvantages are the offset voltage and settling-time requirements placed on the design of buffer amplifiers to meet the monotonicity and conversion speed specifications.

In general, even with the use of improved IC process technology, resistor-string DACs can feature nonlinearity errors only in the 4 LSB range, and are then essentially used in closed-loop applications such as motor control or process control, where the INL and DNL specifications are undemanding.

### 10.3 Current-scaling DACs

Current-scaling DACs generally consist of a number of current sources that are selectively switched into a summing node in response to a digital input code. Various structures can be used in the implementation of a switchable current source, while the sum of currents is generally formed at the inverting node of an amplifier.

#### 10.3.1 Binary-weighted resistor DAC

A binary-weighted resistor DAC is realized by summing the current contributions associated to the different bits of a digital input code. It then consists of weighted current sources, which can simply be a set of resistors with power-of-two values and connected in parallel to either the reference voltage or the ground, depending on each bit state. Figure 10.10 shows the circuit diagram of a binary-weighted resistor DAC. This architecture allows only unipolar
digital-to-analog conversion. The output voltage can be computed as,

$$V_0 = -R_F (I_1 + I_2 + I_3 + \cdots + I_N),$$  \hspace{1cm} (10.15)

where \( N \) represents the DAC resolution. Because various binary-weighted resistors are used to convert the reference voltage \( V_{REF} \) into the currents \( I_k \), the voltage \( V_0 \) is found to be

$$V_0 = V_{REF} \frac{R_F}{R} \left( \frac{b_1}{2} + \frac{b_2}{2^2} + \frac{b_3}{2^3} + \cdots + \frac{b_N}{2^N} \right) = V_{REF} \frac{R_F}{R} \sum_{k=1}^{N} \frac{b_k}{2^k}. \hspace{1cm} (10.16)$$

The converter full scale, which is the difference between the output voltages for the highest and smallest input codes, is obtained as

$$FS = \frac{(2^N - 1)R_F}{2^N R} V_{REF}. \hspace{1cm} (10.17)$$

The resolution of the binary-weighted DAC depends on the precision achieved for the resistor values. The ratio between the resistor values associated with the MSB, \( b_1 \), and the LSB, \( b_N \), is given by

$$\frac{R_1}{R_N} = \frac{2R}{2^N R} = \frac{1}{2^{N-1}}. \hspace{1cm} (10.18)$$

In the specific case of an 8-bit binary-weighted resistor DAC, the range of resistor values can vary by a factor of 128. The spread of resistances can then be very large for high resolutions, resulting in a difficulty to design resistors with accurate values using classical integrated-circuit fabrication methods. Furthermore, by increasing the DAC resolution, the current related to the MSB can be slightly smaller than the sum of all currents due to the other remaining bits, leading to a nonmonotonic conversion characteristic. In general, the binary-weighted resistor architecture is used with a resolution not exceeding 4 bits as a building block in the design of large systems.
10.3.2 R-2R ladder DAC

One of the most common DAC structures is based on the R-2R resistor ladder network, which is symmetric and uses only two values of resistors, thus greatly simplifying the matching requirements. The block diagram of DAC using the R-2R ladder network is shown in Figure 10.11. The switches are controlled by digital logic. A 2R resistor can be connected either to the amplifier inverting node or to the ground. In the first case, the corresponding bit, $b_k$, assumes the high state, while it is in the low state in the latter. Ideally, the load of each 2R resistor has a resistance of 2R. That is, the currents can be obtained according to
\[
I_1 = 2I_2 = 4I_3 = \cdots = 2^{N-1}I_N,
\]
where $I_1 = -V_{REF}/(2R)$. The DAC output is given by
\[
V_0 = -RF \sum_{k=1}^{N} b_k I_k
\]
\[
= RFV_{REF} \sum_{k=1}^{N} b_k 2^k,
\]
where $I_k = -V_{REF}/(2^k R)$ and $b_k$ is either 1 or 0. The voltage $V_0$ is proportional to the switched-on bits. The R-2R DAC can exhibit a lower noise and nonlinearity errors of only $\pm1$ LSB. However, without involving some amount of resistor trimming to reduce the matching errors, the resolution of an R-2R DAC is limited to 12 bits. Furthermore, the glitch caused by switch timing differences has a more significant effect on R-2R structures than on resistor-string architectures. Hence, the R-2R DAC is less attractive for glitch-sensitive applications such as waveform generation.

10.3.3 Switched-current DAC

In general, switched-current DACs or current-steering DACs are preferred for applications requiring a resolution on the order of 10 bits and several
megahertz of signal bandwidth. By driving a resistive load directly without
the need for a voltage buffer, it can exhibit a very high power efficiency because
almost all power is directed to the output load. Furthermore, the switched-
current DAC has the advantage of featuring a low power consumption and
requiring a small chip area for low to medium resolutions. Switched-current
DACs can be designed using binary-weighted, or thermometer coded current
array, as shown in Figure 10.12, where \( R_L \) is the load resistor. The number of
current sources required to achieve \( N \) bits of resolution is, respectively, \( N \) and
\( 2^N - 1 \) for the binary-weighted and thermometer coded architectures because
the converter state without any switched-current contribution represents the
zero input code.

![Block diagram of the (a) binary-weighted and (b) thermometer-coded
switched-current DACs.](image)

A binary-weighted DAC consists of current sources that are sized to have
power-of-two values and are associated with switches directly controlled by the
input code. Even though it has a simple structure, its operation can be limited
by mismatches between the current sources. The worst-case error affecting the
conversion transfer characteristic can be observed at mid-code transitions, or
when the MSB current source is enabled, and all other current sources are
disconnected from the output. As it is difficult to match the value of the MSB
current source and the sum of remaining current sources to within 0.5 LSB,
the DAC monotonicity cannot be guaranteed. Furthermore, glitches can arise
in the DAC output as a result of the effects of asynchronous current switching
and parasitic capacitive coupling.

For a thermometer coded DAC, \( 2^N - 1 \) current sources of equal weight
are required to achieve a resolution of \( N \) bits. Each unit current source is
connected to a switch controlled by a signal generated by the binary-to-
thermometer decoder. For each increase in the input digital code by one,
only one additional current source is switched to the converter output, and
the connection configuration of the other current sources is maintained un-
changed. This greatly reduces the effect of glitches and the monotonicity of
the DAC characteristic is guaranteed. However, the main drawback of the thermometer-coded DAC is the large chip area required as the resolution is increased.

\[ V_0 = R_F I (b_N + 2b_{N-1} + \cdots + 2^{N-1}b_1) \]
\[ = 2^N R_F I \sum_{k=1}^{N} b_k 2^{-k}, \quad (10.22) \]

where \( I \) denotes the LSB current and \( N \) is the converter resolution. Note that the operation of the switched-current DAC with an output current can be affected by the finite output impedance.

The circuit diagram of a binary-weighted switched-current DAC is depicted in Figure 10.14. Each current source is formed by superposing a power-of-two multiple of unit currents obtained by duplicating the current \( I \). This is realized by a current mirror with the number of output transistors associated with a current source equal to the weight of the corresponding bit.

The major drawbacks of the thermometer-coded switched-current DAC are the complexity of the decoder and the high number of the required current sources. On the other hand, the binary-weighted switched-current DAC architecture is limited by its large element spread. A common practice is to divide a high-resolution DAC into subconverters with a small number of bits, and then either combine their output currents with a weighting network or scaling the weights of the current sources used in the subconverters [8]. The MSBs, which require a high level of accuracy, are thermometer coded and the LSBs
can either be implemented using the binary-weighted or thermometer-coded design technique.

The block diagram of a segmented switched-current DAC is shown in Figure 10.15, and its transistor implementation is depicted in Figure 10.16. Current sources with weight values determined according to the subconverter resolutions are used to ensure the monotonicity of the conversion characteristic. They are implemented using p-channel MOS transistors, which can allow an output swing from the ground level. The segmented DAC combines thermometer-decoded current cells, which are associated with the $P$ most significant bits (MSBs) and the $Q$ upper least significant bits (ULLSBs), and binary-decoded current sources, which determine the $N - (P + Q)$ lower least significant bits (LLSBs). With the LLSB transistor array being driven by an ULLSB transistor, an extra LLSB transistor connected to the ground is required to make the sum of the LSBs equal to 1 ULLSB.
FIGURE 10.16
Transistor implementation of a segmented switched-current DAC.

FIGURE 10.17
Block diagram of a (6 + 2)-bit segmented DAC.

Note that, by eliminating the intermediate ULSB segment, the segmented DAC can be reduced to an upper array of thermometer-decoded MSB current sources and an additional MSB current source loaded by a lower array of binary-decoded LSB current sources. In this way, the use of multiple reference currents, which can be difficult to match in practice to ensure the linearity between the DAC segments, is no longer necessary. Fig 10.17 shows a DAC architecture including a thermometer-encoded segment controlled by the 6 MSBs and a binary-weighted segment connected to the 2 LSBs.

With the number of components required in the thermometer-coded segment of the DAC remaining large for high resolutions, the current sources and switches can be arranged in a two-dimensional pattern to enable efficient routing of switch control signals.

In the structure of Figure 10.18 [9, 10], the output signal is generated by summing the contributions of the thermometer-coded and binary-weighted
DAC segments, which are respectively controlled by the 6 MSBs and 2 LSBs. The number of thermometer-coded current sources, which are sized to have a value of 4 LSBs and arranged in a matrix form, is 63 since no current source is enabled for the input code 0. The values of the two binary-weighted current sources are 2 LSBs and 1 LSB, respectively. The first 3 MSBs steer the column decoder, the next 3 bits are applied to the row decoder, and the remaining 2 bits are equalized to have equal delay with the MSBs and used to select the binary-weighted current sources.

By using a two-stage decoding process for the 6 MSBs, the decoder can be implemented with a minimum gate delay. The first stage is carried out by the row and column decoders, and the second stage is completed by a local decoder provided for each current cell. A given current source is enabled according to the output state of the local decoder in response to the selection signals generated by the row and column decoders. The output signal of each local
decoder can be derived simply by combining two of the row selection signals Row \( j \) and Row \((j + 1)\) and one of the column selection signals Column \( j \) \((j = 1, 2, \cdots, 7)\). This is due to the fact that, for the conversion of a given input code, the matrix of current sources is configured to exhibit, at most, three types of rows. The first rows in which all the current sources are enabled are followed in succession by a row in which only the first current sources are enabled, and the remaining last rows in which all the current sources are disabled. As the digital input code is increased, current cells are enabled along the rows.

The decoders are implemented with inverters, NAND and NOR gates. The skew between the signals of the row and column decoders is eliminated by the latch connected to the switching transistors of each current cell. Figure 10.19 shows the detailed circuit diagram of a switched-current source, which is necessary to build the DAC. The current source is implemented by applying the reference voltage, \( V_{REF} \), to the noninverting input of an amplifier with a high input impedance, which helps maintain the voltage at the inverting input also equal to \( V_{REF} \). The current flowing through the resistor \( R \) as a result of the conduction of the MOSFET included in the negative feedback of the amplifier is given by

\[
I = \frac{V_{REF}}{R}. \tag{10.23}
\]

The duplication or scaling of the current \( I \) can then be achieved using a current mirror.

The matching errors at the edge of the array can be eliminated by surrounding the active current cells with layers of dummy cells. Because the smallest difference between the values of the current sources is 1 LSB, a DNL error of 0.5 LSB can still be achieved with a relative current mismatch as large as \( \pm 12.5\% \). The segmented DAC architecture has the advantage of reducing the linearity error caused by random errors in the current source array. However, the INL characteristic is especially sensitive to graded and symmetrical errors caused, respectively, by a voltage drop along the power supply lines and thermal distribution inside the DAC chip. In practice, for converters with resolutions greater than 8 bits, the linearity error due to nonuniform current sources can be reduced using improved switching schemes or calibration circuits [11, 12].

The performance of switched-current DACs can also be affected by the limited output impedance of current sources. A different number of current cells is connected to the output, depending on the digital input code. This results in a nonlinearity caused by the variation of the output impedance, which can be reduced by using current sources with a cascode configuration as shown in Figure 10.20, where each switch is implemented using a pMOS transistor with the gate connected to the inverted input code.

A cascode current source has the advantage of featuring an output impedance greater than the one of a single transistor. To provide the highest possible voltage swing at the output terminal, the current-source bias circuit
is designed to maintain the transistors in the cascode configuration in the saturation region.

For the normal operation of the structure illustrated in Figure 10.20(a), two reference currents are required to establish the dc bias levels. The output current is approximately equal to the reference current $I_{\text{REF}}$, provided the sizes of transistors are identical.

In the current source of Figure 10.20(b), a pair of active cascode transistors is used to further improve the output impedance. The output of the operational amplifier having the noninverting input connected to the reference voltage, $V_{\text{REF}}$, and the inverting input connected to the voltage at the node between resistors $R_1$ and $R_2$, drives the transistor gate to set the delivered current at the value $I = V_{\text{REF}}/R_1$. The voltage divider including $R_1$ and $R_2$ helps maintain the transistor drain at the voltage $V_{\text{REF}} (1 + R_2/R_1)$. The duplication of the current $I$ is realized by applying the amplifier output to the gate of other transistors. An additional amplifier uses the bias voltage $V_B$ applied to its noninverting input to regulate the voltage at its inverting node, which is connected between the drain and source of transistor. In this way, the output impedance of the current source is enhanced by the gain of the amplifier in the negative feedback loop. For high values of the output current, the performance of the active gain enhancement technique may be limited by stability requirements, which can become critically dependent on the parasitic capacitances.

10.4 Charge-scaling DAC

A typical charge-scaling DAC exploits the principle of charge transfer between capacitors for the conversion of the digital input code. Charge-scaling DACs [5]
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that are capable of achieving a high linearity can be fabricated using CMOS technology.

The circuit diagram of a binary-weighted capacitor-array DAC is shown in Figure 10.21, where \( b_1 \) and \( b_N \) are the MSB and LSB, respectively. With the assumption that all capacitors are initially discharged, the converter operation requires a two-phase, nonoverlapping clock signal. The converter is based on the charge redistribution principle. The amplifier is assumed to have an offset voltage \( V_{\text{off}} \) and an infinite dc gain.

![Circuit diagram of a binary-weighted capacitor-array DAC.](image)

**FIGURE 10.21**
Circuit diagram of a binary-weighted capacitor-array DAC.

During the first clock phase, the amplifier operates as a unity-gain voltage follower. Each input capacitor \( 2^{N-k}C \) is connected between the amplifier inverting node and either the reference voltage or the ground, depending on whether the corresponding bit is high or low, while the capacitor \( 2^N C \) is connected between the amplifier inverting node and the ground. The charge stored on the input capacitors is of the form

\[
\sum_{k=1}^{N} (2^{N-k}b_kCV_{\text{REF}} - 2^{N-k}CV_{\text{off}}) = CV_{\text{REF}} \sum_{k=1}^{N} b_k2^{N-k} - (2^N - 1)CV_{\text{off}} \tag{10.24}
\]

and the capacitor \( 2^N C \) is charged to \( V_{\text{off}} \). Note that the capacitor array has a total capacitance of \( (2^N - 1)C \). During the second clock phase, the input capacitors are connected between the ground and the amplifier inverting node and are then charged to \( V_{\text{off}} \), while the voltage \( V_{\text{off}} - V_0 \) is applied across the capacitor \( 2^N C \), which is now included in the amplifier feedback path. Applying the charge conservation rule at the amplifier inverting node, we obtain

\[
2^NC(V_{\text{off}} - V_0) - 2^NCV_{\text{off}} = -(2^N - 1)CV_{\text{off}} - CV_{\text{REF}} \sum_{k=1}^{N} b_k2^{N-k} + (2^N - 1)CV_{\text{off}}. \tag{10.25}
\]

Hence, the resulting output voltage can be expressed as

\[
V_0 = V_{\text{REF}} \sum_{k=1}^{N} \frac{b_k}{2^k}, \tag{10.26}
\]
where $V_{\text{REF}}$ is the reference voltage. For resolutions greater than 8 bits, the capacitance spread, which increases exponentially with the number of bits, can become too high, thereby greatly limiting the achievable matching accuracy.

![Circuit diagram of an N-bit cascaded binary-weighted capacitor-array DAC.](image)

**FIGURE 10.22**
Circuit diagram of an $N$-bit cascaded binary-weighted capacitor-array DAC.

One technique to reduce the capacitance spread can consist of using an architecture with two conversion stages as shown in Figure 10.22. The capacitor array of the first conversion stage is responsive to the $(N - P)$ LSBs of the $N$-bit input code, while the $P$ MSBs are applied to the capacitor array of the second conversion stage. The final result is produced by exploiting the inverting node of the amplifier used in the second conversion stage to combine the output of the first stage with the signal due to the input code MSBs. The output voltage, $V_0$, can then be computed as

$$V_0 = V_{\text{REF}} \sum_{k=1}^{P} \frac{b_k}{2^k} + \frac{1}{2^P} V_{\text{REF}} \sum_{k=P+1}^{N} \frac{b_k}{2^{k-P}} = V_{\text{REF}} \sum_{k=1}^{N} \frac{b_k}{2^k}.$$  \hspace{1cm} (10.27)

Note that the reference signal sampling and the charge transfer phase take place during opposite clock phases in the first and second stage of the DAC. Using the above two-stage architecture, the capacitance spread for an $N$-bit DAC can be reduced from $1/2^N$ to $\max(1/2^P, 1/2^{N-P})$.

Because the charge is simply redistributed between the capacitors of a charge-scaling DAC, the power consumption is significantly reduced compared with other DAC structures. However, precise clock signals are indispensable for the control of the charge transfer; otherwise glitches may appear at the converter output. In addition, because of the charge slowly leaking from the capacitors over time, the accuracy of charge-scaling DACs starts to decrease within a few milliseconds after the beginning of the conversion. Charge-sharing DACs then appear to be unsuitable for general-purpose DAC applications,
and are preferably used in successive-approximation ADCs, whose conversion cycle, by lasting only about a few microseconds, is generally ended well before the effect of the leakage current can become significant.

### 10.5 Hybrid DAC

An effective method to reduce the component spread and still achieve a high resolution is to use hybrid DAC architectures. By dividing the input code into two subwords to be processed by different sections of the DAC, it is possible to realize the conversion using a reduced number of components.

The unipolar hybrid DAC, as shown in Figure 10.23, includes a 3-bit resistor string and a 2-bit interpolation amplifier stage. This architecture has the advantages of improving the conversion speed and output settling characteristics [6].

With an \(N\)-bit input code assumed to be of the form \(N = P + Q\), the resistor string is composed of \(2^P\) resistors and the interpolation amplifier requires \(2^Q\) differential transistor pairs, each having their source nodes connected to the corresponding current source. Two consecutive voltages, \(V_{01}\) and \(V_{02}\), of

![FIGURE 10.23](image-url)

**FIGURE 10.23**

Circuit diagram of a 5-bit unipolar hybrid DAC including a resistor-string network and an interpolation amplifier stage \((P = 3, Q = 2)\).
the resistor string are selected according to the decoding of the $P$ MSBs and connected to the interpolation amplifier by switches controlled by the $Q$ LSBs. All the inputs of the interpolation amplifier, except the first one which is driven by $V_{01}$, can be switched to either $V_{01}$ or $V_{02}$.

In general, the output voltage representing the DAC input code can be obtained as

$$V_0 = V_{01} + q\frac{V_{02} - V_{01}}{2^Q},$$

where $V_{02}$ is greater than $V_{01}$ and $q$ is the decimal equivalent of the $Q$ LSBs.

Both the resistor string and the interpolation sections are inherently monotonic, and the monotonicity of the entire DAC is related to the operation principle consisting of adding the value interpolated from $V_{01}$ and $V_{02}$ to the voltage $V_{01}$.

Let us assume that all the inputs of the interpolation amplifier are initially connected to $V_{01}$. The negative feedback from the amplifier output forces $V_0$ to be equal to $V_{01}$ and all the differential transistor pairs become balanced. Furthermore, all differential transistor pairs are actively loaded with the same current mirror, whose output current should be the same as the input current.

By incrementing the $Q$ LSBs by one, one of the interpolation amplifier inputs is switched from $V_{01}$ to $V_{02}$. The drain current flowing through the corresponding input transistor is then decreased by $\Delta I_D$. The negative feedback provided by the amplifier responds to this imbalance by inducing an increase in $\Delta V_0$ in the output voltage, where $\Delta V_0$ is equal to $(V_{02} - V_{01})/2^Q$. The drain current through each of the transistors with the gates connected to $V_0$, except the transistor forming a differential stage with the transistor connected to $V_{02}$ and whose drain current is increased by $\Delta I_D/3$, is augmented by $\Delta I_D/3$ due to the variations in their gate-source voltages. Because the input and output currents of the current mirror are to be maintained equal, the drain current through each of the input transistors connected to $V_{01}$ is increased by $\Delta I_D/3$.

In general, for a given value of the $P$ MSBs, the interpolation controlled by the $Q$ LSBs is realized to allow variation in the output voltage from $V_{01}$ to $V_{01} + (2^Q - 1)(V_{02} - V_{01})/2^Q$ in a step of $(V_{02} - V_{01})/2^Q$.

Due to the transistor sizes required to determine the transconductances in the differential stages of the interpolation amplifier, the effect of parasitic capacitances becomes critical as the number $P$ of LSBs exceeds 8. Taking into account the fact that the converter linearity is also limited by mismatches in the resistor string, the maximum resolution of a DAC including a resistor-string network followed by an interpolating amplifier stage should be on the order of 16 bits.

The aforementioned hybrid DAC uses an amplifier in the interpolation stage. To achieve a high resolution, the amplifier should have a large common-mode rejection ratio to maintain the accuracy over the entire input range and a low offset voltage. An alternative design solution can consist of combining a resistor-string network with a capacitor array DAC. The resulting DACs can exploit the operation principles of switched-capacitor circuits to reduce the
Nyquist Digital-to-Analog Converters

effect of the amplifier offset voltage and to achieve a bipolar conversion with a single reference voltage. In addition, the operation of the required amplifier is not affected by common-mode input signals.

![Circuit diagram of a bipolar hybrid DAC with a 3-bit resistor-string LSB network and a 5-bit binary-weighted capacitor MSB array.](image)

**FIGURE 10.24**
Circuit diagram of a bipolar hybrid DAC with a 3-bit resistor-string LSB network and a 5-bit binary-weighted capacitor MSB array.

The circuit diagram of a bipolar hybrid DAC is depicted in Figure 10.24. It is based on the voltage-scaling and charge-scaling principles [7]. This DAC structure features a resolution of 8 bits plus the sign bit and has the advantage of performing a bipolar conversion with only a single reference voltage. The input code is supposed to be in two’s complement format, which is commonly found in DSP applications.

The absolute value of the two’s complement representation equivalent to a negative value is obtained by first inverting all the bits, and then adding one
to the result. For the realization of the first step, it is usual to perform the
exclusive OR operation on the sign bit, $b_1$, and each of the remaining bits, $b_2 - b_9$. To implement the second step, the DAC is designed such that the output
swings associated with positive and negative input codes can appear to be
respectively shifted upward and downward by an offset voltage corresponding
to $1/2$ LSB. The MSBs of the input code are applied to a 5-bit binary-weighted
capacitor array, while the remaining bits are used to control a 3-bit resistor-
string network with the topmost and bottommost resistors chosen to have the
value of $R/2$ so that the aforementioned offset voltages can be produced. The
operation of adding a value of $-1/2$ LSB to the output voltage of the DAC is
required to set the converter output for the zero input code to 0 V.

FIGURE 10.25
Circuit diagram of a bipolar hybrid DAC with a 3-bit resistor-string MSB
network and a 5-bit binary-weighted capacitor LSB array.

The DAC operation requires two nonoverlapping clock phases. In the case
of a positive input code, the multiplexer configuration defined by the state of
the sign bit, $b_1$, which is a logic low, allows the reference voltage sampling and
charge transfer to occur respectively during the clock phases $\phi_1$ and $\phi_2$, and
the DAC operates as a noninverting gain stage. For a negative input code, the
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state of $b_1$ is a logic high, leading to the role interchange between $\phi_1$ and $\phi_2$ in the input branch, and the DAC is now equivalent to an inverting gain stage.

The output voltage of the DAC will be expressed as

$$V_0 = V_{REF} \left[ \frac{b_2}{2} + \frac{b_3}{2^2} + \cdots + \frac{b_6}{2^5} + \frac{1}{2^5} \left( \frac{b_7}{2} + \frac{b_8}{2^2} + \frac{b_9}{2^3} \right) + \frac{1}{2^5} \frac{1}{2^{28}} \right] - \frac{V_{REF}}{2} - \frac{2^{28}}{28}$$

(10.29)

if $b_1 = 0$, and

$$V_0 = -V_{REF} \left[ \frac{b_2}{2} + \frac{b_3}{2^2} + \cdots + \frac{b_6}{2^5} + \frac{1}{2^5} \left( \frac{b_7}{2} + \frac{b_8}{2^2} + \frac{b_9}{2^3} \right) + \frac{1}{2^5} \frac{1}{2^{28}} \right] - \frac{V_{REF}}{2} - \frac{2^{28}}{28}$$

(10.30)

if $b_1 = 1$. Hence,

$$V_0 = \begin{cases} 
V_{REF} \left( 2^7 b_2 + 2^6 b_3 + \cdots + 2^3 b_8 + 2^0 b_9 \right) & \text{if } b_1 = 0, \\
- \frac{V_{REF}}{2^{28}} \left( 2^7 b_2 + 2^6 b_3 + \cdots + 2^3 b_8 + 2^0 b_9 + 1 \right) & \text{if } b_1 = 1.
\end{cases}$$

(10.31)

Note that the conversion is not affected by the dc offset voltage of the amplifier. The DAC accuracy is mainly determined by the achievable component matching.

Another approach for the hybrid-DAC design consists of using the MSBs to control a resistor-string network and the LSBs to drive a binary-weighted capacitor array. Figure 10.25 shows the circuit diagram of a bipolar hybrid DAC with a 3-bit resistor-string MSB network and a 5-bit binary-weighted capacitor LSB array. The input digital code is supposed to be in two’s complement representation.

A set of node voltages is defined on the resistor string as the result of the reference voltage division by resistors with equal values. After the MSB decoding, two adjacent nodes of the resistor string are selected and connected to the binary-weighted capacitors, depending on the decoded state of the remaining LSBs. If the decoded state of an LSB is a high logic, the corresponding capacitor will be switched between the node with the highest voltage and ground; and if it is a low logic, the capacitor switching will take place between the lowest voltage and ground. In both cases, the initial position of the switches and the polarity of the output voltage are determined by the sign bit, $b_1$. 
10.6 Configuring a unipolar DAC for the bipolar conversion

In general, DACs can be designed to operate in either a unipolar or bipolar mode. But, unipolar DACs can be associated with a differential amplifier stage to achieve conversions with a bipolar output-voltage range.

The circuit diagram of a unipolar DAC with a bipolar output-voltage range is shown in Figure 10.26. Here, the DAC uses an input code in the offset binary representation and an incoming two’s complement code is converted to the offset binary format by inverting the MSB, \( b_1 \). Using the voltage divider principle, we have

\[
V^+ = \frac{R_4}{R_3 + R_4} V_{i1} \tag{10.32}
\]

and

\[
V^- = \frac{R_2}{R_1 + R_2} V_{i2} + \frac{R_1}{R_1 + R_2} V_0, \tag{10.33}
\]

where \( V_{i1} = \sum_{k=1}^{N} (b_k/2^k) \) and \( V_{i2} = V_{\text{REF}} \). For the usual case of an amplifier with a high dc gain, the relation \( V^+ = V^- \) is exploited to express the output voltage in the form

\[
V_0 = \frac{R_4}{R_3 + R_4} \left( 1 + \frac{R_2}{R_1} \right) \sum_{k=1}^{N} b_k 2^k - \frac{R_2}{R_1} V_{\text{REF}}. \tag{10.34}
\]

When \( R_2/R_1 = R_4/R_2 \), the DAC output stage operates as a differential amplifier, and

\[
V_0 = \frac{R_2}{R_1} \left( \sum_{k=1}^{N} b_k 2^k - V_{\text{REF}} \right) \tag{10.35}
\]

The DAC output voltage depends on the resistor ratios. However, due to mismatches in the resistor ratios, the effect of common-mode signals on the converter characteristics can become critical. Furthermore, the amplifier should be designed to exhibit a low offset voltage.
An alternative design solution consists of using a differential stage with more than one amplifier to improve the common mode rejection. In the special case of DACs based on R-2R resistor network, a converter with a bipolar output range can be realized as shown in Figure 10.27. From the analysis of an R-2R network, the currents $I_A$ and $I_B$ can be expressed as

$$I_A = -\frac{V_{REF}}{2R} \sum_{k=1}^{N} b_k \frac{1}{2^k}$$  \hspace{1cm} (10.36)$$

and

$$I_B = -\frac{V_{REF}}{2R} \sum_{k=1}^{N} b_k \frac{2^k}{2^k}.$$

The output voltage of the DAC is given by

$$V_0 = -R(I_A - I_B) - \frac{R}{R_X} V_{REF}.$$  \hspace{1cm} (10.38)$$

Exploiting the sum formula for geometric series, it can be deduced that

$$I_A + I_B = -\frac{V_{REF}}{2R} \sum_{k=1}^{N} \frac{1}{2^k} = -\frac{V_{REF}}{R} \left(1 - \frac{1}{2^N}\right)$$  \hspace{1cm} (10.39)$$

and

$$I_A - I_B = 2I_A - (I_A + I_B) = -\frac{V_{REF}}{R} \left(-1 + \sum_{k=1}^{N} \frac{b_k}{2^k}\right) - \frac{V_{REF}}{R} \frac{1}{2^N}.$$  \hspace{1cm} (10.40)$$

For the geometric series with the common ratio $r$, the sum $S$ is given by

$$S = \sum_{k=0}^{n} r^k = 1 + r + r^2 + \cdots + r^n = \frac{1 - r^{n+1}}{1 - r}$$

and if the sum is taken starting at $k = 1$, we have

$$\sum_{k=1}^{n} r^k = \frac{r(1 - r^n)}{1 - r}.$$
This last expression without the term $V_{REF}/(2^N R)$ is proportional to the offset binary representation of the DAC input code. By choosing the value of the resistor $R_X$ such that

$$R_X = 2^N R,$$  \hspace{1cm} (10.41)

the DAC output voltage is reduced to

$$V_0 = V_{REF} \left( -1 + \sum_{k=1}^{N} \frac{b_k}{2^k} \right).$$  \hspace{1cm} (10.42)

The performance of this DAC architecture depends on the achievable matching between the resistors.

When an ac source is used as the reference voltage, it is amplified by a factor determined by the digital input code. In this case, the converter is then referred to as a multiplying DAC. Two-quadrant or four-quadrant multiplications are performed, depending on whether the multiplying DAC is designed for unipolar or bipolar conversion.

### 10.7 Algorithmic DAC

The algorithmic DAC operates according to a selection tree structure. It can be efficiently implemented with less power dissipation and fewer circuit components than other conversion architectures for a given resolution and bandwidth [13].

![Algorithmic DAC Diagram](image)

**FIGURE 10.28**

(a) Circuit diagram and (b) clock timing of an algorithmic DAC.

Starting from the MSB, a reference voltage, $V_{REF}$, is added or not to the previous output, depending on the state (low or high) of the present bit, $b_k$. 
During the $k$-th cycle, the output voltage, $V_0$, is computed as

$$V_0(k) = V_0(k-1) + b_k V_r(k),$$

where

$$V_0(0) = 0$$

and

$$V_r(k) = \begin{cases} V_{REF}, & \text{if } k = 0, \\ \frac{V_r(k-1) - V_0(k-1)}{2}, & \text{otherwise.} \end{cases}$$

At the end of $N$ cycles, the analog output is obtained as the sum of the voltages associated to each bit of the digital input code. An implementation of the algorithmic DAC with its clock timing is shown in Figure 10.28. The converter consists of three identical capacitors $C_1$, $C_2$, and $C_3$ and two unity buffers. Initially, the pulse signal, $\phi_R$, is used to allow the capacitors $C_1$ and $C_3$ to be charged by the initial voltages $V_r(0) = V_{REF}$ and $V_0(0) = 0$. The charge transfer is controlled by two nonoverlapping clock signals, $\phi_1$ and $\phi_2$, and the state of the bits, $b_k$. For the high state of the bits, $V_r(k-1)$ is held by $C_1$ and $V_0(k-1)$ is updated because the charge stored on $C_2$ during the clock phase $\phi_1$ is redistributed between $C_2$ and $C_3$ during the clock phase $\phi_2$. In the case of low-state bits, the charge produced by $V_0(k-1)$ on $C_3$ remains unchanged and the update of $V_r(k-1)$ is achieved as the result of the charge sharing between $C_2$, which was first connected to $V_0(k-1)$, and $C_1$.

However, it should be mentioned that component nonidealities (mismatch, charge injection, clock feed-through) limit the resolution of the algorithmic DAC to no more than 10 bits.

### 10.8 Summary

Depending on the trade-offs between the power consumption, resolution, conversion speed, and latency, Nyquist rate DACs can be designed using parallel, pipeline, or serial architecture.

Parallel DAC structures can require a high power consumption to meet the speed and settling requirements of the amplifier, which is used to perform the charge transfer or current summing. Pipeline DACs can help reduce the power consumption and the spread of component values. However, this is achieved at the cost of an increase in latency time. Serial DAC structures often require a low circuit area, but they can be very slow. Hybrid or segmented DACs can be adopted to reduce the spread of component values, and thereby the effect of the amplifier loading on the converter performance.
10.9 Circuit design assessment

1. Analysis of R-2R DACs

A multiplying DAC can be implemented as shown in Figure 10.29.

The R-2R network generates a current that is proportional to the input digital code and is converted by the feedback structure consisting of the amplifier and resistor $R_F$ to the required voltage level.

Find the output voltage $V_0$ as a function of the input digital code.

Show that the output resistance of the R-2R network is given by

$$R_0 = \frac{3R}{(3/2)b_1 + (9/2^3)b_2 + (33/2^5)b_3 + (3/2^3)b_2b_3}.$$  \hspace{1cm} (10.46)

To reduce the effects of nonlinear errors on the converter performance, the DAC can be realized using the voltage-mode R-2R network, as illustrated in Figure 10.29.

Verify that the output resistance of the R-2R network is constant and equal to $R$. 

FIGURE 10.29
Multiplying DAC based on current-mode R-2R network.

FIGURE 10.30
DAC based on voltage-mode R-2R network.
Determine the output voltage $V_0$.

2. **Implementation of the R-2R DAC using MOS transistors**

\[ \frac{I_1}{I_2} = \frac{W_1/L_1}{W_2/L_2}, \quad (10.47) \]

where $W_i$ and $L_i$ ($i = 1, 2$) are the width and length of the corresponding transistors, respectively.

**FIGURE 10.31**
Current division principle based on two transistors.

The two-transistor circuit of Figure 10.31 can be used to divide an input current $I_i$ into two components, $I_1$ and $I_2$. Assuming that $V$ and $V_G$ are chosen so that the transistors remain in the on-state, show that

Using the current division principle \([14]\), it is possible to implement an R-2R ladder using MOS transistors as shown in Figure 10.32. To improve the linearity, the transistors are assumed to operate in the triode region. The switches are realized using transistors driven either by $b_k$ or $\bar{b}_k$.

**FIGURE 10.32**
Transistor implementation of a R-2R DAC.
Use SPICE simulations to verify that the small-signal equivalent resistance seen between the drain and source terminals of the MOSFETs is not identical throughout the transistor network.

Ideally, each stage of the transistor network splits its input current into two equal parts, that is,

$$I_{0,k} = I_{i,k}/2 = b_k 2^{-k} I_{REF}.$$ (10.48)

Due to transistor mismatches, the current division is affected by an error of the form

$$\Delta I_{0,k} = \epsilon_k I_{REF}.$$ (10.49)

Assuming that the requirements INL < 0.5 LSB and DNL < 1 LSB are met, provided that $\max(\sum_k |b_k \epsilon_k|) < 1/2^{N+1}$, determine the worst-case error for a converter resolution, $N = 8$ bits.

3. Segmented DAC

Consider the segmented DAC depicted in Figure 10.33, which is based on resistor string and binary weighted resistors.

**FIGURE 10.33**
Segmented DAC.
Assuming ideal amplifiers, determine \( x \) to realize a 6-bit segmented DAC.

Express the output voltage, \( V_0 \), as a function of the input digital code, \( b_k, k = 1, 2, 3, 4, 5, 6 \).

Put the output voltage into the form

\[
V_0 = V_{FS} \sum_{k=1}^{6} \frac{b_k}{2^k},
\]

where \( V_{FS} \) is the full-scale output voltage to be determined.

Assuming that the DAC is designed to feature a slew rate, \( SR = 0.75 \text{ V/\mu s} \), use the equation, \( f_{max} = 1/t_{max} \), where \( t_{max} = \Delta V_0/SR \) and \( \Delta V_0 = V_{FS} \), to estimate the maximum data rate, \( f_{max} \), for \( V_{FS} = 5 \text{ V} \).

4. Binary-weighted charge-scaling DAC

The circuit diagram of a \( N \)-bit binary-weighted charge-scaling DAC is shown in Figure 10.34. A digital-to-analog conversion starts with the discharge of all capacitors, and each switched capacitor is then connected either to the ground or the reference voltage, depending on the state of its corresponding bit.

With the assumption that the operational amplifier is ideal, determine the output voltage, \( V_0 \), as a function of the input digital code, \( b_k, k = 1, 2, 3, \cdots, N - 1 \).

In practical DAC implementations, the capacitors exhibit a variation of \( \pm \Delta C \). Compute the worst-case integral nonlinearity, \( INL \), and differential nonlinearity, \( DNL \), using the formulas [15]

\[
INL(k) = V_0(code \ k)|_{C\pm\Delta C} - V_0(code \ k)|_C
\]
\[ \text{INL} = \text{INL}(1) \]

and

\[ \text{DNL} = \frac{V_o(1000 \cdots 0)|_{C+\Delta C} - V_o(0111 \cdots 1)|_{C-\Delta C}}{V_{LSB}} - 1, \]

where \( V_{LSB} = \frac{V_{REF}}{2^N} \) and, in the case of the DNL, it is assumed that the MSB capacitor takes its maximum value, while the remaining capacitors exhibit their minimum values.

Determine the number of bits, \( N \), if the capacitor tolerance, \( \frac{\Delta C}{C} \), is equal to \( \pm 0.5\% \) and \( \text{INL} = \pm 0.5 \text{ LSB} \).
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In general, analog-to-digital converters (ADCs) are required for any application where an analog or continuous-time signal must be processed by digital systems. A variety of architectures is available for the design of ADCs with different characteristics, such as resolution, bandwidth, sampling frequency, power consumption, latency, and chip area.

For the special case of Nyquist ADCs, the sampling frequency can be at least two times the maximum frequency of the input signal. This converter group includes, but is not limited to, successive approximation register (SAR) ADC, integrating ADC, flash ADC, pipelined ADCs, and cyclic ADC. All techniques for analog-to-digital conversion rely on at least one operation of comparison between the input signal and a reference level. The flash ADC, which uses one comparator for each comparison, exhibits a higher speed than the SAR ADC, whose operation involves various comparisons realized by the same comparator. Because of the parallelism of the flash ADC, the number of comparators grows exponentially with the resolution, leading to an increase in the power consumption and chip area, and a decrease in the bandwidth as a result of an augmentation in the input capacitance. Some variations of flash architecture, such as the folding and interpolating ADC, and pipelined ADC, have been proposed in order to reduce the effect of some of these limitations.

In general, the trade-offs between the converter characteristics (speed, resolution, power consumption, size, linearity) play an important role in determining the better ADC architecture for a given application. For instance, a significantly faster conversion is usually achieved at the price of a reduction in
the initial resolution. Due to the component matching requirement, the resolution of flash ADC is limited to 9 bits. SAR ADCs most commonly exhibit a resolution in the range from 8 to 16 bits and provide a low power consumption as well as a small IC size. They are ideal for many real-time applications. On the other hand, resolutions up to 18 bits can be achieved by integrating ADCs, which can work well also with low-level signals. However, this architecture generally has a low conversion speed and is only suitable for applications such as portable instruments, where the signal bandwidth remains low.

ADC architectures offer different compromises between the performance metrics. They are then chosen to be consistent with the specifications of the target application.

11.1 Analog-to-digital converter (ADC) architectures

Generally, trade-offs between resolution, power consumption, chip area size, conversion time, static performance, and dynamic performance play an important role in the choice of the proper ADC architecture for a given application (data acquisition, measurement, voiceband audio, image and video, wireless communication systems).

11.1.1 Successive approximation register ADC

- The block diagram of a successive approximation register (SAR) ADC is shown in Figure 11.1. It consists of a digital control logic, a clock generator, a comparator, a successive approximation register (SAR), a digital-to-analog converter (DAC), and an output buffer based on latches. The operations of resetting the SAR, enabling the clock signal, cycling each bit, and halting the clock signal at the end are conducted by the control logic.

For positive input signals, the operation principle of an SAR ADC can be based on the algorithm illustrated in Table 11.1. The SAR ADC exploits the concept of the binary search algorithm to find the nearest digital code to an input voltage.

The principle is to compare the analog version of various DAC digital codes with the input analog signal. Starting with the DAC most-significant bit (MSB), each bit is initially set to the logic high state. If the signal to be converted is higher than the one generated by the DAC and which actually represents one-half of the full scale (FS), the initial value of the MSB is maintained and the comparison procedure continues with the next DAC output signal of (3/4) FS. Otherwise, the MSB is reset to the logic low state. In this case, the output signal of the DAC required for the next comparison step corresponds to (1/4) FS. This successive conversion (see Figure 11.2) continues until the least-significant bit (LSB) is reached, that is, the DAC output is
FIGURE 11.1
Block diagram of an SAR ADC.

FIGURE 11.2
Three-bit successive approximation of the input signal.

within $\pm(1/2)$ LSB of the input voltage. For an $N$-bit ADC with $2^N$ levels of resolution, the conversion is carried out in $N$ clock periods.

The SAR of Figure 11.3 is built with two sets of $N$-bit registers (control and data registers), the function of which is to store and guess the conversion result, respectively. Each flip-flop in the data register is sequentially set by the control register to a state such that on the next rising edge of the clock pulse, the current value of the input data is transferred to the output. This approach has the advantage of simplifying the layout design, which consists of reproducing each bit cell containing two D flip-flops. However, this approach can require a large chip area (19 D flip-flops for an 8-bit SAR). Furthermore, while the flip-flops of the control register use the same clock signal, the clock input of a given flip-flop of the data register is obtained from the next flip-flop output. As a result, the SAR output can be affected by a three flip-flop propagation delay in the worst case. If this delay is comparable to the DAC settling time or the comparator response time, its effect can become significant [1, 2].

The design of Figure 11.4 makes use of a single register with $N+1$ JK flip-
TABLE 11.1
The Computation Scheme of an SAR ADC

Begin

1. Initialization:
   Acquire a sample of $V_i$
   Specify the initial time index, $k \leftarrow 1$
   Set the most significant bit, $b_1$, to the logic high and clear the remaining bits
   Assign $V_r^1 = V_{FS}/2$

2. Repeat

   (a) Compare $V_i$ with $V_r^k$
       If $V_i \geq V_r^k$ then
       return the actual logic state of the bit under test
       else
       invert the logic state of the bit under test
     End If

   (b) Adjust the time index, $k \leftarrow k + 1$

   (c) Set the bit $b_k$ to the logic high

   (d) Update $V_r^k$
       If $V_i \geq V_r^{k-1}$ then
       $V_r^k \leftarrow V_r^{k-1} + \frac{V_{FS}}{2^k}$
       else
       $V_r^k \leftarrow V_r^{k-1} - \frac{V_{FS}}{2^k}$
     End If

until the DAC output is within $\pm(1/2)$ LSB of the input voltage, $V_i$

End

flops for the generation of the digital code and the end of conversion signal. The $k$-th cell consists of a JK flip-flop and two OR gates. The input terminals are labeled Reset and Data, and the N-bit code and End represent the output variables. The JK flip-flops are cleared by Reset = 1, and then Reset = 0 is maintained. A 1 at the Data input shows that the analog version of the SAR code provided by the DAC is greater than the input signal and the current approximation must be reduced.

A given flip-flop is initialized to 0 and held in this state as long as $X_k = 1$. On the other hand, its behavior will be described by referring to the truth table of a JK flip-flop if $X_k = 0$ (see Appendix A). The output of the flip-flop
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FIGURE 11.3
Circuit diagram of an SAR using two sets of registers (\(b_1\) is the MSB and \(b_N\) is the LSB).

FIGURE 11.4
Circuit diagram of an SAR with a reduced number of registers.

is changed to 1 for \(J = 1\). This state is hold during the next clock pulse if \(\text{Data} = 0\), otherwise the current output bit is modified to 0. As the next bit is set to 1, \(X_k\) will take the value 1 and the flip-flop output state will be maintained. At this step, a further change can only be initiated by the \(\text{Reset}\) signal.

Because capacitors are easily fabricated in CMOS technologies, the charge redistribution technique is generally adopted in the SAR ADC implementation [3]. Figure 11.5 shows the block diagram of an SAR ADC exploiting the charge redistribution on weighted capacitors. Note that the extra LSB capacitor, \(C'\), of value \(C\) is required to make the total value of the capacitor array equal to \(2^N C\), where \(N\) is the number of bits, so that a binary voltage division can be performed by switching any weighted capacitor of the DAC. The timing diagram of the SAR ADC is illustrated in Figure 11.6. A start-of-conversion (SOC) signal is used to initiate the conversion process, while the
FIGURE 11.5
Block diagram of a charge-redistribution unipolar SAR ADC \((C' = C)\).

FIGURE 11.6
Timing diagram of the SAR ADC.

end-of-conversion (EOC) signal is asserted by the SAR to indicate the conversion completion. Before each conversion cycle, the Reset signal is enabled to initiate the discharge of capacitors through the ground connection and the reset of all the bits in the SAR to the logic low. Note that a clock signal is generally necessary for proper operation of the SAR ADC, even if it does not have to be synchronized with other control signals. Its frequency depends on the conversion resolution and speed. The conversion process consists of a sequence of three operations: the sample phase, the hold phase, and the redistribution phase (or bit testing mode).

In the sample phase, all capacitors are connected to the input voltage, \(V_i\), and the comparator feedback switch is closed. The voltage \(V_C\) across the capacitor array at the end of the sampling period is actually

\[
V_C = V_i - V_{off},
\]

where \(V_i\) is assumed to be positive, and the offset voltage, \(V_{off}\), plays the role of the comparator threshold voltage.

During the hold phase, the comparator feedback switch is open and the bottom plates of capacitors are connected to ground. Because the charge on
the top plate is conserved, the top plate potential goes to $V_C$ and the voltage applied to the negative terminal of the comparator can be expressed as

$$V^--V_C.$$  \hspace{1cm} (11.2)

The input node is now connected to the reference voltage, $V_{REF}$, instead of the input voltage.

The redistribution phase begins with the determination of $b_1$ or MSB. The largest capacitor is then connected to the reference voltage and the equivalent circuit of the capacitor array seen from the input node is a voltage divider consisting of two equal capacitors $2^NC$. Hence, the voltages at the negative and positive terminals of the comparator are given by

$$V^- = V_{REF}/2 - V_C = -V_i + V_{off} + V_{REF}/2,$$  \hspace{1cm} (11.3)

$$V^+ = V_{off}.$$  \hspace{1cm} (11.4)

The logic state of the MSB depends on the sign of the voltage difference, $V^+ - V^-$, provided by the comparator. It will remain unchanged, that is, $b_1 = 1$, if $V^+ - V^- > 0$, or equivalently $V_i > V_{REF}/2$. But, if $V^+ - V^- < 0$, then $V_i < V_{REF}/2$, and the MSB will be set back to the logic low, $b_1 = 0$, by switching back the largest capacitor to the ground. The determination of the

**FIGURE 11.7**

Binary search algorithm of the SAR ADC.
bit from \( b_2 \) to \( b_N \) also proceeds in the same manner. The bottom plate of the capacitor associated with the bit \( b_k \) is connected to the reference voltage, and the previous value of \( V^- \) is increased by \( V_{REF}/2^k \) as a result of the voltage division carried out by the capacitor array. The final logic state is assigned to the bit under test, and the SAR either maintains the capacitor connected to \( V_{REF} \) or connects it to the ground, depending on the polarity of \( V^+ - V^- \) detected by the comparator. At the end of the conversion, we have

\[
V^- = -V_i + V_{REF} \left( \frac{b_1}{2} + \frac{b_2}{2^2} + \cdots + \frac{b_{N-1}}{2^{N-1}} + \frac{b_N}{2^N} \right)
\]  

(11.5)

and the value of \( V^- \) should be as close to zero as possible. The valid output code can then be stored in the output buffer consisting of latches.

The conversion process of the charge-redistribution unipolar SAR ADC is based on the algorithm shown in Figure 11.7, where \( V^0_{DAC} = -V_i + V_{off} \). Furthermore, the code transitions of the transfer characteristic actually occur at \( k \) LSB, where \( k \) is an integer. However, the quantization error will be reduced if the code transitions can arise at \( k/2 \) LSB. This can be achieved by switching the lower plate of the capacitor \( C' \) to \( V_{REF}/2 \) rather than the ground after the sample phase.

FIGURE 11.8
Block diagram of a charge-redistribution bipolar SAR ADC.

To allow the conversion of positive and negative input voltages, the capacitor switching scheme of the charge redistribution SAR ADC must be somewhat modified. Figure 11.8 shows the block diagram of a charge-redistribution bipolar SAR ADC, whose operation involves the next steps.

In the sample phase, the largest capacitor is connected to the reference voltage, \( V_{REF} \), while the remaining capacitors are connected to the input voltage, \( V_i \), and the comparator feedback switch is closed. The charge \( Q_C \)
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stored on capacitors is given by

$$Q_C = 2^{N-1}C(V_i + V_{CM} - V_{off}).$$  \hfill (11.6)

During the hold phase, the comparator feedback switch is open and the bottom plates of capacitors are now switched to the ground. Because the capacitor array is equivalent to a voltage divider consisting of two equal capacitors, the voltage applied to the negative terminal of the comparator now becomes

$$V^- = -(V_i + V_{CM})/2 + V_{off}. \hfill (11.7)$$

The input node is actually connected to the reference voltage, $V_{REF}$, instead of the input voltage.

The redistribution phase begins with the determination of $b_{N-1}$ or MSB. The SAR is initialized so that the MSB is set to the logic high. With the assumption that the comparator threshold is modeled as an offset voltage, $V_{off}$, in series with the positive input, we have

$$V^+ = V_{off}. \hfill (11.8)$$

In the case where $V^+ - V^- > 0$, that is, if $V_i > 0$, the comparator output will be a logic high and the state of the MSB will remain unchanged. However, if $V^+ - V^- < 0$, then $V_i < 0$, and the comparator output will be a logic low. The SAR is then configured to set the first bit of the output code to a logic low and switch the MSB capacitor from the ground to $V_{REF}$. Here, the MSB is used as a sign bit. For the determination of each of the remaining bits, the corresponding capacitor is switched from the ground to $V_{REF}$ and the comparison trial proceeds as in the unipolar case. At the end of the conversion, the voltage $V^-$ can be written as

$$V^- = -\frac{V_i + V_{CM}}{2} + \frac{V_{REF}}{2} \left( -b_{N-1} + \frac{b_{N-2}}{2} + \cdots + \frac{b_1}{2^{N-2}} + \frac{b_0}{2^{N-1}} \right), \hfill (11.9)$$

where $V_{CM}$ denotes the common-mode voltage. An appropriate choice of $V_{CM}$ is useful for handling bipolar input signals. It can be assumed that the converter input signal is biased about

$$V_{CM} = V_{REF} + V_{LSB} = V_{REF}(1 + 1/2^N), \hfill (11.10)$$

where $V_{LSB} = V_{REF}/2^N$. Hence, the converter features a two's complement output coding with the zero code, which is actually 1/2 LSB above the mid-scale. It should be noted that the converter full-scale still exhibits a dynamic range of $V_{REF}$ as in the case of the charge redistribution unipolar SAR ADC.

An alternative design approach can consist of modifying the switching scheme of the SAR ADC to control the connection between the reference voltage terminal and either $V_{REF}^+$ for a positive input or $V_{REF}^-$ for a negative input. The sample phase and hold phase remain similar to the ones of
the unipolar structure, except that the sign bit should be detected by the comparator just before the redistribution phase and used to select the suitable reference voltage. This latter is required for the determination of the remaining bits of the output code.

The accuracy of the charge redistribution SAR ADC is mainly limited by the achievable capacitor matching. Because the settling time of the comparator increases as the minimum overdrive signal becomes smaller for high resolutions, the time delay of the comparator appears to be a critical limiting factor in the achievable speed of the data conversion. Furthermore, the stability requirements of the comparator should be specified, taking into account the fact that the offset voltage estimation is performed in the unity-gain configuration.

- Due to mismatches of passive components, resolutions higher than 12 bits can only be realized by means of self-calibrating converters [4]. This technique is illustrated with the ADC shown in Figure 11.9. The data conversion, which is achieved in three steps, is based on the charge redistribution. First, the reset switch is closed and the comparator is configured as a unity gain buffer. The top and bottom plates of capacitors are then connected to the virtual ground and input voltage, respectively. During the next phase, the reset switch is open while the bottom plates are switched to the ground. Due to the charge conservation, the potential at the top plates is changed from $V_i$ to $-V_i$. The last operation consists of finding the digital version of the analog input signal. The conversion process starts with the determination of the MSB. The bottom plate of the largest capacitor is connected to $V_{REF}$. The

**FIGURE 11.9**
Block diagram of a self-calibrating SAR ADC. (Adapted from [4], ©1983 IEEE.)
connection will be maintained if the comparator output is high. Otherwise, the capacitor is switched to the ground. The following MSB and the remaining bits are determined in the same way. The MSBs are resolved by the binary weighted capacitor DAC. The resistor-string DAC, which is connected to the coupling capacitor $C_X$, provides the LSBs. Basically, it is not affected by the differential nonlinearity.

Ideally, the voltage contribution of the binary-weighted capacitor DAC at the comparator input is given by

$$
V = \frac{V_{REF}}{2^N} \sum_{j=1}^{N} 2^{j-1} b_j^l,
$$

(11.11)

where $V_{REF}$ is the reference voltage and $b_j^l$ ($l = 0, 1$) is the logic value of the $j$-th bit. Due to the fluctuations of the IC fabrication process, the value of a weighted capacitor can be written as

$$
C_j = 2^{j-1} C(1 + \epsilon_j), \quad j = 1, 2, \cdots, N,
$$

(11.12)

where $\epsilon_j$ denotes the matching error and $C$ is the unit capacitor, which is the ratio of the total capacitance $C_T$ to $2^N$, that is,

$$
C = \frac{C_T}{2^N}.
$$

(11.13)

The voltage $V$ then becomes

$$
\hat{V} = \frac{V_{REF}}{C_T} \sum_{j=1}^{N} C_j b_j^l
$$

(11.14)

Substituting Equations (11.12) and (11.13) into Equation (11.14), we obtain

$$
\hat{V} = \frac{V_{REF}}{2^N} \sum_{j=1}^{N} 2^{j-1}(1 + \epsilon_j) b_j^l.
$$

(11.15)

The error voltage can be computed as

$$
\Delta V = \hat{V} - V = \sum_{j=1}^{N} V_{\epsilon_j} b_j^l,
$$

(11.16)

where

$$
V_{\epsilon_j} = \frac{V_{REF}}{2^N} 2^{j-1} \epsilon_j.
$$

(11.17)

The calibration stage is necessary for the reduction of nonlinearities introduced by the capacitor mismatches. Starting from the largest capacitor to the smallest one, the different error contributions are estimated. For a given capacitor $C_k$, this is achieved first by connecting $V_{REF}$ to all capacitors except
Then, the charge is redistributed by switching all capacitors except $C_k$ to the ground. It follows that the charge stored at the top plate of the capacitors is

$$\triangle Q = V_{\text{REF}}(2C_k - C_T).$$  \hspace{1cm} (11.18)

Substituting Equations (11.12) and (11.13) into Equation (11.18), it can be shown that

$$\triangle Q = CV_{\text{REF}}2^k\epsilon_k$$  \hspace{1cm} (11.19)

and the corresponding residual voltage is given by

$$V_{x_k} = \frac{\triangle Q}{C_T} = 2V_{\epsilon_k}. \hspace{1cm} (11.20)$$

Starting from the MSB capacitor, the residual and error voltages can be computed as

$$V_{\epsilon_k} = \begin{cases} 
V_{x_N} & \text{if } k = N, \\
\frac{1}{2} \left( \frac{V_{x_k} - \sum_{j=k+1}^{N} V_{\epsilon_j}}{2} \right) & \text{otherwise.}\end{cases} \hspace{1cm} (11.21)$$

The correction signals are obtained from the digital version of the residual voltages. A random access memory (RAM) is used to store the error voltages $V_{\epsilon_j}$, which are estimated during the calibration cycle carried out just after the converter power-up. If the $k$-th bit assumes the high level, the error $V_{\epsilon_k}$ will be added to the ones accumulated from the MSB through the $(k-1)$-th bit and the result is stored in the accumulator. Otherwise, $V_{\epsilon_k}$ is discarded and the previous error voltage contained in the accumulator remains unchanged. The accumulator output is then converted by the calibration DAC into an analog signal, which is summed with the appropriate sign to the output voltage of the binary-weighted capacitor DAC. The calibration is equivalent to the cancelation of the error voltages due to capacitor mismatches from the corresponding ADC output signal during the normal conversion cycle. It works well provided the linearity error on the coupling capacitor $C_X = C$ is less than $1/2^M$ for an $M$-bit sub-DAC. In the layout, $C_X$ should preferably be located near the center of the array to counteract the effect of fabrication errors.

### 11.1.2 Integrating ADC

By using time to quantize a signal, which represents the integral or average of an input voltage over a fixed period of time, an integrating ADC can exhibit good linearity performance and high-frequency noise rejection. In comparison with a successive approximation converter, the integrating ADC is simple, low cost, and slow. Generally, its speed is approximately 500 times smaller than the one of a typical successive approximation converter. Integrating ADCs can be implemented using single-slope, dual-slope, or multiple-slope architectures. The primary advantage of a dual-slope ADC over a single-slope architecture is
that the final conversion result is insensitive to errors in the component values. A multiple slope ADC still features the advantages of a dual-slope converter, but its conversion speed can be greatly increased at the cost of extra hardware complexity.

The dual-slope architectures are suitable for digitizing low bandwidth signals in instrumentation devices such as the digital multimeter, which require a high resolution (10 to 20 bits or $3\frac{1}{2}$ to $5\frac{1}{2}$ digits) and a low conversion speed in the range of 100 sps (samples per second).

The dual-slope ADC, as shown in Figure 11.10, uses an analog integrator with switched inputs, a comparator, a control logic, and a counter. Fig 11.11 shows the conversion timing of the converter. The input voltage is assumed to be positive.

![Circuit diagram of a dual-slope ADC.](image)

**FIGURE 11.10**
Circuit diagram of a dual-slope ADC.

The operation of the dual-slope ADC starts with a reset phase, which consists of shorting the capacitor $C$ to drive the integrator output to zero and clearing the counter, followed by the input signal integration phase and the reference signal integration phase.

- **Input signal integration phase**
After the reset phase, the unknown input signal $V_i$ is applied to the integrator, while at the same time the process of counting clock pulses is started. The integrator output voltage is given by

$$V_0(t) = -\frac{1}{\tau} \int_0^t V_i(t) dt,$$

(11.22)

where $\tau = RC$ is the time constant of the integrator. The voltage $V_i$ is then integrated for a duration $T_c$, which is generally known as the charging (or
Discharging ramp-up) time. Assuming that $V_i$ is time invariant, the output of the integrator at the end of the integrating phase can be written as

$$V_0(T_c) = -\frac{V_i}{\tau} \cdot T_c. \quad (11.23)$$

Here, the integration of the input signal takes place until the $N$-bit counter overflows; this corresponds to a fixed time of $T_c = 2^N T$, where $T$ is the clock period. Note that the integrator output voltage is directly proportional to the input signal.

---

**Reference signal integration phase**

When the input signal integration phase is completed, the counter is reset. A known reference voltage, $V_{REF}$, with a polarity opposite to that of $V_i$ is connected to the integrator input and the counting of clock pulses resumes. The integrator output voltage is now ramping down at a constant slope according to the expression

$$V_0(t) = -\int_{T_c}^{t} \frac{-V_{REF}}{\tau} \, dt + V_0(T_c) = \frac{V_{REF}}{\tau} (t - T_c) - \frac{V_i}{\tau} \cdot T_c. \quad (11.24)$$

The counter is stopped after a discharging (or ramp-down) duration of $T_d$ when the comparator output takes the logic low level because the integrator output
output reaches zero, that is, \( V_0(T_d) = 0 \). Hence,

\[
\frac{V_{\text{REF}}}{\tau} \cdot T_d - \frac{V_i}{\tau} \cdot T_c = 0.
\]

(11.25)

The time \( T_d \) is then given by

\[
T_d = T_c \cdot \frac{V_i}{V_{\text{REF}}},
\]

(11.26)

On the other hand, \( T_d \) can be expressed in terms of the clock period, \( T \), as

\[
T_d = N_r \cdot T,
\]

(11.27)

where \( N_r \) is the number of clock periods recorded during the connection of \( V_{\text{REF}} \) to the integrator input. Thus, it can be found that

\[
N_r = 2^N \cdot \frac{V_i}{V_{\text{REF}}}.
\]

(11.28)

The digital output of the counter is proportional to the magnitude of the input signal, and is independent of the integrator time constant, which is supposed not to change during an individual conversion cycle. When the input voltage is negative, the dual-slope ADC operates according to the same basic principle as described above for a positive input voltage, except that all the signal polarities are reversed.

The accuracy of the dual-slope ADC seems to be only affected by the fluctuations of the reference voltage and clock timing. But, the behavior of a practical circuit can also be plagued by the nonideal characteristics of the amplifier, MOS switches and capacitors, and the response time or switching delay of the comparator. Figure 11.12 shows the effects of the offset voltage and input over-range on the integrator output waveform. Additional conversion phases are required in order to improve the accuracy of the dual-slope ADC.

**FIGURE 11.12**
Effects of the offset voltage and input over-range on the integrator output waveform.

The dual-slope ADC can be designed to allow bipolar operation and to incorporate a phase for the converter offset compensation. Figure 11.13 shows
FIGURE 11.13
Circuit diagram of the dual-slope ADC with an auto-zero capacitor.

FIGURE 11.14
Circuit diagram of the input section of a bipolar dual-slope ADC with a single reference voltage.

the circuit diagram of a dual-slope ADC with an auto-zero (AZ) capacitor [5]. The conversion cycle includes an auto-zero phase, an input signal integration (ISI) phase, a reference signal integration (RSI) phase, and an integrator-output zero (IZ) phase.

During the auto-zero phase, the converter input is connected to the ground and a feedback loop is closed around the system such that the error voltage can appear across the auto-zero capacitor, $C_{AZ}$, whose charge is used for offset voltage correction during the subsequent phases. By including all active components in the loop, the accuracy of the auto-zero calibration is limited only by the noise of the system. Note that a larger value of $C_{AZ}$ should be used to minimize the noise sensibility for a converter with a small resolution. Typically, the capacitor $C_{AZ}$ is at least two times greater than $C$.

In the input signal integration phase, the auto-zero switch is open and the voltage $V_i$ is connected to the converter input. The input signal polarity is determined at the end of this phase.

During the reference signal integration phase, the control circuit connects the reference signal with the polarity such that the integrator output can be driven with a fixed slope to the zero level established in the auto-zero phase.

In the integrator output zero phase, the switch controlled by the IZ control
signal is closed and the negative feedback from the output of the comparator to the converter input drives the integrator output to zero. This phase is used to completely discharge the feedback capacitor of the integrator following the occurrence of an over-range condition (see Figure 11.12), which is characterized by the integrator output remaining far from the initial level after the maximum time allowed to the reference signal integration phase.

Due to the need to accurately estimate the occurrence time of the zero-crossing at the end of the reference signal integration phase, the operation speed of the dual-slope ADC is generally slow. Although the frequency of the clock signal may be increased, the use of a high clock rate is limited by the delay of the comparator in detecting the zero-crossing. For a typical converter, the comparator delay should not be greater than the duration of one half clock pulse, yielding a clock frequency on the order of a few hundred kilohertz based on a comparator with a delay of a few microseconds. An improvement in the performance may be achieved by modifying the structure of the conventional dual-slope ADC such that the discharging time of the integrator can be measured with a precision greater than the pulse width of the clock signal.

In the approach relying on the use of two reference voltages to design a dual-slope ADC with a bipolar input range, the symmetry of the converter transfer characteristic may be affected by the independent fluctuation of each reference source. A solution can consist of using the input section of the dual-slope ADC shown in Figure 11.14, where the charge stored by a capacitor can induce balanced reference voltages [6, 7]. Switches controlled by the signals $R_{SI}^+$ and $R_{SI}^-$ are closed for the positive and negative input signals, respectively.

During the AZ phase or an idle phase, the reference capacitor, $C_{REF}$, is charged by the reference voltage. For a stable storage of the charge due to the reference voltage, the capacitor $C_{REF}$ must exhibit a low leakage current and the effect of stray capacitances appearing on the reference capacitor nodes must also be minimized. A capacitor in the microfarad range is required to prevent rollover error, which arises as a consequence of the difference in the reference voltage value for positive and negative input signals. The polarity of the input signal determined by the comparator at the end of the signal integration phase is used by the control logic to connect the capacitor $C_{REF}$ to the input buffer such that the integrator output can return to the zero level. Hence, depending on the polarity of the analog input, the reference capacitor is used to generate either a positive or negative voltage during the reference signal integration phase.

The block diagram of a dual-slope ADC including an amplification and feedback circuitry to improve the conversion accuracy [8] is depicted in Figure 11.15. The conversion phases are illustrated on the integrator output shown in Figure 11.16.

Initially, a conventional dual-slope integration consisting of an input signal integration phase and a reference signal integration phase is performed.
FIGURE 11.15
Circuit diagram of the dual-slope ADC with extra amplification and feedback circuitry.

FIGURE 11.16
Integrator output during each conversion phase.

The converter operates by integrating an unknown input analog signal for a predetermined time period, $T_c$, and then integrating a known reference signal until the integrator output reaches a predetermined zero level. Due to the comparator delay, the zero-crossing is actually detected on the first clock pulse after its occurrence, even if the integrator output reached the zero level within the clock period. The duration, $T_d$, of the reference signal integration phase measured by counting clock pulses is then larger than its true value. Because the integrator output continues to ramp down below the zero level until the end of the clock period, a residual voltage appears across capacitors $C$ and $C'_{RA}$.

A rest phase is required to maintain constant the residual integrator charge, which is then scaled up by a given negative factor, $-k$, and fed back to the input node of the integrator amplifier in order to account for the measurement error on the phase duration during the amplification phase.
In general, the absolute value of the multiplication factor depends on the converter number system and is of the form, \( k = 2^p \) for a binary system, where \( p \) is the resolution increase in number of bits and \( k = 10^q \) for a decimal system, where \( q \) represents the resolution increase in number of digits. Typically, the residual voltage is multiplied by \(-8\) in a binary converter or \(-10\) in a decimal converter. In practice, the multiplication of the residual integrator charge is achieved by sizing capacitors \( C_{RA} \) and \( C'_{RA} \) such that

\[
C'_{RA} = kC_{RA}.
\]

(11.29)

At the start of the amplification phase, the comparator output is fed back to the integrator input, the voltage across \( C_{RA} \) is zero, and the charge stored on \( C'_{RA} \) is

\[
Q = C'_{RA}V_{res} = kC_{RA}V_{res},
\]

(11.30)

where \( V_{res} \) is the residual voltage. To establish a virtual ground at the positive input of the comparator, a charge transfer is initiated between \( C'_{XR} \) and \( C_{XR} \), ending with the induction of a voltage across the capacitor \( C_{XR} \) given by

\[
V_{C_{RA}} = -Q/C_{RA} = -kV_{res}.
\]

(11.31)

The voltage across the capacitor \( C \) is also \(-kV_{res} \) because \( V_{C'_{RA}} \) is actually almost equal to zero.

The converter enters a second reference signal integration phase, where the capacitor \( C_{RA} \) is short-circuited again, and the feedback connection between the comparator output and integrator input is open. To keep the effect of the charge redistribution between the capacitors negligible, the capacitor \( C \) is designed to be much larger than the capacitor \( C'_{RA} \). Thus, for this phase, the initial value of the voltage at the positive input of the comparator remains close to \(-kV_{res}\).

A second reference signal integration phase is initiated. The time, \( T'_{d} \), which is measured as the number of clock pulses required by the integrator output to cross the zero level again, is proportional to the residual error. The net count resulting from the subtraction in the same scale of \( T'_{d} \) from \( T_{d} \) represents the value of the time effectively needed by the integrator output to cross the zero level. This calibration scheme can be implemented using up-down counters incremented and decremented by the control logic.

The accuracy of the actual time measurement can be further improved by resorting to subsequent rest, amplification, and reference signal integration phases.

After the occurrence of an over-range condition, the comparator output and the input analog signal are of opposite polarity. The feedback connection realized between the comparator output and the integrator input during the integrator output zero phase forces the integrator output voltage to change in a direction such that its magnitude is decreased toward zero, thereby causing the discharge of the capacitor \( C \).

In this approach, the zero reading, that is, the result of the conversion with
the input voltage shorted to the ground, should be subtracted from each measurement. This helps minimize the effect of offset voltages on the conversion process.

For proper operation of a dual-slope ADC, the period of each clock pulse should be greater than the comparator delay. Hence, the conversion speed is primarily limited by the comparator delay, which is dependent on the converter overdrive, defined as the maximum integrator output voltage swing divided by the maximum number of clock pulses during the reference signal integration phase. By augmenting the number of times, the rest, amplification, and reference signal integration phases are repeated, a decrease in the duration of each phase becomes feasible, thereby yielding an overall conversion with a faster speed.

11.1.3 Flash ADC

The most straightforward way to perform the $N$-bit analog-to-digital conversion is to compare the sampled-and-held version of an analog signal with $2^N$ reference voltages. The flash ADC, which generally consists of a resistive divider, comparators, and a binary encoder, is based on this principle. The foregoing track-and-hold (T/H) circuit samples the analog input and holds it for half a clock cycle. This operation can be performed by exploiting the inherent sampling properties of latched comparators. However, the use of a T/H circuit is preferred because the operation of the comparator array is often affected by clock skews, which can degrade converter linearity.

### TABLE 11.2

<table>
<thead>
<tr>
<th>Input Range</th>
<th>Thermometer Code</th>
<th>Binary Code</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_6$ $T_5$ $T_4$ $T_3$ $T_2$ $T_1$ $T_0$ $b_1$ $b_2$ $b_3$</td>
<td></td>
</tr>
<tr>
<td>$7$ $13\Delta/2 &lt; V_i &lt; 8\Delta$</td>
<td>1 1 1 1 1 1 1 1 1 1</td>
<td></td>
</tr>
<tr>
<td>$6$ $11\Delta/2 &lt; V_i &lt; 13\Delta/2$</td>
<td>0 1 1 1 1 1 1 1 1 0</td>
<td></td>
</tr>
<tr>
<td>$5$ $9\Delta/2 &lt; V_i &lt; 11\Delta/2$</td>
<td>0 0 1 1 1 1 1 1 1 0</td>
<td></td>
</tr>
<tr>
<td>$4$ $7\Delta/2 &lt; V_i &lt; 9\Delta/2$</td>
<td>0 0 0 1 1 1 1 1 0 0</td>
<td></td>
</tr>
<tr>
<td>$3$ $5\Delta/2 &lt; V_i &lt; 7\Delta/2$</td>
<td>0 0 0 0 1 1 1 0 1 1</td>
<td></td>
</tr>
<tr>
<td>$2$ $3\Delta/2 &lt; V_i &lt; 5\Delta/2$</td>
<td>0 0 0 0 0 1 1 0 1 0</td>
<td></td>
</tr>
<tr>
<td>$1$ $\Delta/2 &lt; V_i &lt; 3\Delta/2$</td>
<td>0 0 0 0 0 0 1 0 0 1</td>
<td></td>
</tr>
<tr>
<td>$0$ $0 &lt; V_i &lt; \Delta/2$</td>
<td>0 0 0 0 0 0 0 0 0 0</td>
<td></td>
</tr>
</tbody>
</table>

The block diagram of a 3-bit flash ADC is shown in Figure 11.17. In this case, $N = 3$ and $2^3 - 1 = 8$ comparators are used. Furthermore, the input signal is supposed to be positive. The reference voltage at the $k$-th node can
be expressed as

\[ V_k^- = V_{\text{REF}} \left( \frac{R/2 + (k-1)R}{2^N - 2R + 3R/2} \right) = k \frac{V_{\text{REF}}}{2^N} - \frac{V_{\text{REF}}}{2^N+1}. \] (11.32)

The difference between the reference voltages of two adjacent comparators is \( V_{\text{REF}}/2^N \), that is,

\[ \Delta = V_{k+1}^- - V_k^- = \frac{V_{\text{REF}}}{2^N}, \] (11.33)

where \( \Delta \) denotes the voltage level of an LSB. The output of a comparator will be at the high state if its input voltage is higher than the reference voltage. Otherwise, the comparator output is at the low state. The outputs of all comparators form a thermometer code that is then converted into a binary code by an encoder. Table 11.2 lists the thermometer and binary coding schemes for a 3-bit word. Note that the number of consecutive 1s in the thermometer code corresponds to the count of reference voltages less than the input signal. By choosing the bottom resistor in the comparator resistor string to be \( R/2 \), the transitions of the ADC transfer characteristic are at multiples of \( \Delta/2 \).

In practice, due to mismatches and imperfections in the reference resistor string and in the latched comparators, as well as high speed limitations, errors can be introduced in the thermometer code produced at the comparator.
FIGURE 11.18
Block diagram of a flash ADC with improved encoder.

TABLE 11.3
Encoder Truth Table (\(\Delta = V_{REF}/8\))

<table>
<thead>
<tr>
<th>(T_6)</th>
<th>(T_5)</th>
<th>(T_4)</th>
<th>(T_3)</th>
<th>(T_2)</th>
<th>(T_1)</th>
<th>(T_0)</th>
<th>(g_1)</th>
<th>(g_2)</th>
<th>(g_3)</th>
<th>(b_1)</th>
<th>(b_2)</th>
<th>(b_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

outputs. They show up as bubbles\(^1\), which are zeros surrounded by ones, or vice versa. This may happen in the specific case where a comparator switches

\(^1\)The use of the term “bubble” is justified by the fact that such a code error is analogous to a bubble occurring in the mercury of a thermometer.
more slowly than expected, so that the output is latched before reaching the final state. When the bubble error cannot be detected by the digital encoder, the ADC will produce an output code not representative of the input signal value.

### TABLE 11.4
Thermometer-to-Gray and Gray-to-Binary Encodings

<table>
<thead>
<tr>
<th>N</th>
<th>( g_1 )</th>
<th>( g_2 )</th>
<th>( g_3 )</th>
<th>( g_4 )</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
<th>( b_3 )</th>
<th>( b_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( T_3 )</td>
<td>( T_1 \cdot T_5 )</td>
<td>( T_0 \cdot T_2 + T_4 \cdot T_6 )</td>
<td>( T_7 )</td>
<td>( T_3 \cdot T_{11} )</td>
<td>( T_1 \cdot T_9 + T_3 \cdot T_{13} )</td>
<td>( T_0 \cdot T_2 + T_4 \cdot T_6 + T_8 \cdot T_{10} + T_{12} \cdot T_{14} )</td>
<td>( g_3 \oplus b_2 )</td>
</tr>
<tr>
<td>4</td>
<td>( T_7 )</td>
<td>( T_3 \cdot T_{11} )</td>
<td>( T_1 \cdot T_9 + T_3 \cdot T_{13} )</td>
<td>( T_0 \cdot T_2 + T_4 \cdot T_6 + T_8 \cdot T_{10} + T_{12} \cdot T_{14} )</td>
<td>( g_3 \oplus b_2 )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The effect of bubble errors can be reduced by first converting the thermometer code into the Gray code, which is then used for the computation of the binary code. Gray encoding itself has no correction ability. But its tolerance to bubbles is due to the fact that only one bit changes between adjacent codes, leading to a small difference between the ideal and incorrect codes. The logic equations for the thermometer-to-Gray and Gray-to-binary encodings are summarized in Table 11.4 for the 3-bit and 4-bit flash ADCs. The circuit diagram of a 3-bit flash ADC including a Gray-code-based encoder is shown in Figure 11.18. In order to equalize the propagation delay of the different signal paths, additional NAND and XOR gates were inserted in the encoder according to the following Boolean algebraic identities:

\[
A = \overline{A} \\
A = A \oplus 0,
\]

where \( A \) is a logic variable. Note that long wiring structures can be required to logically combined signals as the number of bit is increased, resulting in an irregular circuit layout. Furthermore, latches can be introduced between the logic stages to improve the operation speed and to reduce the metastability error probability.

Due to their regular structure, ROM-based encoders are preferred over gate-based encoders for converter implementations with a resolution greater than 5 bits. A ROM can consist of bit lines, word lines, and MOS-type memory cells. The storage of a logic 0 is carried out using an \( n \)-channel pull-down transistor, while no connection is required for the storage of a logic 1. A precharged logic is generally used to eliminate the static power dissipation and to help keep the pull-up and pull-down transistors as close as possible to
the minimum size. However, the converter speed can be limited by the ROM pre-charge time. Ideally, the 1-out-of-$2^N$ code obtained by detecting the location of the 1-to-0 transition in the thermometer code is commonly used to enable a single word line of the ROM. Hence, only the bit representing the location of the detected transition can take the logic 1 and all the remaining bits are at the logic 0. However, if bubbles exist in the thermometer code, there will be multiple 1-to-0 transition points and the 1-out-of-$2^N$ encoder will select more than one ROM line. As a result, errors are introduced in the binary output, which is actually the representation of the bitwise logical OR between the ROM lines.

An approach for the bubble correction consists of using a majority logic function [9] whose output takes the same logic state as the greater number of inputs. The block diagram of the 3-bit flash ADC with the bubble error correction based on a majority logic (ML) is illustrated in Figure 11.19. With
the assumption that $T_{-1} = 1$ and $T_7$ represents the over-range signal, the corrected thermometer code, $T_i^*$, is given by the Boolean equation,

$$T_i^* = T_{i-1} \cdot T_i + T_i \cdot T_{i+1} + T_{i-1} \cdot T_{i+1},$$

(11.36)

where $i = 0, 1, \cdots, 6$. The state of a given bit in the thermometer code is then determined by the one of its two neighbors. The ML encoder can efficiently suppress the bubbles, which affect the 1-0 transition in the thermometer code. However, the power consumption and chip area can be increased because the required number of gates tends to be high. The ROM line selection can be carried out using a thermometer to 1-out-of-$2^N$ encoder based on two-input AND gates. This simple encoder will operate correctly only if there is no bubble error in the thermometer code.

**FIGURE 11.20**
Block diagram of a 3-bit flash ADC with the bubble error correction based on three-input AND gates.

In general, the occurrence likelihood of bubbles becomes less important
as their number becomes greater. Because the bubbles are mainly introduced near the one-to-zero transition point in the thermometer code, the encoder can be designed to correct only certain single bubbles. Figure 11.20 shows the block diagram of the 3-bit flash ADC with the bubble error correction based on three-input AND gates [10]. The correction is limited to bubble errors, which do not affect the 1-to-00 transition in the thermometer code.

The possible states of the different signals in response to a given input are shown in Table 11.5 for the 3-bit flash ADC. The appropriate word line in the Gray ROM encoder is activated by the signals $t_i$, which are given by the following Boolean equation,

$$
t_i = \begin{cases} 
T_6 \cdot T_7, & \text{for } i = 7 \\
T_{i-1} \cdot \overline{T_i} \cdot \overline{T_{i+1}}, & \text{for } i = 1, 2, \ldots, 6 \\
\overline{T_0 \cdot T_1}, & \text{for } i = 0,
\end{cases}
$$

(11.37)

where $T_i$ denotes a bit of the thermometer code. Note that $T_7$ represents the over-range signal generated as a result of the comparison between the input signal and $V_{REF}/2$.

### TABLE 11.5

Truth Table of the 3-Bit Bipolar Flash ADC with a Three-Input AND Encoder

<table>
<thead>
<tr>
<th>Input Range</th>
<th>Thermometer Code</th>
<th>1-out-of-8 Code</th>
<th>Gray Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3\Delta &lt; V_i &lt; 4\Delta$</td>
<td>1 1 1 1 1 1 1 1</td>
<td>0 0 0 0 0 0 0 0</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>$2\Delta &lt; V_i &lt; 3\Delta$</td>
<td>0 1 1 1 1 1 1 1</td>
<td>0 1 0 0 0 0 0 1</td>
<td>0 1 0 1</td>
</tr>
<tr>
<td>$\Delta &lt; V_i &lt; 2\Delta$</td>
<td>0 0 1 1 1 1 1 1</td>
<td>0 0 1 0 0 0 0 1</td>
<td>1 1 1 0</td>
</tr>
<tr>
<td>$0 &lt; V_i &lt; \Delta$</td>
<td>0 0 0 1 1 1 1 1</td>
<td>0 0 0 1 0 0 0 1</td>
<td>1 1 1 0</td>
</tr>
<tr>
<td>$-\Delta &lt; V_i &lt; 0$</td>
<td>0 0 0 0 1 1 1 1</td>
<td>0 0 0 0 1 0 0 0</td>
<td>1 1 0 0</td>
</tr>
<tr>
<td>$-2\Delta &lt; V_i &lt; -\Delta$</td>
<td>0 0 0 0 0 1 1 1</td>
<td>0 0 0 0 0 1 0 0</td>
<td>1 0 0 1</td>
</tr>
<tr>
<td>$-3\Delta &lt; V_i &lt; -2\Delta$</td>
<td>0 0 0 0 0 0 1 1</td>
<td>0 0 0 0 0 0 1 0</td>
<td>0 0 0 1</td>
</tr>
<tr>
<td>$-4\Delta &lt; V_i &lt; -3\Delta$</td>
<td>0 0 0 0 0 0 0 0</td>
<td>0 0 0 0 0 0 0 1</td>
<td>0 0 0 1</td>
</tr>
</tbody>
</table>

The fundamental difference between the ML and three-input AND encoders can be illustrated by comparing the ideal thermometer code and error-correction results of the examples included in Table 11.6, where the first $T_i$ column represents the ideal case and bold characters are used to show the bits affected by bubble errors. The ML encoder relies on the best-expectation principle and the detection of the 1-to-0 transition, while the three-input AND encoder is based on the detection of the 1-to-00 transition. In both cases, the error correction cannot be ensured for all bubble types.

An $N$-bit flash ADC generally requires at least $2^N - 1$ comparators, whose reference voltages are set by a resistor string. The value of each comparator
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TABLE 11.6
Illustration of Three Correction Examples of Bubbles in the ML and Three-Input AND Encoders

<table>
<thead>
<tr>
<th>i</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0</td>
<td>0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0</td>
<td>0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1 1 1 0 0 1 0 1 1 0 0 0 0 0 0 0 0</td>
<td>1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1 1 1 0 1 1 0 0 0 0 1 0 1 0 1 0 1</td>
<td>1 0 1 0 0 0 1 0 0 1 0 1 0 1 0 1 0</td>
<td>1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1 1 1 0 1 1 0 1 1 0 1 1 0 1 1 0 1</td>
<td>1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1</td>
<td>0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

output depends on whether or not the input voltage exceeds the corresponding reference voltage. A set of all comparator outputs, which form the so-called thermometer code, is first scaled to the appropriate logic levels by latches in order to mitigate the metastability problem and then converted into a form of binary data. The resulting data with $N$-bit resolution is applied to the output buffer, which can be implemented using D latches. Note that an additional comparator is often used to indicate the presence of a signal over-range. Because the metastability, which is characterized by an output state between the logic level high and logic level low, is due to the violation of setup and hold time, it can be reduced by allowing more time for comparator regeneration. The speed of the overall structure depends on the one of the comparator and the propagation delay of the digital section. But with the use of pipeline latches, the comparison and code conversion can ideally be achieved in a single clock phase allowing the flash ADC to operate at higher frequencies.

The block diagram of a flash ADC based on the above principle is shown in Figure 11.21. For a given analog input voltage, the thermometer code should ideally exhibit only a single 1-to-0 transition. But in practice, the converter components may be subject to nonidealities such as finite bandwidth, noise, and mismatches, leading to the introduction of bubbles in the thermometer code. This problem can be alleviated by using an intermediate Gray encoding stage instead of converting directly from the thermometer code to the binary code. Furthermore, the robustness to bubbles can be enhanced by inserting an adequate error correction stage before the digital encoder.

Note that the output generated by a thermometer-to-binary encoder is a binary representation of the number of 1s in the thermometer code. Hence, a
FIGURE 11.21
Block diagram of a flash ADC.

FIGURE 11.22
Tree encoder based on ones-counter for a 3-bit flash ADC.

ones-counter based on full adders can also be used as a digital encoder. Figure 11.22 shows the block diagram of a tree encoder for a 3-bit flash ADC. This approach is insensitive to bubbles, which maintain constant the overall number of 1s in the thermometer code. However, the propagation delay of the tree encoder increases linearly with the converter resolution. Bit-level pipelining, which consists of inserting a register between logic blocks, can then be used to reduce the critical path. This will incur an increase in the hardware overhead and power consumption.

High-resolution flash ADCs generally require a large number of compara-
Nyquist Analog-to-Digital Converters

FIGURE 11.23
Equivalent circuit model of the flash ADC input stage.

tors. This can result in a large input capacitor, considerable chip area and very high power consumption. Figure 11.23 shows the equivalent circuit model of the flash ADC input stage, where $C_D$ is used to decouple the reference voltages. The gate-source capacitors, $C_{gs}$, of the transistors in the comparator input stage form a parasitic capacitor between the comparator inputs. The input signal is then capacitively coupled to the resistive reference network, thereby leading to a variation in the reference voltages. The total resistance of the resistive reference network should be kept low enough to maintain the maximum feedthrough error lower than 1 LSB. This requirement can be relaxed by dividing the resistive reference network into subsections with an adequate size using decoupling capacitors, especially in cases where there is an important increase in the power consumption.

FIGURE 11.24
Comparator with a parasitic capacitor between the inputs.

At high frequencies, the input parasitic capacitor of the comparator, as illustrated in Figure 11.24, couples the input signal with the resistive network used for the generation of the reference voltages. To avoid a variation in reference voltages, which can affect the comparator threshold levels, the maximum resistance of the resistive network must be estimated using the equivalent circuit model shown in Figure 11.25, where it is assumed that the high and low reference voltages are fully decoupled. For a flash ADC with a resolution of $N$ bits, we have

$$R = R_T / 2^N$$

(11.38)
and

\[ C_p = C_T / 2^N, \tag{11.39} \]

where \( R_T \) denotes the total resistance of the resistive network and \( C_T \) is the total parasitic capacitance. Generally, the resulting resistance is low for high-speed ADCs, and the power consumption of the reference network, which is of the form \( V_{REF}^2 / R_T \), is increased. With the use of decoupling capacitors as shown in Figure 11.26(a), where \( C'_D \) is the decoupling capacitor, the total resistance of the resistive network can be increased without deteriorating the level of the feedthrough error. The effect of the decoupling is to split the equivalent circuit model required for the worst-case estimation of \( R_T \) into \( q \) almost identical subcircuits. Simulations of the equivalent subcircuit depicted in Figure 11.26(b) show that the voltage at the middle node, \( V_m \), is most affected by the input signal feedthrough error.

FIGURE 11.25
Equivalent circuit model for the maximum resistance derivation in the flash ADC.

FIGURE 11.26
(a) Equivalent circuit model with decoupling capacitors; (b) equivalent circuit model of a subsection of the resistive reference network.
Using Kirchhoff’s current law, the next node equations can be obtained,

\[(V_i - V_m)sC_p = 2\frac{V_m - V_x}{R} \quad (11.40)\]
\[(V_i - V_x)sC_p = \frac{V_x}{R} + \frac{V_x - V_m}{R}. \quad (11.41)\]

Combining Equations (11.40) and (11.41), we get

\[\frac{V_m}{V_i} = \frac{(sRC_p)^2 + 4sRC_p}{(sRC_p)^2 + 4sRC_p + 2} = \frac{(sR_TC_T)^2 + 2^{2N+2}sR_TC_T}{(sR_TC_T)^2 + 2^{2N+2}sR_TC_T + 2^{4N+1}}. \quad (11.42)\]

Let \(f\) be the frequency of the input voltage \(V_i\). With the assumption that \(s = j2\pi f\) and \(\pi fR_TC_T \ll 1\), we can find the following expression:

\[\left|\frac{V_m}{V_i}\right| \approx \frac{\pi}{4fR_TC_T}. \quad (11.43)\]

In the worst-case, the voltages \(V_m\) and \(V_i\) can be expressed in LSB units, leading to

\[\left|\frac{V_m}{V_i}\right| = \frac{k}{2^N}, \quad (11.44)\]

where \(k\) represents the feedthrough level and \(q\) is the decoupling period. The maximum resistance is then defined by

\[R_T \leq \frac{q}{4fC_T2^N}. \quad (11.45)\]

Because \(q\) is greater than 1, the decoupling capacitors will increase the total resistance by a factor of \(q\).

Furthermore, the attainable resolution is limited by the accuracy of the reference voltages and comparator offset voltage. Typically, for a 10-bit converter with 2 \(V_p - p\) input signal the comparator should resolve less than about 2 mV. This requirement is difficult to meet in CMOS technology, and various techniques for reducing the offset-voltage effects such as chopper stabilization and auto-zeroing result in an increase in the power consumption and a reduction in the conversion speed. Therefore, a good compromise may be to design a flash ADC for applications requiring less than 8 bits for the data representation.

Note that flash ADCs can also be implemented without the input T/H circuit, which is generally based on open-loop structures in high-speed applications. In this case, a higher dynamic performance is required for comparators.
11.1.4 Averaging ADC

Device mismatches often limit the differential and integral nonlinearity characteristics and the resolution of classical flash ADC architectures. Averaging techniques can be used to minimize the mismatch effect.

Figure 11.27 shows the circuit diagram of a flash ADC with two averaging stages. The inherent symmetry of differential circuits is exploited to use the same number of reference nodes as in single-ended structures. The mirror-image preamplifiers with respect to the reference midpoint can then be connected oppositely to reference voltage nodes. The requirement of maintaining the gain high enough in order to reduce the effect of the input-referred offset on the subsequent stages can be met by cascading two stages of preamplification and averaging. By inserting lateral resistors between the outputs of neighboring preamplifier stages, the random component of currents is reduced and the effect of offsets on the ADC performance is attenuated [11]. The offset reduction is dependent on the value of the preamplifier output resistance, $R_0$, and the averaging resistors, $R_1$. Using the superposition principle with the
consideration that the signal and reference voltage sources are disconnected, the inputs of the first stage of preamplifiers are reduced to the offset voltages.

\[
V_{0} + V_{k+1} = V_{R} + V_{R} = \frac{1}{2} R_{1} + \sqrt{\frac{1}{4} R_{2}^{2} + R_{1} R_{0}}.
\]

(11.46)

In practice, the length of the averaging resistive network is limited and the equivalent resistance, especially at the termination nodes, may differ from the above value.

Figure 11.28 shows the equivalent circuit of a preamplifier array with an averaging resistor network supposed to be infinite. The equivalent resistance, \( R_{eq} \), seen to the right and to the left of each output node is given by

\[
R_{eq} = R_{1} + R_{0} \parallel R_{eq} \Rightarrow R_{eq} = \frac{1}{2} R_{1} + \sqrt{\frac{1}{4} R_{2}^{2} + R_{1} R_{0}}.
\]

FIGURE 11.28
Equivalent circuit of the preamplifier array with an averaging resistor network.

The preamplifier transfer characteristics are illustrated in Figure 11.29(a). The zero-crossing points of the preamplifiers at the array edges are shifted inward. This leads to undesirable variations in the INL mean value near the two edges of the preamplifier array, as illustrated in Figure 11.29(b). Furthermore, the standard deviation of the offset voltage is larger for preamplifiers at the boundaries than the one at the center.

FIGURE 11.29
(a) Preamplifier transfer characteristics; (b) effect of the asymmetrical preamplifier boundaries on the converter linearity.

To avoid any discontinuity at the edges of the averaging network, over-
range dummy preamplifiers, whose outputs remain unused, are often added at each edge of the array. The complementary outputs of the first and last over-range preamplifiers are cross-connected through a pair of resistors to ensure that every preamplifier in the array sees the same effective load resistance and has a balanced number of preamplifiers contributing to its output [12]. A 6-bit ADC, for instance, includes an array of 63 preamplifiers, and about 9 dummy preamplifiers are required at each array end to create a linear behavior at the edges of the input full scale. However, the addition of dummy preamplifiers results in a reduction in the available headroom for the input voltage, and an increase in the input capacitance and power dissipation.

![Equivalence circuits of one edge of the averaging network with a resized termination resistor](image)

\( R_T = \begin{cases} 
3R_1 - R_0, & \text{if } R_1 < 3R_0, \\
2R_1 - \frac{R_0}{3}, & \text{if } R_1 < 6R_0.
\end{cases} \) (11.47)

FIGURE 11.30
Equivalent circuits of one edge of the averaging network with a resized termination resistor: (a) Case \( R_1 > R_0 \), (b) case \( R_1 < R_0 \).

In the specific case of resistor-loaded preamplifiers, the number of dummy preamplifiers can be reduced by resizing the resistors at either edge of the averaging network, as shown in Figure 11.30 [13], where the index \( k \) is used for the lowermost or uppermost in-range preamplifier. Provided \( R_1 > R_0 \), the electrical load symmetry at the averaging network edges can be restored without resorting to the use of dummy preamplifiers by changing the first and last resistances to \( R_1 - R_0 \). In the cases where \( R_1 < R_0 \), the first and last averaging resistors will be short-circuited and the value of the next resistors will be modified as follows:

\( R_T = \begin{cases} 
3R_1 - R_0, & \text{if } R_1 < 3R_0, \\
2R_1 - \frac{R_0}{3}, & \text{if } R_1 < 6R_0.
\end{cases} \) (11.47)

Otherwise, additional preamplifiers with short-circuited averaging resistors will be connected at the network edges to reduce the equivalent load resistance so that a positive value can be found for \( R_T \).

For a given preamplifier, the magnitude of offset reduction provided by the averaging network depends on the ratio \( R_0/R_1 \) and the number of neighboring preamplifiers operating in the nonsaturated region. By increasing the ratio \( R_0/R_1 \) to improve the offset reduction, the overall output resistance seen by the preamplifiers can be reduced, leading to a decrease in the gain and an increase in the input-referred offset for the subsequent stages (amplifiers, or comparators). On the other hand, an augmentation in the number
of nonsaturated preamplifiers can also improve the offset reduction and can contribute to a substantial increase in the preamplifier gain. Because this can be achieved by stepping up the overdrive voltage, there is a great repercussion on the power consumption. In practice, it is necessary to use a high number of nonsaturated preamplifiers and a low value of the ratio $R_0/R_1$ to maintain the effects of resistor mismatches to an acceptable level. At least a two times reduction in the offset voltage of a flash converter can be achieved by choosing the ratio $R_0/R_1$ between 0.5 and 1. The use of edge termination resistors does not significantly increase the power consumption and area of the converter. However, it can effectively mitigate the effect of preamplifier offset voltages only when the averaging window is narrow and the specification of matching termination resistors is less stringent.
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FIGURE 11.31
Preamplifier array with the averaging resistor network based on the triple cross-connection.

An alternative low-power and low-area design solution is to use an averaging resistor network based on the triple cross-connection [14], as shown in Figure 11.31. The effect of zero-crossing shifts can be compensated by introducing a cross-connection and an over-range preamplifier at each boundary. A proper termination can be realized due to the symmetry provided by the cross-connection at the center. To counteract the reduction in the effective transconductance at the boundary due to the negative transconductance of the over-range preamplifier, the over-range preamplifier should be designed such that its input linear region extends along that of the adjacent in-range preamplifier. Furthermore, it is desirable that the over-range preamplifier operate with the same reference voltage as the penultimate preamplifier.

11.1.5 Folding and interpolating ADC

An analog preprocessing structure, which performs the folding and interpolation operations, can be used to reduce respectively the number of comparators and preamplifiers needed in the flash ADC [15–18]. Figure 11.32 shows a sec-
A section of the processing path in a flash ADC.

FIGURE 11.33
A section of the processing path in a folding ADC.

tion of the processing path in a flash ADC. For $N$-bit conversion, the input signal should be compared with at least $2^N - 1$ voltage reference levels and a different comparator is used for each possible digital code. By introducing folding stages, as shown in Figure 11.33 for three reference voltages, the locations of the zero-crossings in the signals now determine the cyclic code transitions to be identified by comparators. The folding factor $F$ (here $F = 3$) indicates the number of zero-crossings included in the transfer characteristic. One comparator detects $F$ reference voltages rather than one, as is the case in the full flash architecture, and the reference voltages of the folding amplifier should be sufficiently far apart to ensure a proper operation of comparators.

Let us consider a folding ADC including four folding amplifiers, whose
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TABLE 11.7
Thermometer and Circular Codes of Numbers from 0 to 3

<table>
<thead>
<tr>
<th>Circular Code</th>
<th>Thermometer Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_3$ $C_2$ $C_1$ $C_0$</td>
<td>$T_2$ $T_1$ $T_0$</td>
</tr>
<tr>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>0 0 0 1</td>
<td>0 0 1 1</td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>0 1 1 2</td>
</tr>
<tr>
<td>0 1 1 1</td>
<td>1 1 1 3</td>
</tr>
<tr>
<td>1 1 1 1</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>1 1 1 0</td>
<td>0 0 1 1</td>
</tr>
<tr>
<td>1 1 0 0</td>
<td>0 1 1 2</td>
</tr>
<tr>
<td>1 0 0 0</td>
<td>1 1 1 3</td>
</tr>
</tbody>
</table>

The reference voltages are chosen as follows:

$F_1$ : $(1/16)V_{REF}$  $(5/16)V_{REF}$  $(9/16)V_{REF}$  $(13/16)V_{REF}

$F_2$ : $(2/16)V_{REF}$  $(6/16)V_{REF}$  $(10/16)V_{REF}$  $(14/16)V_{REF}

$F_3$ : $(3/16)V_{REF}$  $(7/16)V_{REF}$  $(11/16)V_{REF}$  $(15/16)V_{REF}

$F_4$ : $(4/16)V_{REF}$  $(8/16)V_{REF}$  $(12/16)V_{REF}$  $(16/16)V_{REF}$

The first cycle of the circular code, which is produced at the comparator outputs, is shown in Table 11.7. The equivalent thermometer code can be derived using a circular-to-thermometer encoder based on the following Boolean equations:

\[ T_2 = C_2 \oplus C_3 \]
\[ T_1 = C_1 \oplus C_3 \]
\[ T_0 = C_0 \oplus C_3 \]

(11.48)

and implemented using XOR gates. There are two folds in one cycle. With a folding factor of 4 as in this example, the input full range is divided into two cycles or four folds. Because the folding characteristic is redundant, a cycle pointer is generally necessary to resolve the ambiguity in the output code.

A high degree of folding can result in a decrease in the signal bandwidth, which is caused by the presence of parasitic capacitors at the folder output nodes. In practice, $F$ is then limited to eight and more quantization levels can be obtained using a parallel configuration of folding blocks. The necessary number of folding amplifiers or folders can still be high. The amplifier number is reduced using an interpolator with the factor $I$ between two consecutive folding blocks. The interpolation is based on the signal division and can be realized by a resistor ladder, as shown in Figure 11.34, where $V_{R_4} = (V_{R_1} + V_{R_7})/2$, $V_{R_4} = (V_{R_2} + V_{R_8})/2$, and $V_{R_6} = (V_{R_3} + V_{R_9})/2$.

The folding operation relies on mapping the input waveform into a repetitive signal, whose frequency is multiplied by the folding factor. Here, the
amplitude quantization is transformed into the detection of zero-crossings of the folding signal. Figure 11.35 shows the circuit diagram of the \( j \)-th folding stage, where \( F \) is the folding factor. The output of the odd- and even-numbered differential transistor pairs are cross-coupled. The input reference voltages are defined by a resistive network. The polarity of the signal changes each time the input voltage attains a reference level.

The interpolation can be realized using passive elements, and active elements and components. The circuit diagram of an interpolation circuit with a differential structure is shown in Figure 11.36(a). The voltage division is realized by a resistor ladder driven by nMOS source followers [18]. The interpolated signals are denoted by \( V_{ik} \), where \( k = 1, 2, \cdots, I + 1 \), and \( I \) is the interpolation factor. The output signals of two neighboring folding stages can also be interpolated as shown in Figure 11.36(b). Due to the fact that only the
zero-crossings contain the useful information, an accurate gain is not required for any amplifier of the interpolation circuit. The interpolation amplifiers can simply consist of differential transistor pairs, which can operate with a low supply voltage. Here, the interpolation by a factor of the form $I = 2^p$ is achieved by cascading $p$ amplifier sections and $2^p + 1$ amplifiers are required in the $q$-th section.

Note that current-division techniques can also be exploited in order to implement the interpolation stage. This approach relies on the use of current comparators or I-to-V converters and can have the drawback of reducing the bandwidth of the folder circuit due to the extra node, which can be introduced in the signal path.

In the case of interpolations by a factor higher than 2, a systematic error is introduced in the position of zero-crossings due to the effect of the non-linear transfer characteristic of folding amplifiers on the signal values near the boundaries of the input range. Figure 11.37 shows signals obtained as a
result of the interpolation by a factor of 4. Because of the symmetry of the transfer characteristic, the zero-crossing location of the interpolated signal in the middle remains unaffected. In comparison with the ideal case, where the zero-crossings should be uniformly distributed, the other two interpolated zero-crossings tend to move outward. This can be attributed to the amplitude mismatch between the folding signals and the interpolated signals. One way to restore the ideal zero-crossing points can be to extend the operation range of the folding amplifier.

**FIGURE 11.38**
Transfer characteristic of an ideal folding ADC.

Ideally, the input-output characteristic of the folding amplifier is periodic and consists of piece-wise linear segments, or folds, whose number is related to the folding factor. As this leads to a repetitive code at the comparator output, a cycle pointer or coarse converter is needed in addition to a fine converter. The coarse converter ascertains in which period of the folding amplifier transfer characteristic the input signal lies. The transfer characteristic of a converter based on the folding principle is illustrated in Figure 11.38, where the input range is assumed to be divided into \( F \) regions or folds. Note that two folds constitute a folding cycle. An \( N \)-bit full flash ADC requires \( 2^N \) quantization levels, while a folding ADC needs \( 2^N/F \) levels, allowing the use of the folding signal signs for the determination of the LSBs and \( F \) levels for the generation of the MSBs of the output code.

The folding and interpolating converter, as shown in Figure 11.39, consists of two ADCs operating in parallel. The coarse ADC quantizes the input signal and provides the MSBs, while the fine ADC, which includes an analog preprocessing stage, is used for the generation of the LSBs. The outputs at the boundaries of the resistor interpolation structure are generally cross-connected to alleviate the effects caused by the asymmetrical nature of the network edges. As a result, the translational symmetry of the impulse response
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FIGURE 11.39
Block diagram of a folding and interpolating ADC.

of the resistor network is preserved. The mitigation of the delay effect introduced by the analog preprocessing between the MSBs and the other bits is achieved by a bit synchronization block. Otherwise, a misalignment of the different bits can be observed for high-frequency inputs. The decoder transforms the comparator output signals into a binary code.

The total resolution of the folding ADC is given by

\[ N = N_{MSB} + N_{LSB}, \]

where \( N_{MSB} \) and \( N_{LSB} \) are the numbers of bits resolved in the coarse and fine converters, respectively. Let \( F \) be the folding factor, \( I \) denote the interpolation factor, \( N_F \) represent the number of primary folding signals, and \( N_I \) be the total number of interpolated signals [19]. We have

\[ F = 2^{N_{MSB}} \]

and

\[ N_I = 2^{N_{LSB}}, \]

while the total number of folding amplifier is computed as the ratio between the total number of primary folds and the interpolation factor,

\[ N_F = N_I / I. \]
FIGURE 11.40
Block diagram of a 5-bit folding and interpolating ADC.

It can be shown that $N_F F = 2^N / I$. In practice, $F$ and $I$ are assumed to be a power of two. For a given resolution, the choice of $F$, $I$, and $N_F$ is determined by the trade-off to be made between the bandwidth, speed, and power consumption of the converter.

The numbers of comparators in flash and folding ADCs are summarized in Table 11.8. For the same resolution, the flash ADC requires more comparators than the folding ADC. The use of the folding technique then results in an important reduction in the comparator number as the converter resolution is increased.

A 5-bit full flash ADC includes at least thirty-one comparators. Using a folding and interpolating architecture based on a 2-bit coarse ADC and a 3-bit fine ADC, as shown in Figure 11.40, the number of comparators can be reduced, leading to a decrease in chip area and power consumption [20]. In this case, the reference voltages for the folding amplifier $F_1$ and $F_2$ are,
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FIGURE 11.41
Block diagram of the coarse ADC.

FIGURE 11.42
(a) Transfer characteristic of a 5-bit folding and interpolating ADC; (b) illustration of the synchronization between the coarse ADC bits and MSB-2.

respectively, as follows:

\[ F_1 : \frac{1}{32}V_{REF} \quad \frac{9}{32}V_{REF} \quad \frac{17}{32}V_{REF} \quad \frac{25}{32}V_{REF} \]

\[ F_2 : \frac{5}{32}V_{REF} \quad \frac{13}{32}V_{REF} \quad \frac{21}{32}V_{REF} \quad \frac{29}{32}V_{REF} \]

Only two primary folded signals are generated and the remaining ones are recovered by interpolation. By using two interpolators with a factor of 4, the fine ADC required eight comparators. The output code provided by these comparators is repeated for every sixteen quantization levels and the overall input range of the converter involves two folding cycles. Taking into account the four comparators required in the coarse ADC, which is based on the flash
TABLE 11.8
Number of Comparators in Flash ADC and Folding ADC versus the Converter Resolution

<table>
<thead>
<tr>
<th></th>
<th>Number of Comparators</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 bits</td>
<td>6 bits</td>
<td>7 bits</td>
<td>8 bits</td>
</tr>
<tr>
<td>Flash ADC</td>
<td>31</td>
<td>63</td>
<td>127</td>
<td>255</td>
</tr>
<tr>
<td>Folding ADC with a 2-bit coarse ADC</td>
<td>11</td>
<td>19</td>
<td>35</td>
<td>67</td>
</tr>
<tr>
<td>Folding ADC with a 3-bit coarse ADC</td>
<td>11</td>
<td>15</td>
<td>23</td>
<td>39</td>
</tr>
</tbody>
</table>

architecture, as shown in Figure 11.41, the total comparator count for the folding and interpolating converter is twelve.

The transfer characteristic of the 5-bit folding and interpolating ADC is shown in Figure 11.42(a). Due to the finite slew rate of the folding amplifier, the triangular characteristic is approximated by a sinusoidal-like waveform. The comparator outputs of the fine ADC form a circular code, which can be converted into Gray representation using XOR gates. The circular-to-Gray encoder is based on the next Boolean expressions:

\[
g_1 = C_3 \tag{11.53}
\]

\[
g_2 = C_5 \oplus C_1 \tag{11.54}
\]

\[
g_3 = (C_6 \oplus C_4) \oplus (C_2 \oplus C_0). \tag{11.55}
\]

Note that the bit \(C_7\), which is not actually connected to the encoder, can be useful in the case where the circular code must be represented as a thermometer code.

Note that the transition between a group of 1s and a group of 0s in the circular code can also be detected using two-input XOR gates, whose Boolean equations are expressed as follows:

\[
c_j = \begin{cases} 
C_0 \oplus C_7, & \text{if } j = 0 \\
C_j \oplus C_{j-1}, & \text{if } j = 1, 2, \cdots, 7. 
\end{cases} \tag{11.56}
\]

The XOR gate outputs, \(c_j\), are then to be applied to a ROM structure for the conversion to Gray or binary representation.

For the coarse ADC, which is based on the flash architecture, the comparator outputs constitute a thermometer code to be converted into the binary representation. In addition to the minimum of three comparators required by a 3-bit flash converter, the coarse ADC also includes a comparator for the generation of the over-range signal. Ideally, the bit transitions of the coarse and fine ADCs should be exactly synchronized, as illustrated in Figure 11.42(b) for the 3 MSBs. However, this is not the case in practice because the coarse
and fine ADCs operate independently and exhibit different delays. A bitsynchronization section is associated with the digital encoder of the coarse ADC to prevent errors from occurring in the output code, as shown in Figure 11.43. It should be noted that the critical regions are located near the MSB transitions. The coarse ADC bits can then be expressed as

\[
MSB = C_0 \cdot T_1 + T_2 \quad (11.57)
\]

\[
MSB - 1 = \overline{C_0} \cdot T_0 + T_3, \quad (11.58)
\]

where \(C_0\) is obtained from the fine ADC and is used as a bit-synchronization signal.

**FIGURE 11.43**

Effect of the misalignment between the coarse ADC bits and MSB-2.

For proper operation of the folding and interpolating ADC, the output code should be set to the maximum or minimum value, respectively, provided the input voltage is greater than the highest reference voltage or lower than the lowest reference voltage. However, the MSBs saturate at the end of the input range while the LSBs wrap around due to the circular nature of the folding signals. For instance, the code 00000 is changed to 00111 as the input voltage decreases; and with the input voltage increasing, the code 00111 becomes 00000. An over-range and under-range detection mechanism is required to set or reset the output latches. The signals to detect the over-range and under-range conditions are given by

\[
RST = \overline{MSB} \cdot TR \quad (11.59)
\]

\[
SET = MSB \cdot TR, \quad (11.60)
\]

where

\[
IR = (C_0 + T_0) \cdot \overline{(C_0 + T_3)}. \quad (11.61)
\]

The logic state of \(IR\) can be used to flag out-of-range signals. Table 11.9
TABLE 11.9
Circular and Binary Codes for the 5-Bit Folding and Interpolating ADC

<table>
<thead>
<tr>
<th>Circular Code</th>
<th>Binary Code</th>
<th>MSB</th>
<th>MSB-1</th>
<th>MSB-2</th>
<th>MSB-3</th>
<th>LSB</th>
</tr>
</thead>
<tbody>
<tr>
<td>C7 C6 C5 C4 C3 C2 C1 C0</td>
<td>0 0 0 0 0 0 0 0</td>
<td>0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 0 0 0 1</td>
<td>0 0 0 0 0 0 1 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 0 0 1 1</td>
<td>0 0 0 0 1 1 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 1 1 1 1</td>
<td>0 0 1 0 0 1 1 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 0 1 1 1 1 1</td>
<td>0 0 1 0 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 1 1 1 1 1 1</td>
<td>0 0 1 1 0 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 1 1 1 1 1 1 1</td>
<td>0 0 0 1 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 1 1 1 1 1</td>
<td>0 1 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 1 1 1 1 0</td>
<td>0 1 0 0 0 0 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 1 1 0 0 0</td>
<td>0 1 0 1 0 0 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 0 0 0 0 0</td>
<td>0 1 0 1 0 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 0 0 0 0 0 0</td>
<td>0 1 1 1 0 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 0 0 0 0 0 0</td>
<td>0 1 1 1 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 0 0 0 0</td>
<td>1 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 0 0 1 1</td>
<td>1 0 0 0 0 0 1 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 0 1 1 1</td>
<td>1 0 0 1 0 0 1 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 1 1 1 1</td>
<td>0 0 1 0 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 0 1 1 1 1 1</td>
<td>1 0 1 0 1 0 1 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 1 1 1 1 1 1</td>
<td>1 0 1 1 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 1 1 1 1 1 1 1</td>
<td>1 0 1 1 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 1 1 1 1 1</td>
<td>1 1 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 1 1 1 1 0</td>
<td>1 1 0 0 0 0 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 1 1 0 0 0</td>
<td>1 1 0 1 0 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 1 0 0 0 0</td>
<td>1 1 0 1 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 0 0 0 0 0</td>
<td>1 1 1 1 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 0 0 0 0 0 0</td>
<td>1 1 1 1 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

summarizes the output codes of the 5-bit folding and interpolating ADC. The MSB and MSB-1 delivered by the coarse ADC are necessary for the identification of each fold, and the MSB-2, MSB-3, and LSB are derived from the circular code available at the comparator outputs of the fine ADC.

CMOS folding and interpolating converters can achieve resolutions of 8 to
10 bits at sampling frequencies comparable to that of a flash ADC and are suitable for low-power applications. However, the converter operation can be affected by nonideal effects, such as offsets in the comparators required for the zero-crossing detection. Furthermore, without a front-end track-and-hold circuit, the converter performance can be limited by distortions due to the nonlinear transfer characteristic of folders.

### 11.1.6 Sub-ranging ADC

A solution for the reduction of the hardware growth with the number of bits resolved can consist of achieving the analog-to-digital conversion in two steps as shown in Figure 11.44 [21]. The input is first tracked-and-held and then digitized by the L-bit ADC to produce the MSBs, which are applied to the DAC and the result is subtracted from the T/H output signal. This difference denotes the residue of the first step and is extended to the full scale by a $2^L$ amplification before being processed by the (N-L)-bit ADC, which determines the LSBs. A summer can then combine a delayed version of the MSBs and the LSBs to yield the final N-bit word.

![FIGURE 11.44](image)

**FIGURE 11.44**

Block diagram of a sub-ranging ADC.

Sub-ranging ADCs can reach an accuracy of 10 to 12 bits and possess the latency of two clock cycles. This latter is the delay between the instant of the conversion initiation of an input sample and the instant at which the corresponding digital data are being made available. With a speed comparable to the one of a flash ADC, a sub-ranging ADC uses far less hardware for the same resolution. For example, an N-bit flash converter requires $2^N - 1$ comparators, while a two-stage sub-ranging structure needs only $2(2^{N/2} - 1)$ comparators. However, the design of high-resolution sub-ranging ADCs remains limited by practical circuit nonidealities such as component mismatches, charge injection, offset, noise, and finite amplifier gain and bandwidth.

### 11.1.7 Pipelined ADC

A pipelined ADC is another type of sub-ranging ADC, derived by breaking a high-resolution conversion into multiple steps. Pipelined converters are attractive for applications such as image and video processing, digital com-
The pipelined ADC architecture shown in Figure 11.45 includes a T/H circuit, a cascade of \( M - 1 \) coarse conversion stages, followed by a fine converter. The cascaded stages are structurally similar, consisting of a sub-ADC (SADC), a DAC, and an amplifier with a gain factor of \( 2^{n_k} \). Each of these stages, for instance, performs a coarse conversion of the incoming full-scale ramp signal and generates a residue signal that corresponds to an amplified version of the quantization error. The parameter \( n_k \) \((k = 1, 2, \ldots, M - 1)\) represents the number of bits resolved by the \( k \)-th stage of the converter, and the fine converter exhibits a resolution of \( n_M \) bits.

The first processing step is performed by the T/H circuit and amounts to acquiring a sample of the input signal. The resulting output is digitized by the SADC to provide the first \( n_1 \) MSBs, which are also transformed into the corresponding analog voltage by the \( n_1 \)-bit DAC. The residue obtained by subtracting the \( n_1 \)-bit DAC output from the sampled-and-held input is amplified by a factor of \( 2^{n_1} \) so that its maximum swing is readjusted to the ADC full scale. This amplified residue is passed to the subsequent stages, where identical operations are performed. Finally, the different digital codes are appropriately synchronized to eliminate the clock delay and combined to
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produce the required $N$-bit full ADC resolution. Thus,

$$N = \sum_{k=1}^{M-1} n_k + n_M .$$

(11.62)

Note that the amplification of the residue signal helps keep the signal level constant, allowing the use of the same reference source for all sub-ADCs and yielding a reduced sensibility of the last stages to circuit imperfections such as noise, offset voltages, switch charge injection, and parasitic-loading capacitors.

Furthermore, the insertion of a track-and-hold circuit between the pipelined stages to allow a concurrent operation of all stages can result in a high conversion throughput. However, this is achieved at the cost of increased latency and power consumption.

FIGURE 11.46
(a) Ideal and (b) practical residue-input signal transfer characteristics.

Let us consider a 2-bit pipelined stage for the analysis of the circuit imperfection effects on the residue waveform for a full-scale ramp input signal [22, 23]. The ideal relationship between the amplified residue signal, $V_{res}$, and the input signal is shown in Figure 11.46(a). The reference levels $(0, \pm V_{REF}/2)$ of the flash SADC set the position of transitions, whose magnitude at the code boundary is determined by the DAC and the gain of the interstage amplifier. The different output voltage contributions of the DAC are $\pm V_{REF}/4$ and $\pm 3V_{REF}/4$. The signal $V_{res}$ is a linearly increasing function of the input, the magnitude of which is between two adjacent thresholds of the SADC comparator. Once the input signal reaches a threshold level, the signal $V_{res}$ abruptly changes in the opposite direction while remaining within the full scale. Note that the residue is multiplied by the interstage gain of 4 to exactly fit the full-scale of the next stage.

Practical converters can exhibit some linearity errors (see Figure 11.46(b)) such as missing codes. This can be the result of a missing decision level or the loss of a digital code at a DAC input caused by a residual voltage, which exceeds the actual conversion range due to the gain error of the interstage amplifier and offset voltages.

The over-range errors of the residual voltage can be corrected by reducing
the interstage gain to 2 (see Figure 11.47(a)) [22]. For a full-scale input, the signal $V_{res}$ of the pipelined stage $k$ should remain between $-V_{REF}/2$ and $V_{REF}/2$. Any excursion of $V_{res}$ outside this range is considered an error, which can be detected by adding extra quantization levels to the stage $k + 1$. The SADC outputs representing these quantization levels are used by the digital correction to either increment or decrement the output code of the stage $k$ for a residue signal greater than $V_{REF}/2$ or less than $-V_{REF}/2$, respectively. This correction approach works successfully for decision errors as large as $\pm V_{REF}/4$ or $\pm 1/2$ LSB.

![Figure 11.47](image)

**FIGURE 11.47**
Residue-input signal transfer characteristics (a) with a gain of 2 and (b) with $V_{REF}/4$ offset voltage.

![Figure 11.48](image)

**FIGURE 11.48**
An equivalent model of the 2-bit stage with offset adjustments.

The arithmetic of the correction section can be reduced to an addition operation using the stage architecture of Figure 11.48. By appending a $-V_{REF}/4$ offset voltage to the SADC and DAC, the signal $V_{res}$ now varies from $-V_{REF}$ to $V_{REF}/2$. Because the locations of the SADC decision levels and the DAC reference voltages are uniformly shifted by the offset value, a negative over-range condition is prevented for errors up to $\pm V_{REF}/4$. This eliminates the requirement for the subtraction function in the correction logic.

As shown in Figure 11.47(b), the top decision level can be fixed at $V_{REF}/4$ for each stage except the last one. The comparator with the threshold at
3V_{REF}/4 is not required because the amplified residue signal falling above the expected range can be detected by the next stage. The MSB of each pipelined stage can then be resolved by an SADC with only 1.5-bit resolution. In this case, the comparator reference voltages of the SADC are at ±V_{REF}/4 and the output levels of the DAC include ±V_{REF}/2 and 0. Table 11.10 summarizes the characteristics of the 2-bit and 1.5-bit pipelined stages.

**TABLE 11.10**

Characteristics of 2-Bit and 1.5-Bit Pipelined Stages

<table>
<thead>
<tr>
<th></th>
<th>2-Bit/stage</th>
<th>1.5-Bit/stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input range</td>
<td>From $-V_{REF}$ to $V_{REF}$</td>
<td>From $-V_{REF}$ to $V_{REF}$</td>
</tr>
<tr>
<td>SADC threshold levels</td>
<td>$-V_{REF}/2$, 0, $V_{REF}/2$</td>
<td>$-V_{REF}/4$, $V_{REF}/4$</td>
</tr>
<tr>
<td>Number of comparators</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>DAC reference levels</td>
<td>$-3V_{REF}/4$, $-V_{REF}/4$, $V_{REF}/4$, $3V_{REF}/4$</td>
<td>$-V_{REF}/2$, 0, $V_{REF}/4$</td>
</tr>
<tr>
<td>Output digital code</td>
<td>00, 01, 10, 11</td>
<td>00, 01, 10</td>
</tr>
<tr>
<td>Inter-stage gain</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

Here, the nonideal effect of the component is reduced by introducing a redundancy in the pipelined ADC. That is, the resolution of the converter should be less than the sum of the ones provided by single stages. The extra bits are eliminated at the output by the digital correction.

For the switched-capacitor (SC) implementation, the block diagram of the 1.5-bit pipelined stage can be scaled as shown in Figure 11.50. This allows the use of an adequate clocking scheme to maintain a synchronization between the signal paths. Let $V_{i}$ be the input voltage and $V_{REF}$ denote the reference voltage. Ideally, the amplified residue signal generated by the $k$-th stage can then be written as

$$V_{res(k+1)} = 2V_{res(k)} - D_{k}V_{REF}, \quad k = 1, 2, \cdots, M - 1, \quad (11.63)$$
FIGURE 11.50
Scaling of the 1.5-bit pipelined stage for the switched-capacitor implementation.

FIGURE 11.51
(a) A switched-capacitor implementation of the 1.5-bit stage circuit; (b) timing diagram.

where

\[
D_k = \begin{cases} 
-1, & \text{if } V_{\text{res}(k)} < -V_{\text{REF}}/4 \\
0, & \text{if } -V_{\text{REF}}/4 < V_{\text{res}(k)} < V_{\text{REF}}/4 \\
1, & \text{if } V_{\text{res}(k)} > V_{\text{REF}}/4 
\end{cases} 
\]  

(11.64)

and \( V_{\text{res}(1)} = V_i \). A single-ended SC implementation of the 1.5-bit pipelined stage is depicted in Figure 11.51. This circuit includes a flash SADC and a multiplying DAC (MDAC), which performs the multiplication by two followed by the digital-to-analog conversion of the SADC output, the track-and-hold function and the two times amplification of the input signal, and the subtraction. It operates with a two-phase nonoverlapping clock signals. To reduce the effect of the difference in propagation delay between the signal paths, the charges due to the held and reconverted versions of the input signal are transferred toward the output during the same clock phase, \( \phi_2 \). The comparators used in the SADC can be designed using an input-sensing preamplifier
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followed by a regenerative latch, and the control signals of the MDAC are derived from the outputs of a thermometer-to-binary encoder. The amplifier should be designed with a dc gain and bandwidth such that it can settle within ±1/2 LSB accuracy in one half of the clock signal period. The output signal, $V_0$, is given by

$$V_0 = \begin{cases} 
(1 + \frac{C_1}{C_2}) V_i - V_{REF}, & \text{if } V_i > V_{REF}/4, \\
(1 + \frac{C_1}{C_2}) V_i, & \text{if } -V_{REF}/4 \leq V_i \leq V_{REF}/4, \\
(1 + \frac{C_1}{C_2}) V_i + V_{REF}, & \text{if } V_i < -V_{REF}/4. 
\end{cases} \quad (11.65)$$

The stage gain of 2 is realized for $C_1 = C_2$. By requiring only two capacitors, the amplifier loading requirement of the resulting 1.5-bit pipelined stage is relaxed, yielding a reduced sensibility to noise and an improved operation speed.

A differential version of the 1.5-bit pipelined stage is shown in Figure 11.52 [24]. The zero reference is implemented by shorting the DAC output

\[FIGURE 11.52\]
Differential version of the switched-capacitor implementation of the 1.5-bit stage circuit.
It should be noted that differential circuits have the advantage of increasing the signal dynamic range.

FIGURE 11.53
Block diagram of an 8-bit pipelined ADC including a digital correction stage.

FIGURE 11.54
Circuit diagram of a 2-bit flash ADC.

In a pipelined ADC, the first stage generates the MSB of the resulting
digital code, while subsequent stages increase the resolution of the input signal conversion by delivering additional bits in less significant positions of the output code. Figure 11.53 shows the block diagram of an 8-bit pipelined ADC, which is based on 1.5-bit stage with an inter-stage amplifier gain of 2. The amplified residue of each pipelined stage, except the last one, is quantized by the following stage. Because the last stage does not need to generate a residue, it can be implemented as the 2-bit flash ADC shown in Figure 11.54. A resistor network is used to set the reference levels of the three latched comparators to $-V_{REF}/2$, 0, and $V_{REF}/2$, respectively, and the thermometer-to-binary encoder is based on few logic gates.

Adjacent stages of the pipelined ADC should be driven by the clock signals with opposite phases to ensure a concurrent operation. There is a delay of a half clock cycle between the instants at which the outputs of two consecutive stages are available. One input signal sample then requires several clock cycles to be processed by the overall pipelined ADC. The output codes ($b_{k,MSB}$ and $b_{k,LSB}$, $k = 1, 2, \cdots, M$) of the different pipelined stages are synchronized using an array of $D$ latches, and then summed to produce the converter output code with $B_1$ being the MSB.

By exploiting the 0.5-bit redundancy on each stage to correct any decision error in the previous adjacent stage, the concept of the error correction circuit can be illustrated as follows:

\[
\begin{array}{cccccccccc}
  b_{1,MSB} & b_{1,LSB} & & & & & & & & \\
  b_{2,MSB} & b_{2,LSB} & & & & & & & & \\
    & \cdots & \cdots & & & & & & & \\
  b_{M-2,MSB} & b_{M-2,LSB} & & & & & & & & \\
  b_{M-1,MSB} & b_{M-1,LSB} & & & & & & & & \\
    & b_{M,MSB} & b_{M,LSB} & & & & & & & \\
\end{array}
\]

\[
\begin{array}{cccccccccc}
  b_{1,MSB} & b_{1,LSB} & & & & & & & & & & \\
  b_{2,MSB} & b_{2,LSB} & & & & & & & & & & \\
    & \cdots & \cdots & & & & & & & & & & \\
  b_{M-2,MSB} & b_{M-2,LSB} & & & & & & & & & & \\
  b_{M-1,MSB} & b_{M-1,LSB} & & & & & & & & & & \\
    & b_{M,MSB} & b_{M,LSB} & & & & & & & & & & \\
\end{array}
\]

This correction scheme works well as long as the comparator offset magnitudes are not so high (i.e., less than $V_{REF}/4$) as to cause missing codes. In this example, the digital correction should remove the redundancy and deliver an 8-bit output data. It can simply be based on addition. Thus, the correction consists of summing the MSB of a given stage with the LSB of the previous stage. Here, the digital correction cannot be extended to the LSB of the last stage. This implies that either the last stage should be implemented as a 2-bit full flash ADC or using two 1.5-bit stages with the LSB of the final stage being excluded from the converter output code. Figure 11.55 shows the block diagram of a digital adder that may be used in the 1.5-bit/stage pipelined ADC. The propagation of the carry bit is achieved in the direction of the output code MSB. Each 1.5-bit pipelined stage effectively provides 1 bit to the overall resolution. The resulting output data is coded in offset binary format, which is identical with the two's complement representation except that the MSB must be inverted.
For the 1.5-bit/stage pipelined ADC, the sequence of output digits does not form a conventional binary number representation because the bits are signed. The 1.5-bit stage generates three digits and exhibits a radix of 2. Because the number of digits is greater than the radix, there is a redundancy in the sequence of output digits. Hence, more than one combination of digits can be used to represent the same magnitude of a signal sample. The 1.5-bit/stage pipelined ADC is then equivalent to a redundant signed digit system.

It should be noted that, from the input to the output of the converter, the input-referred noise contribution of the pipelined stages is reduced after each stage due to the cumulative scaling effect of the interstage gain on the signal level. Hence, capacitors can be scaled down toward the later stages to reduce the power consumption [25].

Consider both circuit diagrams of Figure 11.56, which represent the different versions of the MDAC generally used in the implementation of the 1.5 bit per stage pipelined ADC architecture. During the clock phase $\phi_1$, $(n - 1 < t \leq n - 1/2)$, according to the MDAC circuit depicted in Figure 11.56(a), the input voltage is sampled onto capacitors $C_1$ and $C_2$, and the amplifier is configured as a unity-gain follower. Assuming that $A_0$ is the amplifier dc gain, it can be shown that

$$V_0(n - 1/2) = A_0|V^+(n - 1/2) - V^-(n - 1/2)|,$$  \hspace{1cm} (11.66)

where $V^+(n - 1/2) = V_{eff}$ and $V^-(n - 1/2) = V_0(n - 1/2)$. During the clock phase $\phi_2$, $(n - 1/2 < t \leq n)$, the capacitor $C_1$ is connected to $DkV_{REF}$, while $C_2$ acts as a feedback capacitor. The application of the charge conservation law at the negative input terminal of the amplifier
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FIGURE 11.56
Two configurations of the SC MDAC for the 1.5-bit stage.

yields

\[
C_1 \left\{ [D_k V_{REF} - V^-(n)] - [V_i(n - 1/2) - V^-(n - 1/2)] \right\} \\
= C_2 \left\{ [V^-(n) - V_0(n)] - [V^-(n - 1/2)] - V_i(n - 1/2) \right\}
\]

and

\[
V_0(n) = A_0[V^+(n) - V^-(n)],
\]

where \( V^+(n) = V_{off} \). Because

\[
V^-(n - 1/2) = V_0(n - 1/2) = \frac{\mu}{1 + \mu} V_{off}
\]

and

\[
V^-(n) = V_{off} - \mu V_0(n),
\]

where \( \mu = 1/A_0 \), it can be shown that

\[
\left[ 1 + \mu \left( 1 + \frac{C_1}{C_2} \right) \right] V_0(n) \\
= \left( 1 + \frac{C_1}{C_2} \right) V_i(n - 1/2) - \frac{C_1}{C_2} D_k V_{REF} + \frac{\mu}{1 + \mu} \left( 1 + \frac{C_1}{C_2} \right) V_{off}.
\]

Finally, the output-input relationship in the z-domain can be derived as

\[
V_0(z) = \frac{\left( 1 + \frac{C_1}{C_2} \right) z^{-1/2} V_i(z) - \frac{C_1}{C_2} D_k V_{REF} + \frac{\mu}{1 + \mu} \left( 1 + \frac{C_1}{C_2} \right) V_{off}}{1 + \mu \left( 1 + \frac{C_1}{C_2} \right)}.
\]

An alternative MDAC structure is shown in Figure 11.56(b). Its operation
is similar to the first one, except during the phase $\phi_2$, where the amplifier is now used in the open-loop configuration and $V^-(n - 1/2) = 0$. The output-input relationship in the $z$-domain is then of the form

$$V_0(z) = \left( 1 + \frac{C_1}{C_2} \right) z^{-1/2} V_i(z) - \frac{C_1}{C_2} D_k V_{REF} + \left( 1 + \frac{C_1}{C_2} \right) V_{off} \left( 1 + \mu \left( 1 + \frac{C_1}{C_2} \right) \right). \quad (11.73)$$

For a sufficiently high dc gain, $\mu$ tends to zero and it appears that the second MDAC exhibits an increased sensibility to the effect of the offset voltage. Ideally, the input signal is multiplied by a factor of 2 for $C_1 = C_2$.

Assuming that the effects of the amplifier imperfections are negligible, the linearity of the converter can still be limited by the capacitor mismatch. With $\alpha_k$ being the ratio mismatch between $C_1$ and $C_2$, that is, $C_1 = (1 + \alpha_k)C_2$, the output voltage of the MDAC can be expressed as

$$V_0(z) = 2(1 + \alpha_k/2)z^{-1/2} V_i(z) - D_k(1 + \alpha_k)V_{REF}. \quad (11.74)$$

In order to fulfill the $N$-bit resolution requirement, any deviation error due to a component imperfection should be no larger than LSB/2, or $1/2^{N-k-1}$ for the $k$-th pipelined stage.

The correction logic in the 1.5-bit/stage pipelined ADC is implemented as an addition with the carry propagation of the overlapping correction bits. Although this technique is very simple, it can only correct the offset voltage effect of SADC comparators. The resulting resolution is then limited to 10 bits due to the effect of errors introduced by the finite gain and bandwidth of the amplifier, capacitor mismatches, and noise on the accuracy of the digital-to-analog conversion and interstage amplifier gain.

The use of laser wafer trimming to adjust the values of circuit components during the IC test results in the enhancement of the converter resolution. But this approach can be limited by aging, and temperature variations, which can affect the matching accuracy, and the extra production cost.

To enable a high resolution, various other circuit techniques (digital calibration, capacitor averaging, dithering, gain-boosting method) can be used [26–29], generally at the cost of an increased circuit complexity and power consumption, and a reduced conversion speed.

With a uniform per-stage resolution, the design is modular, but the use of a multi-bit stage at the converter input can greatly relax the matching and noise requirements for the following stages. In [30], a converter resolution of 14 bits is achieved using a 4-bit pipelined stage followed by eight 1.5-bit stages and 3-bit flash ADC. Note that the stage resolution is generally not greater than 4 bits to maintain the converter power consumption at an acceptable level.
The principle of the redundant sign digit coding can also be exploited in the design of pipelined stages with a resolution greater than 1.5 bits.

In the specific case of a 2.5-bit stage, the SADC has six reference levels of the forms, $\pm V_{\text{REF}}/8$, $\pm 3V_{\text{REF}}/8$, and $\pm 5V_{\text{REF}}/8$. In the ideal case, the amplified residue signal generated by the $k$-th stage can be obtained as

$$V_{\text{res}(k+1)} = 4V_{\text{res}(k)} - D_kV_{\text{REF}}, \quad k = 1, 2, \cdots, M - 1,$$

where

$$D_k = \begin{cases} 
-3, & \text{if } V_{\text{res}(k)} < -5V_{\text{REF}}/8 \\
-2, & \text{if } -5V_{\text{REF}}/8 < V_{\text{res}(k)} < -3V_{\text{REF}}/8 \\
-1, & \text{if } -3V_{\text{REF}}/8 < V_{\text{res}(k)} < -V_{\text{REF}}/8 \\
0, & \text{if } -V_{\text{REF}}/8 < V_{\text{res}(k)} < V_{\text{REF}}/8 \\
1, & \text{if } V_{\text{REF}}/8 < V_{\text{res}(k)} < 3V_{\text{REF}}/8 \\
2, & \text{if } 3V_{\text{REF}}/8 < V_{\text{res}(k)} < 5V_{\text{REF}}/8 \\
3, & \text{if } V_{\text{res}(k)} > 5V_{\text{REF}}/8 
\end{cases}$$

and $V_{\text{res}(1)} = V_i$. To maintain the residue output voltage within $\pm V_{\text{REF}}$, the value of the comparator offset voltage should not exceed $\pm V_{\text{REF}}/8$.

The representation in the binary format of the SADC comparator outputs can result in seven codes, which are 000, 001, 010, 011, 100, 101, and 110.

The circuit diagram of a 2.5-bit MDAC is shown in Figure 11.57, where $C_1$ and $C_2$ should have the same value. During the first phase of the clock signal, the capacitors $C_1$ are connected to the input voltage. In the second clock phase, the capacitor $C_2$ is included in the amplifier feedback loop, while the capacitors $C_1$ are set to the appropriate values of the reference.
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voltage. Ideally, the output voltage is given by

\[ V_0(z) = \left(1 + \frac{3C_1}{C_2}\right) z^{-1/2} V_i(z) - \frac{C_1}{C_2} (D_{1k} + D_{2k} + D_{3k}) V_{REF}, \]  

(11.77)

where \( D_{1k}, D_{2k}, \) and \( D_{3k} \) are equal to \(-1, 0, \) or \(1, \) depending on the output of the SADC. The MDAC output signal corresponding to a given SADC digital code is generated by appropriately switching each of the three capacitors \( C_1 \) to one of the reference levels, \(-V_{REF}, 0, \) or \( V_{REF}.\)

### 11.1.8 Algorithmic ADC

Algorithmic or cyclic analog-to-digital converters (ADCs) \([31–34]\), which are based on the binary division principle, are useful in applications requiring low power consumption and chip area. The core of an algorithmic ADC, as shown in Figure 11.58, consists of a T/H circuit, precision multiply-by-two amplifier, comparator, and summer.

**FIGURE 11.58**

Block diagram of an algorithmic ADC.

Let \( k \) be the number of conversion cycles and \( b_k \) the bit to be determined. The residue signal, \( V_x \), which is considered the partial remainder of a division, can be expressed as

\[ V_x^{(k)} = \begin{cases} 2V_i, & \text{for } k = 1 \\ 2V_x^{(k-1)} + (-1)^{b_{k-1}} V_{REF}, & \text{otherwise} \end{cases} \]  

(11.78)

where

\[ b_k = \begin{cases} 1, & \text{if } V_x^{(k-1)} \geq V_{REF} \\ 0, & \text{if } V_x^{(k-1)} < V_{REF} \end{cases} \]  

(11.79)

and \( k = 1, 2, 3, \cdots, N. \) The iterative execution of this algorithm produces a digital output code in the offset binary representation. At each conversion step, the operation of the algorithmic ADC involves a magnitude comparison, a bit selection, and a decision-dependent summation.
The input signal is first selected using the input switch before being sampled by the T/H circuit. The resulting signal, $V_x$, is applied at the input of the comparator. If $V_x$ is greater than zero, the selected bit will be set to the high logic state and $V_{REF}$ will be subtracted from $2V_x$; otherwise, this bit will take the low logic state and $V_{REF}$ will be added to $2V_x$. By closing the feedback loop through the operation of the input switch, the residue is sent back to the input of the T/H circuit and the determination of the remaining LSB bits proceeds in the same manner. It should be emphasized that each bit of the digital output code is kept in the shift register after its determination.

Starting with the MSB, each bit $b_k$ is determined sequentially, depending on the polarity of $V_x(k)$. By iterating up to $k = N$, we can obtain

$$V_{x(N)} = 2^{N-1} \left[ V_i + \left( \sum_{k=1}^{N-1} (-1)^{b_k} 2^{-k} \right) V_{REF} \right]. \quad (11.80)$$

The signal $V_x$ can be considered the residue generated after the determination of each bit. Hence, the set of bits $b_k$ ($k = 1, 2, \cdots N$) is a binary representation of a fractional number equal to $V_i/V_{REF}$, where $V_i$ is a bipolar signal with a range from $-V_{REF}$ to $V_{REF}$.

![Circuit diagram of an algorithmic ADC.](image)

**FIGURE 11.59**
Circuit diagram of an algorithmic ADC.

To achieve a high resolution, the algorithmic ADC circuit should be designed such that its sensitivity to component imperfections is minimized [35, 36]. For a given resolution, the deviation of the converter characteristic due to these nonidealities should be maintained well below $1/2$ LSB. Figure 11.59 shows the circuit diagram of a ratio-independent algorithmic ADC, which requires a three-phase clock signal to overcome the effects of capacitor mismatches and offset voltages. To perform the voltage multiplication by a factor
of 2 independently of the capacitor ratio, the charge of the input capacitor \( C_3 \) due to the residue voltage, \( V_x \), is transferred onto the feedback capacitor, \( C_2 \), initially charged to \( V_x \). The operation of the ratio-independent algorithmic ADC is better understood by analyzing the charge transfer between capacitors during the three phases of the clock signal.

During the first phase, a sample of the input signal is connected to the converter and the charge due to the input voltage is stored on the capacitor \( C_1 \).

In the second phase, \( C_2 \) is connected to the amplifier output, a charge transfer takes place between \( C_1 \) and \( C_2 \), and the output of the input amplifier is set to the voltage \( V_x \), which is used to charge the capacitors \( C_4 \) and \( C_5 \) of the next stages.

During the third phase, the charge on \( C_2 \) is transferred onto \( C_3 \), while the charge on \( C_5 \) is maintained and the MSB is resolved by the comparator. Note that the charge transfer is not affected by \( C_1 \) because one of its input node is floating.

For the first phase of the determination of the next bit, the capacitor \( C_1 \) is charged to \( V_{REF} \) and the charge produced by \( V_x \) on \( C_5 \) is transferred onto \( C_2 \).

In the second phase, \( C_2 \) acts as a feedback capacitor and its initial charge is combined with the ones on \( C_1 \) and \( C_3 \) to update the value of the residue signal, thereby resulting in the summation of the two charge contributions associated with the input voltage and due to the reference voltage. The derived residue is used to charge the capacitors \( C_4 \) and \( C_5 \) connected to the output of the input amplifier.

During the third phase, the state of the output bit is determined by the comparator and the charge on \( C_2 \) is transferred onto \( C_3 \).

These last three phases are then repeated for each of remaining bits to be resolved. The ratio-independent algorithmic ADC requires three clock phases for the determination of each bit; therefore an \( N \)-bit conversion is performed in \( 3N \) clock phases.

The clock signals for a bipolar conversion can be generated according to the Boolean logic equations of Table 11.11. In the case of a unipolar conversion
with the input signal varying between 0 and $V_{REF}$, the converter switching scheme should be slightly modified. It is necessary to exchange the control signals for switches $S_2$ and $S_3$ during the determination of the MSB. As a result, the first residue will be of the form $V_{x(1)} = V_i - V_{REF}$.

The accuracy of the algorithmic ADC is affected by the nonlinearities due to charge injections of switches, and offset voltages of the amplifier and comparator. The amplifier can be designed to have enough gain and speed such that the deviations due to the finite gain and settling time are greatly reduced. But, the remaining uncompensated component imperfections limit the achievable resolution to about 10 bits.

### 11.1.9 Time-interleaved ADC

A solution for the design of data converters operating with a speed beyond the fundamental technological limit can consist of interleaving in time more than one ADC.

One approach to control the sampling operation in time-interleaved structures is to use several clock signals, as shown in Figure 11.61, where $M$ is the number of parallel channels. Ideally, the effective sampling rate of the resulting structure is increased by $M$ times in comparison to the one of a single ADC. However, due to the difference in the delays between successive sampling instants, dynamic distortions can be observed in the spectrum of the output signal. This results in a degradation of the overall ADC performance. A way to reduce the timing mismatches is to use the structure of Figure 11.62, where the input signal is sampled at a high rate and then multiplexed over $M$ parallel channels to be processed by ADCs. The drawback of this approach is the limited input bandwidth due to the increased capacitive loading of the input sampling stage.
By relying on the definition
\[ \hat{V}_i(\omega) = \sum_{n=-\infty}^{+\infty} v_i(t_n)e^{-j\omega_n T} \] (11.81)
to compute the signal spectrum as if the signal has been sampled uniformly, the digital output spectrum of the converter processing a sine wave will exhibit line spectra whose magnitudes are frequency dependent.

Let \( v_i(t_n) \) denote the sequences obtained by sampling the band-limited input signal at the instants \( t_n \) given by
\[ t_n = (n + \alpha_m)T, \] (11.82)
where \( T = 1/f_s \) is the sampling period, \( \alpha_m \) (\( m = 0, 1, \cdots, M-1 \)) is the timing offset measured in percentage of the sampling period \( T \), and \( n = kM + m \).

The spectrum of the nonuniformly sampled signal [37] can be computed as
\[ \hat{V}_i(\omega) = \sum_{n=-\infty}^{+\infty} v_i(t_n)e^{-j\omega t_n}. \] (11.83)
That is\(^2\),
\[ \hat{V}_i(\omega) = \frac{1}{T} \sum_{k=-\infty}^{+\infty} A(k) V_i\left(\omega - k\frac{2\pi}{MT}\right), \quad (11.93) \]

where
\[ A(k) = \frac{1}{M} \sum_{m=0}^{M-1} e^{-jk\alpha_m(2\pi/M)} e^{-jkm(2\pi/M)} \quad (11.94) \]

and \( V_i(\omega) \) is the Fourier transform of \( v_i(t) \). For \( \alpha_m = 0 \), the signal spectrum is reduced to
\[ \hat{V}_i(\omega) = \frac{1}{T} \sum_{k=-\infty}^{+\infty} V_i\left(\omega - k\frac{2\pi}{MT}\right), \quad (11.95) \]

which corresponds to a uniformly sampled signal. Classical time-interleaved

\(^2\) The signal spectrum, \( \hat{V}_i(\omega) \), is derived as follows:
\[ \hat{V}_i(\omega) = \sum_{n=-\infty}^{+\infty} v_i(t_n)e^{-j\omega t_n} \quad (11.84) \]
\[ = \sum_{k=-\infty}^{+\infty} \sum_{m=0}^{M-1} v_i((kM + m + \alpha_m)T) e^{-j\omega(kM+m+\alpha_m)T} \quad (11.85) \]

Using
\[ v_i((kM + m + \alpha_m)T) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} V_i(\Omega)e^{-j\Omega(kM+m+\alpha_m)T} \, d\Omega \quad (11.86) \]
and permuting the order of the first summation and integration, we obtain
\[ \hat{V}_i(\omega) = \sum_{m=0}^{M-1} \frac{1}{2\pi} \int_{-\infty}^{+\infty} V_i(\Omega) \left[ \sum_{k=-\infty}^{+\infty} e^{-j(\Omega-\omega)kMT} \right] e^{-j(\Omega-\omega)(m+\alpha_m)T} \, d\Omega. \quad (11.87) \]

Since
\[ \sum_{k=-\infty}^{+\infty} e^{-j(\Omega-\omega)kMT} = \sum_{k=-\infty}^{+\infty} \frac{2\pi}{MT} \delta\left(\Omega - \omega + k \frac{2\pi}{MT}\right), \quad (11.88) \]

it can be shown that
\[ \hat{V}_i(\omega) = \sum_{k=-\infty}^{+\infty} \sum_{m=0}^{M-1} \frac{1}{MT} \int_{-\infty}^{+\infty} V_i(\Omega) \delta\left(\Omega - \omega + k \frac{2\pi}{MT}\right) e^{-j(\Omega-\omega)(m+\alpha_m)T} \, d\Omega. \quad (11.89) \]

Hence,
\[ \hat{V}_i(\omega) = \frac{1}{MT} \sum_{k=-\infty}^{+\infty} \sum_{m=0}^{M-1} V_i\left(\omega - k\frac{2\pi}{MT}\right) e^{-jk(2\pi/MT)(m+\alpha_m)T} \quad (11.90) \]
and finally,
\[ \hat{V}_i(\omega) = \frac{1}{T} \sum_{k=-\infty}^{+\infty} A(k) V_i\left(\omega - k\frac{2\pi}{MT}\right), \quad (11.91) \]

where
\[ A(k) = \frac{1}{M} \sum_{m=0}^{M-1} e^{-jk\alpha_m(2\pi/M)} e^{-jkm(2\pi/M)} \quad (11.92) \]
ADC structures can be affected by the following sources of error.

- **Timing skew errors**

  Let us consider a sinusoidal, \( v_i(t) = \sin(\omega_i t) \), whose Fourier's transform is given by
  \[
  V_i(\omega) = j\pi [\delta(\omega + \omega_i) - \delta(\omega - \omega_i)].
  \]  
  (11.96)

  With the assumption that \( \omega_i = 2\pi f_i \), where \( f_i \) is the frequency, the substitution of Equation (11.96) into (11.93) leads to the next equation,
  \[
  \hat{V}_i(\omega) = \frac{2\pi}{T} \sum_{k=-\infty}^{+\infty} \left[ A(k) \delta(\omega + \omega_i - k\frac{2\pi}{MT}) + B(k) \delta(\omega - \omega_i - k\frac{2\pi}{MT}) \right],
  \]  
  (11.97)

  where
  \[
  A(k) = -\frac{1}{2jM} \sum_{m=0}^{M-1} e^{j\alpha_m (2\pi f_i/f_s)} e^{-jkm(2\pi/M)},
  \]  
  (11.98)

  and
  \[
  B(k) = \frac{1}{2jM} \sum_{m=0}^{M-1} e^{-j\alpha_m (2\pi f_i/f_s)} e^{-jkm(2\pi/M)}.
  \]  
  (11.99)

  Note that \( A(k) = B^*(M-k) \), where * denotes the notation for the complex conjugate. Due to timing errors between the ADC clock signals, pairs of line spectra centered at \( \pm f_i + mf_s/M \) (\( m = 1, 2, \cdots , M-1 \)) appear in the output spectrum. The corresponding magnitudes are given by \(|A(k)|\) and \(|B(k)|\), respectively.

  Practical time-interleaved ADCs exhibit a clock skew error of a few picoseconds. That is, the value of \( \alpha_m \) computed from the discrete Fourier transform of the converter output signal is used to control programmable delays with picosecond resolution or clock signal generators. However, the major drawback of this approach is the high complexity of the digital hardware needed for the algorithm implementation [38]. In order to address the problem of timing skew mismatches, the generation of clock signals can be controlled by a delay-locked loop. Another alternative can consist of using the structure of Figure 11.62. By not resetting between samples, the full-speed single sample and hold (S/H) at the front-end provides subsequent circuit sections the whole clock period to operate on the held signal and eliminates in this way the timing skew errors.

- **Gain and offset dispersions**

  The distortions due to the gain and offset dispersions can be modeled by assuming an input sinusoidal input signal of the form
  \[
  v_i(t) = A_m \sin(\omega_i t) + V_m,
  \]  
  (11.100)
where \( m = 0, 1, \cdots, M - 1 \). The corresponding Fourier transform is given by

\[
V_i(\omega) = j\pi A_m [\delta(\omega + \omega_i) - \delta(\omega - \omega_i)] + 2\pi V_m \delta(\omega).
\]  

(11.101)

Substituting Equation (11.101) into (11.93), the output spectrum can be written as

\[
\hat{V}_i(\omega) = 2\pi \frac{T}{+\infty} \sum_{k=-\infty}^{+\infty} A(k) \left[ \delta(\omega + \omega_i - k\frac{2\pi}{MT}) + \delta(\omega - \omega_i - k\frac{2\pi}{MT}) \right]
+ 2\pi \frac{T}{+\infty} \sum_{k=-\infty}^{+\infty} V(k) \delta \left( \omega - k\frac{2\pi}{MT} \right),
\]

(11.102)

where

\[
A(k) = -\frac{1}{2jM} \sum_{m=0}^{M-1} A_m e^{-jkm(2\pi/M)},
\]

(11.103)

and

\[
V(k) = \frac{1}{M} \sum_{m=0}^{M-1} V_m e^{-jkm(2\pi/M)}.
\]

(11.104)

The gain error results in sidebands centered at \( \pm f_i + mf_s/M \). However, the components in each pair of line spectra have the same magnitude, \( |A(k)| \), in contrast to distortions caused by clock skew mismatches.

The dispersion of the offset among the channels gives rise to distortions which can be observed in the frequency domain as tones at each path sampling frequency, \( f_s/M \), and its integer multiples. The magnitude of these spectral lines is determined by \( |V(k)| \).

Because the distortion power of gain and offset errors is not frequency dependent, it can then be compensated using appropriate circuit calibration techniques [39, 40].

In high-resolution ADCs, the thermal noise appears to be the most important nonideality. Specifically, the increase in the number of bits implies a reduction in the noise level, which can be achieved by augmenting the component sizes and equivalently the power consumption.

11.2 Summary

In practice, ADCs operating at Nyquist rate are difficult to implement and may require a high power consumption, especially for high resolutions. Nyquist
ADCs exhibit a quantization noise, which is uniformly spread from 0 to approximately half the sampling rate or clock signal frequency, and individually convert each input signal sample into a digital output code. They can be categorized into SAR, integrating, flash, sub-ranging, and pipelined architectures. In general, the achievable resolution and speed are limited by various noise contributions, and component and timing mismatches. For a given application, the ADC design is determined by the trade-off that can be achieved between the resolution, speed, chip area, and power consumption.

Flash ADCs can provide a resolution ranging from 5 to 9 bits at the sampling rate, while counting ADCs can offer a resolution of 10 to 20 bits at a speed $2^N$ times smaller than the sampling rate and with a latency equal to the product of $2^N$ and the clock period, where $N$ is the number of bits. On the other hand, pipelined ADCs can achieve a resolution of 10 to 14 bits by operating at the sampling rate, while SAR ADCs can provide a resolution of 8 to 16 bits at a frequency equal to the sampling rate divided by the resulting number of bits. SAR and pipelined ADCs exhibit an identical latency equal to the product of the resolution in bits and the clock period, but they can be designed to meet the requirement of low power consumption.

### 11.3 Circuit design assessment

1. **Buffer amplifier for data converter interfacing**
   - Consider a buffer amplifier with the response to a step input given by
     \[
     v_0(t) = V_m[1 - \exp(-t/\tau)],
     \]  
     (11.105)
   where $V_m$ is the maximum amplitude of the output signal and $\tau$ is the time constant. In an application requiring a resolution of $N$ bits, the amplifier should be designed such that $|v_0(t) - V_m|/V_m \leq 1/2^{N+1}$ for $t = t_s = 1/(2f_s)$, where $f_s$ is the sampling frequency. Determine the time constant $\tau$.
   - In the case, where the input signal is a sinusoid of the form
     \[
     v_i(t) = V_{FS} \sin 2\pi f_B t,
     \]  
     (11.106)
   where $V_{FS}$ and $f_B$ represent the signal full-scale amplitude and bandwidth frequency, respectively, find the maximum aperture timing error $t_a = \Delta V/|[dv_i(t)/dt]|_{t=0}$, assuming that the resulting amplitude error $|\Delta V|$ is to be less than a half of the least-significant bit (LSB) and $\text{LSB} = V_{FS}/2^N$. 

2. Quantizer model

In analog-to-digital converters, each sample of the input signal is quantized to fit a finite resolution. This quantization process can be modeled using a characteristic and error function, as illustrated in Figures 11.63(a) and (b) in the case of midtread (a) and midrise (b) quantizers, respectively. Assuming that the quantization error, \( e_Q = \hat{x} - x \), is a stationary process and uncorrelated with the input signal, \( x \), it can be seen that the probability density of the quantization error is uniformly distributed between \(-\Delta/2\) and \(\Delta/2\).

For both quantizers, show that

\[
E(e_Q) = \int_{-\Delta/2}^{\Delta/2} e_Q p(e_Q) de_Q = 0 \quad (11.107)
\]

and

\[
\sigma^2_Q = E(e_Q^2) = \int_{-\Delta/2}^{\Delta/2} e^2_Q p(e_Q) de_Q = \frac{\Delta^2}{12} \quad (11.108)
\]

where \( p(e_Q) \) is the probability density of the quantization error and \( \Delta \) is the quantizer step size.

3. A model for the sampling jitter estimation

The output of a S/H circuit, \( y_k \), can be computed as

\[
y_k = x(kT + \delta_k) + n_k, \quad k \in \mathbb{Z}, \quad (11.109)
\]

where \( x(t) \) is the input signal, \( T \) is the sampling period, \( n_k \) is the additive sampling noise, and \( \delta_k \) denotes the error due to the deviation in the sampling instant.
Let
\[ x(t) = A \cos(\omega_0 t + \phi) \] (11.110)
be a sinusoid signal with the amplitude \(A\), the initial phase \(\phi\), and the angular frequency \(\omega_0\). Using the assumption \(x(kT + \delta_k) \simeq x(kT) + \delta_k x'(kT)\), where \(x'\) represents the first derivative of \(x\), verify that
\[ y_k \simeq A \cos(\omega_0 kT + \phi) + \epsilon_k , \] (11.111)
where \(\epsilon_k = -A\omega_0 \delta_k \sin(\omega_0 kT + \phi) + n_k\).

Show that the variance of the error term \(\epsilon_k\) can be written as
\[
E[\epsilon_k^2] = E[A^2\omega_0^2\delta_k^2 \sin^2(\omega_0 kT + \phi) + n_k^2] \tag{11.112}
= \frac{A^2\omega_0^2}{2} \sigma_\delta^2 - \frac{A^2\omega_0^2}{2} \sigma^2 \cos(2\omega_0 kT + 2\phi) + \sigma_n^2 , \tag{11.113}
\]
where \(\sigma_\delta^2 = E[\delta_k^2]\) and \(\sigma_n^2 = E[n_k^2]\).

Propose a procedure based on the Fourier transform for the computation of the variances \(\sigma_\delta^2\) and \(\sigma_n^2\).

4. **Switched-capacitor SAR ADC**

The circuit architecture shown in Fig 11.64 [41] achieves the conversion of bipolar signals into a digital code, the MSB of which indicates the polarity. The control signals \(S_j\) \((j = 1, 2, \cdots, 14)\) are defined in Table 11.12, \(C_1 = C_2\), and \(C_5 = C_6\). The clock signal \(\phi_p\) determines the sampling and conversion phases. The sign of the input signal is detected during the on-state of \(\phi_p\). The bit \(b_0\) will be set either to 1 if \(V_i \geq 0\) or to 0 if the input signal is negative. Its value is maintained at the output of one latch during the next conversion period fixed by \(\phi_H\).

Let \(k\) denote the conversion cycle. The sampled analog input signal, \(V_i(k)\), which is stored on \(C_1\), is compared to the DAC output, \(V(k)\), available on \(C_2\). The sign of the threshold voltage generated by the DAC is similar to the one of the input signal. Show that the voltage \(V_c(k)\) at the inverting input node of the comparator is given by
\[
V_c(k) = \frac{-C_1 V_i(k) + C_2 V(k)}{C_1 + C_2 + C_p} + V_{off} , \tag{11.114}
\]
where \(C_p\) is the parasitic capacitance at the comparator input node and \(V_{off}\) is the comparator dc offset voltage.

Propose a gate-level implementation of the control circuit.

The DAC is realized using an S/H and an amplifier circuit with the gain of 1/2. Its output signal can be written as
\[
V(k) = -(1)^{b_0} V_{REF} \left(2^{-k} + \sum_{j=0}^{k-1} b_j 2^{-j}\right) . \tag{11.115}
\]
FIGURE 11.64
(a) Block diagram of a SAR ADC, \( x = S, P, H, 1, 2, 3 \); (b) SC DAC; (c) clock and digital signal waveforms.

Depending on the value of \( b_0 \), the positive or negative charge due to \( V_{REF} \) and stored on \( C_5 \) is transferred onto \( C_4 \). Compare the results of the theoretical analysis of the DAC circuit to SPICE simulations.

Analyze the dependence of the converter resolution to the amplifier finite gain and mismatching between \( C_5 \) and \( C_6 \).

5. **SNR degradation due to clock skew errors**

The analysis (see Subsection 11.1.9) of timing skew errors between the ADC clock signals of time-interleaved converters shows that pairs of line spectra centered around \( \pm f_i + mf_s/M \) (\( m = \ldots \))
TABLE 11.12
Digital Signals for the SAR ADC Switch Control

<table>
<thead>
<tr>
<th>Signal</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$\phi_S \phi_1$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$\phi_S + \phi_1 \phi_P$</td>
</tr>
<tr>
<td>$S_3$</td>
<td>$\phi_S \phi_3$</td>
</tr>
<tr>
<td>$S_4$</td>
<td>$b_k \phi_S \phi_3$</td>
</tr>
<tr>
<td>$S_5$</td>
<td>$\phi_S \phi_3 + b_k \phi_S \phi_3$</td>
</tr>
<tr>
<td>$S_6$</td>
<td>$b_k \phi_1 \phi_H$</td>
</tr>
<tr>
<td>$S_7$</td>
<td>$b_k \phi_1 \phi_H$</td>
</tr>
<tr>
<td>$S_8$</td>
<td>$\phi_1 \phi_H$</td>
</tr>
<tr>
<td>$S_9$</td>
<td>$\phi_S \phi_2$</td>
</tr>
<tr>
<td>$S_{10}$</td>
<td>$\phi_S \phi_1 + b_k \phi_1 \phi_P$</td>
</tr>
<tr>
<td>$S_{11}$</td>
<td>$\phi_S \phi_3$</td>
</tr>
<tr>
<td>$S_{12}$</td>
<td>$\phi_S \phi_3 + \phi_S (\phi_2 + \phi_3)$</td>
</tr>
<tr>
<td>$S_{13}$</td>
<td>$\phi_S \phi_2 + b_k \phi_S \phi_3 + \phi_S (\phi_2 + \phi_3)$</td>
</tr>
<tr>
<td>$S_{14}$</td>
<td>$\phi_S \phi_1 + b_k \phi_1 \phi_P$</td>
</tr>
</tbody>
</table>

1, 2, · · · , $M − 1$ appear in the output spectrum. The corresponding magnitudes are given by $|A(k)|$ and $|B(k)|$, respectively, and

$$A(k) = -\frac{1}{2jM} \sum_{m=0}^{M-1} e^{j\alpha_m (2\pi f_i / f_s)} e^{-jkm (2\pi / M)} \tag{11.116}$$

$$B(k) = \frac{1}{2jM} \sum_{m=0}^{M-1} e^{-j\alpha_m (2\pi f_i / f_s)} e^{-jkm (2\pi / M)} \tag{11.117}$$

where $f_i$ is the frequency of the input sine wave, $f_s$ is the sampling frequency, and $\alpha_m$ is the relative error in the sampling instants with respect to the clock signal period.

Verify that the SNR due to clock skew errors is given by

$$SNR = 10 \log_{10} \left( \frac{P_i}{P_\eta} \right) \tag{11.118}$$

where the noise power is provided by the formula

$$P_\eta = P - P_i \tag{11.119}$$

$$P_i = |A(0)|^2 + |B(0)|^2 \tag{11.120}$$

is the power of the input signal, and by using the Parseval’s relation\(^3\), the output signal power is estimated as

$$P = P_A + P_B = \frac{1}{2} \tag{11.122}$$

\(^3\)Let $x(n)$ be an $N$-point sequence, and $X(k)$ its discrete Fourier transform. The next equation

$$\sum_{n=0}^{N-1} |x(n)|^2 = \frac{1}{N} \sum_{k=0}^{N-1} |X(k)|^2 \tag{11.121}$$

is known as Parseval’s relation.
with

\[ P_A = \sum_{k=0}^{M-1} |A(k)|^2 = \frac{1}{4}, \quad (11.123) \]

\[ P_B = \sum_{k=0}^{M-1} |B(k)|^2 = \frac{1}{4}. \quad (11.124) \]

Note that \( A(k) \) and \( B(k) \) can be considered the discrete Fourier transform of the sequences 

\[-\left(\frac{1}{2}j M\right) e^{j\alpha_m (2\pi f_i / f_s)} \] and 

\[\left(\frac{1}{2}j M\right) e^{-j\alpha_m (2\pi f_i / f_s)} \], respectively.
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In comparison with other analog-to-digital converters (ADCs) and digital-to-analog converters (DACs), delta-sigma (∆Σ) data converters (or generally oversampling data converters) exhibit a reduced sensitivity to analog com-
ponent matching. ΔΣ converters are usually the best choice for applications requiring a resolution greater than 20 bits. In these converters, the input signal can be sampled at a rate much greater than the Nyquist frequency (i.e., twice the bandwidth or highest frequency of the signal being sampled), and the quantization noise is shaped by the modulator to be low in the signal band and high in the out-band spectrum. The specifications of either the analog anti-aliasing filter for the analog-to-digital conversion or the smoothing filter for the digital-to-analog conversion are then relaxed due to the signal oversampling, and the remaining out-band noise is attenuated by a filter. The actual reduction of in-band noise power level depends on the modulator structure and the oversampling ratio (OSR) and a high resolution is achieved with a penalty in speed, as the modulator hardware has to operate at the oversampling rate, and an increased complexity of the filter hardware. Oversampling data converters then present a trade-off between speed and resolution.

ΔΣ modulators can be exploited in the implementation of calibration stages required to improve the linearity of Nyquist converters. Built-in self-test is another application for analog signal synthesis where ΔΣ modulators are ideally suited.

### 12.1 Delta-sigma analog-to-digital converter

ΔΣ ADCs can be implemented using either continuous-time (CT) or discrete-time (DT) filters, as shown in Figures 12.1 and 12.2. The signal sampling is performed at the input node in the DT case by an S/H circuit, while it is implemented after the filtering in the CT structure. In both types, the system consists of a ΔΣ modulator followed by a digital decimator. A filter, a quantizer, and a DAC are used as building blocks of the modulator, which is based on an output-feedback structure. Note that even modulators based on a CT filter possess an equivalent in the DT domain, where the converter design is generally achieved.

![Block diagram of a DT ΔΣ ADC.](image)

During the data conversion, the modulator feedback forces the average
value of the quantized signal to follow one of the input signals and the quantization noise in the signal band is attenuated. A decimation filter is required to eliminate the out-of-band noise and to reduce the sampling rate of the modulator output signal.

12.1.1 Time domain behavior
At each processing step, a ∆Σ modulator generates a digital estimation of the signal, which is subtracted from the actual sample of the input signal and the digital conversion of the resulting sequence is achieved such that the output and input signals tend to be equal on average.

In the general case, a single-stage modulator can be described in the time domain using the following equations

\[
x(n) = \sum_{j=0}^{J_S} h_S(j)s(n-j) + \sum_{j=1}^{J_Q} h_Q(j)e_Q(n-j),
\]

\[
e_Q(n) = y(n) - x(n),
\]

\[
y(n) = Q[x(n)],
\]

where \(h_S\) and \(h_Q\) are the impulse responses of the signal transfer function (STF) and quantization noise transfer function (QNTF), respectively; \(x\) denotes the output state of the modulator filter, \(J_S\) and \(J_Q\) represent the length of the STF and QNTF, respectively; and \(Q\) is the equivalent piecewise-constant function of the quantizer. The modulator will be considered stable for a given input and initial conditions if the signal samples \(x\) are bounded and the quantizer is not overloaded.

In the special case of the first-order ∆Σ modulator shown in Figure 12.3, the sum \(\epsilon\) of the input signal \(s\) and the output \(\tilde{y}\) of a 1-bit feedback DAC is applied to an integrator, whose output \(x\) is connected to the input of a comparator delivering the digital sequence \(y\) available at the modulator output, which
is then used to drive the 1-bit feedback DAC. Assuming that
the supply voltages of the comparator are $V_{DD}$ and $-V_{SS}$, and
the DAC reference voltages are $\pm V_{REF}$, the modulator can be
described using the next time-domain equations,

$$x(n) = x(n-1) + \epsilon(n-1), \quad (12.4)$$
$$y(n) = Q[x(n)], \quad (12.5)$$
$$\epsilon(n) = s(n) - \tilde{y}(n), \quad (12.6)$$

where

$$Q[x(n)] = \begin{cases} H, & \text{if } x(n) \geq 0 \\ L, & \text{if } x(n) < 0 \end{cases} \quad (12.7)$$

and

$$\tilde{y}(n) = \begin{cases} V_{REF}, & \text{if } y(n) = 1 \\ -V_{REF}, & \text{if } y(n) = 0 \end{cases} \quad (12.8)$$

At the modulator output, a logic high state, H, corresponds to a
voltage level of about $V_{DD}$ and a logic low state, L, is represented
by approximately $-V_{SS}$.

Let a dc input signal of 0.25 V be applied to the modulator
and the reference voltages of the DAC be $\pm 1$ V. The state and
output sequences of the modulator are given in Table 12.1, where
the initial conditions are specified in the row associated with
$n = 0$. It can be observed that the state and output sequences
for $n \in [2, 9]$ are periodically repeated starting from $n = 10$. For
the first-order modulator, the quantization noise is correlated
with the input signal and appears not to be entirely random.

The allowed input range is from $V_{REF}$ to $-V_{REF}$, resulting in a
converter full-scale range (FSR) of $2V_{REF}$, or say 2 V. A 0.25-V
input signal is 1.25 V above the lower $-1$-V limit of the FSR,
that is, the input represents $(1.25/2) \times 100 = 62.5\%$ of the FSR.

By averaging the first 8 samples of the output sequence, the
number of bits at the high state is 5, leading to the H-state
density given by $(5/8) \times 100 = 62.5\%$.

In practice, the modulator output is decoded using a digital low-
pass filter that averages every given number of samples, which
TABLE 12.1
State and Output Sequences of the First-Order Modulator

<table>
<thead>
<tr>
<th>n</th>
<th>s(n)</th>
<th>x(n)</th>
<th>y(n)</th>
<th>˜y(n)</th>
<th>ϵ(n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>×</td>
<td>0.10</td>
<td>H</td>
<td>1</td>
<td>-1.00</td>
</tr>
<tr>
<td>1</td>
<td>0.25</td>
<td>-0.90</td>
<td>L</td>
<td>-1</td>
<td>1.25</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>0.35</td>
<td>H</td>
<td>1</td>
<td>-0.75</td>
</tr>
<tr>
<td>3</td>
<td>0.25</td>
<td>-0.40</td>
<td>L</td>
<td>-1</td>
<td>1.25</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>0.85</td>
<td>H</td>
<td>1</td>
<td>-0.75</td>
</tr>
<tr>
<td>5</td>
<td>0.25</td>
<td>0.10</td>
<td>H</td>
<td>1</td>
<td>-0.75</td>
</tr>
<tr>
<td>6</td>
<td>0.25</td>
<td>-0.65</td>
<td>L</td>
<td>-1</td>
<td>1.25</td>
</tr>
<tr>
<td>7</td>
<td>0.25</td>
<td>0.60</td>
<td>H</td>
<td>1</td>
<td>-0.75</td>
</tr>
<tr>
<td>8</td>
<td>0.25</td>
<td>-0.15</td>
<td>L</td>
<td>-1</td>
<td>1.25</td>
</tr>
<tr>
<td>9</td>
<td>0.25</td>
<td>1.10</td>
<td>H</td>
<td>1</td>
<td>-0.75</td>
</tr>
<tr>
<td>10</td>
<td>0.25</td>
<td>0.35</td>
<td>H</td>
<td>1</td>
<td>-0.75</td>
</tr>
<tr>
<td>11</td>
<td>0.25</td>
<td>-0.40</td>
<td>L</td>
<td>-1</td>
<td>1.25</td>
</tr>
<tr>
<td>12</td>
<td>0.25</td>
<td>0.85</td>
<td>H</td>
<td>1</td>
<td>-0.75</td>
</tr>
<tr>
<td>13</td>
<td>0.25</td>
<td>0.10</td>
<td>H</td>
<td>1</td>
<td>-0.75</td>
</tr>
<tr>
<td>14</td>
<td>0.25</td>
<td>-0.65</td>
<td>L</td>
<td>-1</td>
<td>1.25</td>
</tr>
<tr>
<td>15</td>
<td>0.25</td>
<td>0.60</td>
<td>H</td>
<td>1</td>
<td>-0.75</td>
</tr>
</tbody>
</table>

can be increased to improve the overall resolution. For input signals around the mid-scale, the H-state density is about 50% in the modulator output sequence. An increase in the input signal toward the higher limit of the FSR results in an augmentation of the H-state density, while a decrease in the input signal toward the lower limit of the FSR induces a reduction in the H-state density.

Due to oversampling, a ∆Σ modulator makes use of the available speed to exchange the resolution in time for that in amplitude.

12.1.2 Linear model of a discrete-time modulator
A linear model of a discrete-time modulator can be obtained based on the assumptions that different feed-ins to the filter are used by the input and feedback signals, and the quantization is done with an additive error. With reference to Figure 12.4, the output signal of the modulator can be computed as

\[ Y(z) = H_S(z)S(z) + H_Q(z)E_Q(z) \]  

(12.9)
where

\[ H_S(z) = \frac{Y(z)}{S(z)} = \frac{qH(z)}{1 + qH(z)}, \quad (12.10) \]

\[ H_Q(z) = \frac{Y(z)}{E_Q(z)} = \frac{1}{1 + qH(z)}, \quad (12.11) \]

and \( H \) represents the \( z \)-domain transfer function of the loop filter, \( H_S \) denotes the signal transfer function (STF), \( H_Q \) is the quantization noise transfer function (QNTF), \( E_Q \) represents the quantization error, and \( q (q > 0) \) is the quantizer gain. To simplify the analysis, the modulator is generally modeled by replacing the quantizer with a unity-gain element followed by an additive noise source. Hence,

\[ H_S(z) = 1 - H_Q(z) \quad (12.12) \]

and the QNTF determines the modulator performance and stability. It should be emphasized that a modulator realized with real components is a nonlinear system and the coupling between the signal and quantization noise is neglected in the above description.

**FIGURE 12.4**
Block diagram of the DT \( \Delta \Sigma \) modulator linear model.

\( \Delta \Sigma \) modulators are generally described by the order of the loop filter, the characteristic of which determines the shape of the noise spectrum. Lowpass filters are generally used to meet the desired resolution in audio applications, while modulators based on a bandpass filter are preferred for the digitization of high-frequency band-limited signals in telecommunication systems. In the \( z \)-domain, an arbitrary \( L \)-th order lowpass modulator can be transformed into a bandpass modulator of order \( 2L \) using the transformation

\[ z^{-1} \rightarrow -z^{-2}. \quad (12.13) \]

In this way, the zeros of the QNTF are shifted from dc to \( f_s/4 \), where \( f_s \) is the sampling frequency.

The resolution achievable with a single-bit \( \Delta \Sigma \) ADC is limited and can generally be improved using converters based on high-order filters [4] or multi-bit quantizers [10].
12.1.3 Modulator dynamic range

Consider a ΔΣ modulator with order $L$ operating with the oversampling ratio $\text{OSR} = f_s/f_N = f_s/(2f_{\text{max}})$, where $f_s$ is the sampling frequency, $f_N$ is the Nyquist frequency, and $f_{\text{max}}$ is the highest spectral component present in the input signal. The quantization noise is shaped by a transfer function of the form

$$H_Q(z) = (1 - z^{-1})^L.$$  \hfill (12.14)

In the frequency domain, we have

$$H_Q(jf) = \left[1 - \exp\left(-j2\pi \frac{f}{f_s}\right)\right]^L = \left[2j \sin\left(\pi \frac{f}{f_s}\right) \exp\left(-j\pi \frac{f}{f_s}\right)\right]^L$$ \hfill (12.15)

and

$$|H_Q(jf)| = \left[2 \sin\left(\pi \frac{f}{f_s}\right)\right]^L.$$ \hfill (12.16)

Figure 12.5 shows the plot of $H_Q$ magnitudes for $L = 1, 2, 3, 4, 5$. The quantization noise suppression over the low-frequency signal band is improved as the value of $L$, or equivalently the modulator order, is increased.

Let $\Delta$ be the quantizer step size. Assuming that the quantization error, $e_Q$, is evenly distributed between $-\Delta/2$ and $\Delta/2$, the mean value of $e_Q$ is
zero and the probability density of $e_Q$ can expressed in the form

$$p(e_Q) = \begin{cases} \frac{1}{\Delta}, & e_Q \in [-\Delta/2, \Delta/2], \\ 0, & \text{otherwise}. \end{cases} \quad (12.17)$$

The variance of the quantization noise, $\sigma_Q^2$, is then given by

$$\sigma_Q^2 = \int_{-\infty}^{\infty} e_Q^2 p(e_Q) \, de_Q = \frac{1}{\Delta} \int_{-\Delta/2}^{\Delta/2} e_Q^2 \, de_Q = \frac{\Delta^2}{12}. \quad (12.18)$$

Generally, the input signal is sampled at the frequency $f_s$, and the spectral density of the quantization noise to be filtered is supposed to remain constant between 0 and $f_s/2$. That is,

$$\sigma_Q^2 = \int_0^{f_s/2} p_i \, df = p_i \int_0^{f_s/2} \, df = p_i (f_s/2) \quad (12.19)$$

or, equivalently,

$$p_i = \sigma_Q^2 \frac{1}{f_s/2} = \frac{\Delta^2}{12 f_s}. \quad (12.20)$$

The spectral density of the quantization noise at the modulator output can be written as

$$p_0 = |H_Q(jf)|^2 p_i = \frac{2^{2L} \Delta^2}{6f_s} \sin^{2L} \left( \frac{\pi f}{f_s} \right). \quad (12.21)$$

The power of the quantization noise in the Nyquist frequency range is given by

$$P_Q = \int_0^{f_N/2} p_0(f) \, df. \quad (12.22)$$

Because the value of the oversampling ratio $OSR = f_s/f_N$ is generally high, we have $f_N \ll f_s$. As a consequence, $0 \leq f \leq f_N/2 \ll f_s$ and $\sin(\pi f/f_s) \simeq \pi f/f_s$. Hence,

$$P_Q \simeq \frac{2^{2L} \Delta^2}{6f_s} \int_0^{f_N/2} \left( \frac{\pi f}{f_s} \right)^{2L} \, df. \quad (12.23)$$

Finally, we obtain

$$P_Q \simeq \frac{\Delta^2}{12} \frac{\pi^{2L}}{2L + 1} \left( \frac{1}{OSR} \right)^{2L+1}. \quad (12.24)$$

In the case of a rounding quantizer, each input sample is assigned to the nearest quantization level. The quantization error is then limited to the range of $-\Delta/2$ to $\Delta/2$, and

$$\Delta = \frac{FSR}{2^B - 1}. \quad (12.25)$$
where $B$ is the number of bits of the quantizer. In the case of a sinusoidal signal with a peak-to-peak amplitude equal to the quantizer full-scale range, FSR, the average power is

$$P_S = \sigma_S^2 = E[s^2(n)] = \frac{\text{FSR}^2}{8}. \quad (12.26)$$

The dynamic range (DR) of the modulator can then be expressed as

$$DR^2 = \frac{P_S}{P_Q} = \frac{\left(\frac{\text{FSR}}{2\sqrt{2}}\right)^2}{\frac{\text{FSR}^2}{12(2^B - 1)^2} \pi^{2L} \left(\frac{1}{\text{OSR}}\right)^{2L+1}} = \frac{3}{2} \frac{2L+1}{\pi^{2L}} (2^B - 1)^2 \text{OSR}^{2L+1}$$

or in decibels,

$$DR\text{(in dB)} = 10 \log_{10} \left(\frac{3}{2} \frac{2L+1}{\pi^{2L}} (2^B - 1)^2 \right) + 10(2L+1) \log_{10} \text{OSR}. \quad (12.27)$$

Thus, the dynamic range, $DR$, is a function of the filter order and the over-

![SQNR vs Input Level](image)

**FIGURE 12.6**
Curve of the signal-to-quantization noise ratio (SQNR) versus the input level.

sampling ratio, OSR. The multiplication of the OSR by a factor of 2 results in an increase in the DR on the order of $3(2L+1)$ dB, or equivalently, $(L+1/2)$ bits of resolution. Note that the dynamic range given by Equation (12.28) may be considered an upper bound because it is based on a linear model of the modulator. Furthermore, the stability requirements of modulators with an order equal to or greater than 2 are only met by using design techniques or structures that can constrain the modulator dynamic range well below this upper bound.
The curve of the signal-to-quantization noise ratio (SQNR) versus the input level is depicted in Figure 12.6. A linear scaling effect is observed between the modulator SQNRs obtained by relying on an ideal model or a practical chip. Furthermore, a premature clipping occurs in the practical SQNR at high input levels because the slew rate of active components appears to be limited. Note that the input level can be evaluated in dB, or in dBFS (decibels relative to full scale), provided the output spectrum is normalized so that a full-scale sine wave can appear at 0 dB.

A typical way to synthesize a ΔΣ modulator is to select the integrator type and signal paths such that all zeros of the noise transfer function are located on the unit circle, or equivalently at $z = 1$. This approach has the advantage of reducing the complexity of the modulator architecture, but the achievable SNR and DR may be limited.

Given a modulator order, the above performance characteristics can be
improved by selecting a noise transfer function with zeros on the unit circle and poles inside the unit circle [5, 6], as shown in Figure 12.7. The poles can be chosen to be identical to the ones of a filter approximation function, such as Butterworth or Chebyshev polynomial, while the zeros are optimally placed on the unit circle. In this case, the noise transfer function is of the form $H_Q(z) = N(z)/D(z)$, where $N$ and $D$ are two polynomials, and it is assumed that the realizability constraint, $\lim_{z \to \infty} H_Q(z) = 1$, and stability requirement are met. The resulting SQNR curve is depicted in Figure 12.8. The fourth-order lowpass modulator considered here exhibits a maximum signal-to-noise ratio of about 80 dB at an oversampling ratio of 32.

The DR formula is still valid in the case of $2L$-th bandpass modulators obtained by applying the dc-to-$f_s/4$ transformation to $L$-th lowpass modulator prototypes. For lowpass modulators, the STF is designed as a lowpass filtering function and the QNTF is chosen as a highpass function, while, for bandpass modulators, the STF is a bandpass function and the QNTF is a band-reject or notch function. The output spectra of fourth-order lowpass and bandpass modulators are depicted in Figures 12.9 and 12.10, respectively. The output spectrum of the bandpass modulator is determined relative to the noise-power bandwidth (NBW).

### 12.1.4 Continuous-time modulator

Continuous-time (CT) modulators are more suitable for high-frequency applications. However, they are more sensitive to clock jitter than their SC counterparts.

In CT modulators, the sampling of the signal takes place in the loop and the stability must be analyzed in the DT domain. The design of the modulator filter then results in the equivalent transfer function $H(z)$. Note that the unstable behavior will be observed when the poles are located far away from the zeros even for input signals with a low amplitude, while the performance is compromised by placing the poles very close to the zeros. Let us assume that the operation of a 1-bit quantizer can be described by the following expression,

$$p(t) = \begin{cases} 1, & \text{if } p_1T \leq t \leq p_2T \\ 0, & \text{otherwise} \end{cases}$$

(12.29)
where $p_1, p_2 \in [0, 1]$ and $T$ is the sampling period. In the $s$-domain, this corresponds to the zero-order hold pulse transfer function given by

$$P(s) = \frac{e^{-sp_1 T} - e^{-sp_2 T}}{s}. \quad (12.30)$$

The type of the DAC pulse, which is determined by the values of $p_1$ and $p_2$, is nonreturn-to-zero (NRZ) for $p_1 = 0$ and $p_2 = 1$, return-to-zero (RZ) for $p_1 = 0$ and $p_2 = 1/2$, and half-clock-period delayed return-to-zero (HRZ) for $p_1 = 1/2$ and $p_2 = 1$ (see Figure 12.11). The CT transfer function, $H(s)$, can be obtained using the impulse invariant transformation as follows,

$$Z^{-1}\{H(z)\} = L^{-1}\{P(s) \hat{H}(s)\}|_{t = nT}, \quad (12.31)$$

where $Z^{-1}$ and $L^{-1}$ denote the inverses of the $z$-transform and Laplace transform, respectively; $H(z)$ is the transfer function of the DT filter; and $\hat{H}(s)$ represents the transfer function of the CT filter. This last equation can equivalently be written in the time domain as

$$h(nT) = [p(t) * \hat{h}(t)]|_{t = nT} = \left( \int_{-\infty}^{\infty} p(t) * \hat{h}(t - \tau) d\tau \right)|_{t = nT}, \quad (12.32)$$

where $*$ represents the time convolution, $h(nT)$ is the impulse response of the DT filter, $p(t)$ is the impulse response of the DAC, and $\hat{h}(t)$ denotes the impulse response of the CT filter.

The classical approach used for the design of a CT modulator consists of first choosing the appropriate $z$-domain QNTF, $H_Q(z)$, that meets the required specifications and convert it to the DT loop transfer function $H(z) = (H_Q(z) - 1)/H_Q(z)$. The CT filter transfer function, $H(s)$, is then obtained by solving the equation of the impulse invariant transformation with a symbolic math program or numerical methods. Whenever possible, the DT transfer function of the modulator can be decomposed into partial fractions of the form $H_i(z)$, $i = 1, 2$, and the equivalent CT function is derived using the results of Table 12.2, where $f_s$ is the clock signal frequency [7]. Note that l’Hôpital’s rule was exploited to obtain the $s$-domain equivalent functions in the specific case where $z_k = 1$ (i.e., the poles are located at dc). The impulse invariant method has the advantage of resulting in circuits with a low complexity in comparison with other approaches.

In practice, the settling behavior of the DAC and quantizer are affected by the excess loop delay due to the nonzero switching time of transistors in the quantizer latch and DAC, and timing jitter.

It can be observed that in the CT structure, the clock jitter, which causes a variation in the width of DAC pulses, disturbs the sum of the input signal and quantization noise, because the sampling occurs at the quantizer rather than the input. In the DT case, only the input signal is affected. As a result, the signal-to-noise ratio (SNR) of CT modulators is more severely affected by the timing jitter in the quantizer clock than the SNR of the equivalent
TABLE 12.2
Impulse-Invariant Transformation of Functions with Single and Double Poles

<table>
<thead>
<tr>
<th>z-domain</th>
<th>s-domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1(z) = \frac{z^{-1}}{1 - z_k z^{-1}}$</td>
<td>$\hat{H}_1(s) = \begin{cases} \frac{s_k}{q_1(s - s_k)}, &amp; \text{if } z_k \neq 1 \ \frac{f_s}{(p_2 - p_1)s}, &amp; \text{if } z_k = 1 \end{cases}$</td>
</tr>
<tr>
<td>$H_2(z) = \frac{z^{-2}}{(1 - z_k z^{-1})^2}$</td>
<td>$\hat{H}_2(s) = \begin{cases} \frac{(q_2 s_k + q_1 f_s)s - q_2 s_k^2}{z_k q_1^2(s - s_k)^2}, &amp; \text{if } z_k \neq 1 \ -f_s \left(1 - \frac{p_1 + p_2}{2}\right)s + f_s^2 &amp; \text{if } z_k = 1 \end{cases}$</td>
</tr>
<tr>
<td>$H_3(z) = \frac{z^{-3}}{(1 - z_k z^{-1})^3}$</td>
<td>$\hat{H}_3(s) = \begin{cases} \frac{r_2 f_s s^2 + r_1 f_s^2 s + r_0 f_s^3}{z_k q_1^2(s - s_k)^3}, &amp; \text{if } z_k \neq 1 \ r f_s s^2 - f_s^2 \left(\frac{3}{2} - \frac{p_1 + p_2}{2}\right)s + f_s^3 &amp; \text{if } z_k = 1 \end{cases}$</td>
</tr>
</tbody>
</table>

where

- $f_s = 1/T$
- $s_k = \ln(z_k)/T$
- $q_1 = z_k^{1-p_1} - z_k^{1-p_2}$
- $q_2 = (1 - p_2)z_k^{1-p_2} - (1 - p_1)z_k^{1-p_1}$
- $r_0 = (q_4/2)s_k^3$
- $r_1 = -q_4 s_k^2 + q_3 s_k + q_1^2$
- $r_2 = (q_4/2)s_k^3 - q_3$
- $r = 1 + [p_1(p_1 - 9) + p_2(p_2 - 9) + 4p_1 p_2]/12$
- $q_3 = (3/2 - p_1)(z_k^{1-p_1})^2 + (3/2 - p_2)(z_k^{1-p_2})^2 + (p_1 + p_2 - 3)z_k^{1-p_1} z_k^{1-p_2}$
- $q_4 = (1 - p_1) (2 - p_1)(z_k^{1-p_1})^2 + (1 - p_2) (2 - p_2)(z_k^{1-p_2})^2 + [p_1(p_1 + 3) + p_2(p_2 + 3) - 4(1 + p_1 p_2)] z_k^{1-p_1} z_k^{1-p_2}$

Adapted from [7], ©1999 IEEE.

DT versions. It should be noted that modulators with a NRZ DAC are less sensitive to the clock jitter than the one with RZ or HRZ DACs.
Furthermore, the performance of CT ∆Σ modulators can be affected by the so-called excess delay, which is required by the quantizer to update its output. As a result, the DAC pulse can extend beyond $T$ (or the clock period end) and the order of the equivalent DT loop filter is now one unit higher than the CT filter order. In general, solutions at the circuit level (appropriate selection of the DAC pulse, feedback coefficient tuning, use of extra feedback paths) can be used for the compensation.

12.1.5 Lowpass delta-sigma modulator

Lowpass ∆Σ modulators are based on discrete-time integrators with a delay, and whose transfer function is

$$I(z) = \frac{z^{-1}}{1 - z^{-1}}$$

and a comparator. Note that the term $1/(1 - z^{-1})$ is generally realized by a switched-capacitor integrator, but the delay $z^{-1}$ introduced in the transfer function numerator can be implemented using appropriate clock signals at the integrator input and output, or at the integrator input and to drive the quantizer.

12.1.5.1 Single-stage modulator with a 1-bit quantizer

The block diagram of a first-order modulator is shown in Figure 12.12. It consists of an integrator, a 1-bit quantizer or comparator, and a 1-bit DAC. With the assumption that $\alpha_1 = 1$, the STF and QNTF are given by

$$H_S(z) = z^{-1} \quad \text{and} \quad H_Q(z) = 1 - z^{-1}.$$  \hspace{1cm} (12.34)

This structure has a large dynamic range, and is simple and less sensitive to the component nonidealities. However, the quantization noise can be signal dependent and not statistically uncorrelated with the input signal as it is usually assumed. As a consequence, single-frequency tones appear in the modulator output spectrum for slowly varying input signals. This effect can be prevented by whitening the quantization noise through dithering. It consists of adding a pseudo-random sequence, which is independent and uncorrelated with the input signal, at the quantizer input. The transfer function from the
dither input to the modulator output must be proportional to the one of the quantization noise. Furthermore, the magnitude of the dither signal should be chosen so that the quantizer cannot overload. The increase of the number of state variables (integrator input and output) can also help to reduce tones by preventing the formation of a repeating bit pattern at the modulator output.

FIGURE 12.13
Block diagram of a second-order modulator.

The modulator shown in Figure 12.13 achieves a second-order shaping of the quantization noise. It uses two integrators in the filter loop. In comparison to the first-order structure, the number of internal states is increased and the occurrence likelihood of spectral tones is reduced. Here for \( \alpha_2/2 = 2 \alpha_1 = 1 \), the STF and QNTF can be written in the form

\[
H_S(z) = z^{-2} \quad \text{and} \quad H_Q(z) = (1 - z^{-1})^2. \quad (12.35)
\]

Here, the QNTF exhibits two zeros at dc and can provide an improved attenuation of the noise in the baseband compared to the one of the first-order modulator.

FIGURE 12.14
Block diagram of a third-order modulator.

The third-order modulator of Figure 12.14 is derived by adding an integrator stage and a feedback path to the second-order structure. The STF and
QNTF can be respectively expressed as

\[
H_S(z) = \frac{\prod_{i=1}^{3} \alpha_i |I(z)|^3}{1 + \sum_{i=1}^{3} \prod_{j=i}^{3} \alpha_j |I(z)|^{3-i+1}}
\]

(12.36)

\[
= \frac{\alpha_1 \alpha_2 \alpha_3 z^{-3}}{D(z)}
\]

(12.37)

and

\[
H_Q(z) = \frac{1}{1 + \sum_{i=1}^{3} \prod_{j=i}^{3} \alpha_j |I(z)|^{3-i+1}}
\]

(12.38)

\[
= \frac{(1 - z^{-1})^3}{D(z)},
\]

(12.39)

where

\[
D(z) = 1 + (\alpha_3 - 3)z^{-1} + [\alpha_3(\alpha_2 - 2) + 3]z^{-2} + [\alpha_3(\alpha_2 \alpha_1 - \alpha_2 + 1) - 1]z^{-3}.
\]

(12.40)

Due to the nonlinear nature of ΔΣ modulators, the stability can depend on characteristics such as the input signal level or initial conditions. Simulations show that the use of a multi-bit quantizer, which can better accommodate large signals than a single-bit quantizer, is necessary to stabilize a single-loop modulator with the QNTF of the form \(H_Q(z) = (1 - z^{-1})^L\), where \(L > 2\). An \(L\)-th-order modulator will then be stable if the quantizer has \(B \geq L + 1\) bits of resolution. However, higher-order single-loop modulators with a single-bit quantizer can be made stable by matching the QNTF to a more general highpass or band-reject transfer function. This is generally achieved either using the Butterworth or inverse-Chebyshev filter approximations to find the QNTF and then suitable zeros are added to the numerator in order to improve the attenuation of the baseband quantization noise or by numerically finding the poles and zeros of the QNTF, which can provide a more effective shaping of the baseband quantization noise out of the band of interest, with the help of computer-aided design tools. It may then be necessary to increase the complexity of the loop filter structure, as shown in Figures 12.15 and 12.16. These third-order modulator structures are based on single-stage topologies with feedforward and feedback paths and can allow the QNTF zeros to be spread over the signal bandwidth instead of being all placed at dc.

Single-bit modulators with an order equal to or greater than three possess a dynamic range lower than the one predicted by Equation (12.28) due to the attenuation required in the signal path in order to meet the loop stability.
condition. The design objective is to find the coefficient combination that provides the maximal dynamic range, while maintaining the modulator stability.

Most of the methods for generating the loop coefficients from modulator specifications focus on synthesizing a QNTF based on a filtering function. Because a delay-free loop around a quantizer is not implementable, the associated QNTF should have the property that \( \lim_{z \to \infty} H_Q(z) = 1 \). Let the noise power gain (NPG) be defined as

\[
NPG = \frac{1}{\pi} \int_{0}^{\pi} |H_Q(e^{j\omega})|^2 d\omega. \tag{12.41}
\]

The modulator must be designed such that the NPG limitation is satisfied. That is,

\[
NPG_{\min} \leq NPG \leq NPG_{\max}, \tag{12.42}
\]

where \( NPG_{\min} \) is determined by the acceptable level of in-band tones, and
NPG\textsubscript{max} depends on the stability requirement that is affected by the modulator order and the maximum power of the input dc signal. To take into account the effect of coefficient variations due to component imperfections, the upper bound of the NPG must be selected with a safety margin from the instability border. The resulting NPG is generally a function of the in-band noise suppression, the OSR, and the modulator order.

12.1.5.2 Dithering

In general, the time-domain output waveform of ∆Σ modulators can be affected by idle tones or pattern noise, which appears as periodic impulses whose peak levels are much greater than their rms values. This behavior, which is due to the correlation between the quantizer error and the dc level of the input signal, is undesirable, especially in audio applications. A solution consists of using dithering, which can be realized by adding a pseudo-random sequence to the quantizer input. As a result, the quantization noise is made almost independent of the modulator input signal and asymptotically white in some cases.

The block diagram of a modulator with dithering is shown in Figure 12.17(a). Here, the dithering signal, which is a digital sequence provided by a pseudo-random number generator, can be added to the comparator output [8], instead of the input. Because it is shaped by the modulator in the same way as the quantization noise, its cancelation at the modulator output is realized using a filter section with the transfer function, \( H_Q(z) \), and a subtractor. The noise transfer function, \( H_Q \), is determined by the specifications of the loop filter, and is implemented using either a conventional digital filter or an adaptive filter [9], as illustrated in Figure 12.17(b). This latter approach can provide a better tracking of the modulator response.

12.1.5.3 Design examples

The block diagram of a second-order lowpass modulator is shown in Figure 12.18, where \( \alpha_1 = 1/2, \alpha_2 = 2 \). This modulator is implemented as a fully differential circuit depicted in Figure 12.19. It is based on switched-capacitor...
FIGURE 12.18  
Block diagram of a second-order lowpass DT modulator.

(12.3) integrator and operates with nonoverlapping two-phase clock signals. The phase 1 includes $\phi_1$ and $\phi_{1d}$, while $\phi_2$ and $\phi_{2d}$ constitute the phase 2. The comparator can provide erroneous decisions due to the fact that its decision time generally increases for input signals with a low magnitude. It is then followed by a flip-flop, which can reduce the bit error due to the metastability. The switching of the reference voltages is controlled by a digital circuit, which consists of NAND gates and inverters with a buffer function. Simulation results show that the dynamic range of the modulator increases by 15 dB for every doubling of the OSR.

The block diagram of a second-order lowpass modulator, which uses a continuous-time filter, is illustrated in Figure 12.20, where $\alpha_1 = \alpha_2 = 1$, $\omega_1 = \omega_2 = 1$, $\beta_1 = 1.5$, and $\beta_2 = 1$. The implementation of this modulator shown in Figure 12.21 is based on $g_mC$ operational amplifier integrators. The output signal of the filter is quantized by the latched comparator and then processed by the D flip-flops, which drive the two 1-bit switched-current DACs used in the feedback path.
Because $\hat{H}(s)$ cannot uniquely be determined by the impulse invariant transformation, a suitable CT filter prototype is generally used to solve Equation (12.31). For the filter of Figure 12.21, it can be assumed that the DAC pulse is of the NRZ type and the filter has the following transfer function:

$$\hat{H}(s) = \frac{\beta_1}{s} + \frac{\beta_2}{s^2}.$$  \hfill (12.43)

Here, the equivalent DT transfer function can be obtained as

$$H(z) = Z \left\{ \mathcal{L}^{-1} \left[ P(s)\hat{H}(s) \right] t = nT \right\}.$$  \hfill (12.44)

Because the $s$-transform of the DAC pulse is given by

$$P(s) = \frac{1 - e^{-sT}}{s},$$  \hfill (12.45)
we have

\[ H(z) = (1 - z^{-1}) \mathcal{Z} \left\{ \mathcal{L}^{-1} \left[ \frac{\hat{H}(s)}{s} \right]_{t=nT} \right\}. \]  (12.46)

Noting that

\[ \mathcal{Z} \left\{ \mathcal{L}^{-1} \left[ \frac{1}{s^2} \right]_{t=nT} \right\} = \frac{T z^{-1}}{(1 - z^{-1})^2} \]  (12.47)

\[ \mathcal{Z} \left\{ \mathcal{L}^{-1} \left[ \frac{1}{s^3} \right]_{t=nT} \right\} = \frac{T^2 z^{-1} (1 + z^{-1})}{(1 - z^{-1})^3} \]  (12.48)

and \( T = 1 \), the equivalent \( z \)-domain transfer function can be expressed as

\[ H(z) = \frac{(2\beta_1 + \beta_2) z^{-1} + (-2\beta_1 + \beta_2) z^{-2}}{2(1 - z^{-1})^2}. \]  (12.49)

In the case where \( \beta_1 = 1.5 \) and \( \beta_2 = 1 \), we can obtain

\[ H(z) = \frac{2 z^{-1} - z^{-2}}{(1 - z^{-1})^2}. \]  (12.50)

The CT modulator of Figure 12.20 is then equivalent to a second-order DT modulator with the QNTF given by

\[ H_Q(z) = \frac{1}{1 + H(z)} = (1 - z^{-1})^2. \]  (12.51)

Note that the design of a CT modulator can be based on other types of DAC pulses. In order to obtain the output at any time between two consecutive sampling instants, the expression of the equivalent DT transfer function should be rewritten as

\[ H(z) = \mathcal{Z}_m \left\{ \mathcal{L}^{-1} \left[ P(s) \hat{H}(s) \right]_{t=nT} \right\}, \]  (12.52)

where \( \mathcal{Z}_m \) denotes the modified \( z \)-transform.

In the analysis of the excess loop delay, the transfer function provided by the modified \( z \)-transform, which is based on the assumption that the delay occurs at the output of the CT filter, is similar but not identical to the one obtained by solving the impulse invariant transformation equation in the time domain, where the fact that the delay occurs prior to the DAC pulse, as it is the case in practical circuit, can be taken into account.
FIGURE 12.22
Block diagram of a second-order lowpass CT modulator with an extra feedback path.

α₀ = α₁ = α₂ = 1, ω₁ = ω₂ = 1.

One approach to compensate for the excess loop delay consists of adding extra feedback paths to the modulator. In the modulator block diagram shown in Figure 12.22, the additional path connects the DAC output to the summer inserted between the last integrator and the quantizer. The transfer function of the CT filter now becomes

\[ \hat{H}(s) = \beta_0 + \frac{\beta'_1}{s} + \frac{\beta'_2}{s^2}. \]  

(12.53)

Considering an excess loop delay equal to τ, the z-domain equivalent transfer function of the filter can be obtained as

\[ H_\tau(z) = Z \left\{ \mathcal{L}^{-1} \left[ P_\tau(s) \hat{H}(s) \right]_{t=nT} \right\}, \]  

(12.54)

where T is the clock period, and the Laplace transform of the DAC pulse, \( P_\tau(s) \), is given by

\[ P_\tau(s) = \int_{\tau}^{T+\tau} e^{-st} dt \]  

(12.55)

\[ = \frac{e^{-s\tau} - e^{-s(T+\tau)}}{s} \]  

(12.56)

\[ = \frac{e^{-s\tau} - e^{-sT}}{s} + e^{-sT} \frac{1 - e^{-s\tau}}{s}. \]  

(12.57)

Using the following impulse invariant transformations

\[ Z \left\{ \mathcal{L}^{-1} \left[ \frac{P_\tau(s)}{s} \right]_{t=nT} \right\} = \frac{(1 - \tau)}{1 - z^{-1}} + \frac{\tau z^{-1}}{1 - z^{-1}} \]  

(12.58)

and

\[ Z \left\{ \mathcal{L}^{-1} \left[ \frac{P_\tau(s)}{s^2} \right]_{t=nT} \right\} = \frac{(1 - \tau)^2 z^{-1} + (1 - \tau^2) z^{-2}}{2(1 - z^{-1})^2} \]  

\[ + \frac{z^{-1} \tau(2 - \tau) z^{-1} + \tau^2 z^{-2}}{2(1 - z^{-1})^2}, \]  

(12.59)
it can be shown that

\[ H_{\tau}(z) = \frac{az^{-1} + bz^{-2} + cz^{-3}}{2(1 - z^{-1})^2}, \]  

(12.60)

where

\[ a = 2\beta_0 + 2\beta'_1(1 - \tau) + \beta'_2(1 - \tau)^2, \]  

(12.61)

\[ b = -4\beta_0 - 2\beta'_1(1 - 2\tau) + \beta'_2(1 + 2\tau - 2\tau^2), \]  

(12.62)

and

\[ c = 2\beta_0 - 2\beta'_1\tau + \beta'_2\tau^2. \]  

(12.63)

The compensation for the excess loop delay is achieved provided the transfer functions \( H_{\tau}(z) \) and \( H_{\tau}(z) \) are matched. Setting Equation (12.49) equal to (12.60) yields

\[ \beta_0 = \beta_1\tau + \beta_2\tau^2/2 \]  

(12.64)

\[ \beta'_1 = \beta_1 + \beta_2\tau \]  

(12.65)

and

\[ \beta'_2 = \beta_2. \]  

(12.66)

The aforementioned method for the derivation of the feedback coefficients may become cumbersome and impractical due the nonideal characteristics (parasitic poles and zeros) of amplifiers used in the integrator design. As a consequence, numerical techniques and behavioral simulations are often used in practice.

Note that, by operating with symmetric signals, differential architectures have the advantage of reducing the inter-symbol interference effects caused by unequal rise and fall times of the DAC pulses.

### 12.1.5.4 Modulator architectures with a multi-bit quantizer

A multi-bit ΔΣ modulator is realized by using multi-bit quantizer (or say, a B-bit ADC) and DAC. The main advantage of multi-bit modulators is the increase in the dynamic range by about \( 20 \log_{10}(2^B-1) \) dB compared to that of modulators with a single-bit quantizer. This is due to the fact that the power of the quantization noise is proportional to the square of the quantizer step size, which is reduced by increasing the number of quantization levels in the converter range. The oversampling ratio required to achieve a given conversion resolution can then be reduced. In the design of high-order (\( L > 2 \)), single-loop modulators, the use of a multi-bit quantizer helps prevent the instability
due to quantizer overload and observed in most single-bit structures. In the case of low-order \((L \leq 2)\) modulators, an improved attenuation of tones can be expected because the quantization noise is more randomly distributed as the number of bits of the quantizer is increased.

\[
\sum_{\alpha} I(z) = \frac{1}{2}, \quad \alpha_2 = 2, \quad I(z) = z^{-1}/(1 - z^{-1}).
\]

The block diagram of a multi-bit second-order modulator is depicted in Figure 12.23, where \(\alpha_1 = 1/2, \alpha_2 = 2,\) and \(I(z) = z^{-1}/(1 - z^{-1})\). The multi-bit DAC used in the feedback loop can be implemented using either current-steering circuits, wherein transistor matching is essential to obtain a high linearity, or charge-redistribution circuits, in which the capacitor matching is required. By modeling the quantizer as an additive source with the quantization noise \(E_Q\) and the multi-bit DAC as an additive source with the nonlinearity error \(E_D\), the modulator output, \(Y\), is given by

\[
Y(z) = z^{-2}S(z) + (1 - z^{-1})^2E_Q(z) - E_D(z), \quad (12.67)
\]

where \(S\) denotes the input signal. Hence, the performance of the multi-bit modulator is limited by the nonlinearity of the B-bit internal DAC, which results in distortions directly added to the input signal. Modulator designs were reported using digital correction techniques [10] or dynamic element matching (DEM) methods such as data weighted averaging (DWA) to reduce the effect of the DAC mismatch errors that can be introduced in the signal baseband.

The general architecture used for the digital calibration is illustrated by the block diagram shown in Figure 12.24. During the calibration, the system is configured to allow the estimation of DAC errors that are stored in memory and subsequently used for correction.

The internal ADC is generally of the flash type and its hardware complexity increases exponentially with the bit resolution. That is, a suitable choice
for the number of bits, $B$, is on the order of 4. The block diagram of the digital calibration required to meet the accuracy of 16 bits using a second-order modulator with an OSR of 128 is shown in Figure 12.25 [10]. It is based on the length truncation of data stored in a random access memory (RAM). In the worst case, the 4-bit internal DAC is assumed to exhibit a linearity of 9 bits. The modulator output is transferred to the address lines for the selection of the corresponding RAM word with the length of 10 bits (1 sign bit + 9 bits). This latter is reduced to 3 bits by a first-order digital $\Delta\Sigma$ modulator. The compressed RAM word, $e$, is then added to $x$, which is a 10-bit delayed version of the modulator output. The modulator output sequences form the four MSBs, the fifth MSB is set to 1 to assign the positive sign of $x$ to the addition result for any value of $e$, and the remaining bits are zero. The 10-to-4 bit truncation of $s$ is then achieved using the structure shown in Figure 12.26. Note that the characteristic of the truncator is determined by the signal resolution predicted by simulations to be at least 18 bits. The scheme depicted in Figure 12.27 is used to store the conversion errors of the 4-bit DAC in the RAM. The analog equivalent of the digital input code generated by a 4-bit counter is applied to the initial multi-bit $\Delta\Sigma$ modulator operating as a single bit converter. The decimation stage is based on counters, which can provide an 18-bit word for each digital input code, which is held for $2^{18}$ clock periods. The error data to be stored in the RAM is computed as the difference between the converted and the original input code. The overall calibration requires $2^4 \times 2^{18}$ clock periods and is achieved off-line. However, with a DAC structure that can operate with multiple inputs and outputs, such as the resistor-string converter, the modulator can be duplicated to allow a background calibration.

FIGURE 12.25
Block diagram of the digital calibration. (From [10], ©1993 IEEE.)

FIGURE 12.26
Block diagram of the modulator used for the 10-to-4 bit truncation.
An alternative technique used to mitigate the effect of component mismatch in multi-bit DACs is dynamic element matching (DEM), which consists of using an algorithm to assign randomly the DAC unit elements to the code being converted. In this way, the linearity error, which is generated in the case where some mismatched elements are more frequently selected than others over a given time period, is modulated at frequencies outside the signal band. The DEM technique can be implemented using a shifter controlled by a suitable selection logic. However, the clock frequency of the resulting modulator can be limited by the time delay introduced in the feedback path by this additional logic.

In comparison with single-bit topologies, multi-bit modulators offer a better performance (an increase of the dynamic range by 6 dB per additional bit as a result of the reduced quantization noise, an improved attenuation of tones because the randomness assumption of the quantization noise is better satisfied as the number of quantization levels is increased) without increasing the OSR, but they can be limited by the stringent linearity requirement placed on the feedback DAC.

### 12.1.5.5 Cascaded modulator

The use of a high-order filter structure or a multi-bit internal quantizer can be adopted to improve the dynamic range of a modulator without increasing the oversampling ratio. However, each of these design solutions is known to be limited by potential shortcomings. High-order single-loop modulators may become prone to instability due to quantizer overload caused by large signals or the integrator initial conditions. The performance of modulators with a multi-bit quantizer is affected by the nonlinearity of the internal DAC and the increasing loading of amplifiers. A suitable design alternative can consist
of performing high-order filtering through a cascade of low-order structures to ensure modulator stability and using a multi-bit quantizer only in the final stage, whose noise cancelation logic also attenuates the nonlinearity of the multi-bit DAC in the signal baseband [11]. The resulting implementation is known as a multistage or cascaded modulator. Here, cascaded modulators are realized using only first-order and second-order structures, which feature relaxed stability criteria. In this way, the dynamic range of the cascaded modulator can be larger than the one of single-loop structures, provided an adequate matching is achieved between the loop coefficients.

The input signal of the first stage is $S$ and the subsequent stages are fed by a signal, which is either the inverted version of the quantization noise generated by the previous stage or the output of last integrator in the previous stage, and which can be computed from the following equations:

$$E_{Q_1}(z) = Y_1(z) - \frac{X_1(z)}{\alpha_i} \quad \text{or} \quad X_1(z) = \alpha_i(Y_1(z) - E_{Q_1}(z)) \quad i = 1, 2, 3$$

(12.68)

for the first-order modulator, and

$$E_{Q_1}(z) = Y_1(z) - \frac{X_2(z)}{\alpha_1 \alpha_2} \quad \text{or} \quad X_2(z) = \alpha_1 \alpha_2(Y_1(z) - E_{Q_1}(z))$$

(12.69)

in the case of the second-order modulator. Here, $E_{Q_1}$, $E_{Q_2}$, and $E_{Q_3}$ are the quantization noises; $Y_1$, $Y_2$, and $Y_3$ denote the modulator outputs; and $X_1$, $X_2$, and $X_3$ represent the integrator outputs; and $\alpha_1$, $\alpha_2$, and $\alpha_3$ are scaling coefficients. The purpose of the scaling process is to maximize the overload level by using all the available signal swing at the output of each integrator without clipping. To keep the modulator output independent of the integrator coefficients, the output of the last integrator in a given stage is multiplied by a factor proportional to the inverse of the product of all the integrator coefficients of that stage before being summed at the input of the next stage.

**Second-order modulator**

![Block diagram of second-order modulator](image)

**FIGURE 12.28**
Block diagrams of 1-1 cascaded lowpass modulators.
The second-order architectures depicted in Figure 12.28 require two first-order modulator stages. It can be assumed that \( \alpha_1 = \alpha_2 = 1 \).

- **Second-order, 1-1 cascaded lowpass modulator (a)**
  In the modulator structure of Figure 12.28(a), the quantization noise of the first stage is estimated, inverted, and applied to the next stage. The linear analysis in the \( z \)-domain of the modulator yields the following equations,

\[
Y_1(z) = z^{-1}S(z) + (1 - z^{-1})E_{Q1}(z),
\]

(12.70)

\[
Y_2(z) = -z^{-1}E_{Q1}(z) + (1 - z^{-1})E_{Q2}(z),
\]

(12.71)

and

\[
Y(z) = H_1(z)Y_1(z) + H_2(z)Y_2(z),
\]

(12.72)

where \( Y_1 \) and \( Y_2 \) denote the outputs of the first and second stages, respectively, and \( E_{Q1} \) and \( E_{Q2} \) represent the quantization noises of the first and second stages, respectively.

- **Second-order, 1-1 cascaded lowpass modulator (b)**
  For the implementation illustrated by the block diagram of Figure 12.28(b), the output of the first integrator is connected to the input of the second modulator stage. The following expressions can be derived:

\[
Y_1(z) = z^{-1}S(z) + (1 - z^{-1})E_{Q1}(z)
\]

(12.73)

\[
Y_2(z) = z^{-1}X_1(z) + (1 - z^{-1})E_{Q2}(z)
\]

(12.74)

and

\[
Y(z) = H_1(z)Y_1(z) + H_2(z)[Y_2(z) - H_1(z)Y_1(z)],
\]

(12.75)

where \( Y_1 \) and \( Y_2 \) denote the outputs of the first and second stages, respectively, and \( E_{Q1} \) and \( E_{Q2} \) represent the quantization noises of the first and second stages, respectively. The output, \( X_1 \), of the integrator in the first stage can be obtained as

\[
X_1(z) = z^{-1}(S(z) - E_{Q1}(z)),
\]

(12.76)

and it can then be found that

\[
Y_2(z) = z^{-2}(S(z) - E_{Q1}(z)) + (1 - z^{-1})E_{Q2}(z).
\]

(12.77)

By choosing the transfer functions, \( H_1 \) and \( H_2 \), of the digital cancelation logics for the modulators of Figure 12.28 as

\[
H_1(z) = z^{-1} \quad \text{and} \quad H_2(z) = 1 - z^{-1},
\]

(12.78)
the overall output should ideally exhibit only the quantization noise of the last modulator stage. Hence,

\[
Y(z) = H_S(z)S(z) + H_Q(z)E_Q(z),
\]

where the STF and QNTF are of the form

\[
H_S(z) = z^{-2} \quad \text{and} \quad H_Q(z) = (1 - z^{-1})^2,
\]

respectively.

**Third-order modulator**

A third-order lowpass modulator can be implemented by the 1-1-1 cascaded or 2-1 cascaded structures as shown in Figure 12.29, where \(\alpha_1 = \alpha_2 = \alpha_3 = 1\), or Figure 12.30, where \(\alpha_1 = 1/2, \alpha_2 = 2, \alpha_3 = 1\).

![Block diagrams of 1-1-1 cascaded lowpass modulators.](image)

**FIGURE 12.29**
Block diagrams of 1-1-1 cascaded lowpass modulators.

- Third-order, 1-1-1 cascaded lowpass modulator (a)
  
  With reference to the modulator of Figure 12.29(a), we have

  \[
  Y_1(z) = z^{-1}S(z) + (1 - z^{-1})E_{Q_1}(z),
  \]

  \[
  Y_2(z) = -z^{-1}E_{Q_1}(z) + (1 - z^{-1})E_{Q_2}(z),
  \]

  \[
  Y_3(z) = -z^{-1}E_{Q_2}(z) + (1 - z^{-1})E_{Q_3}(z),
  \]

  and

  \[
  Y(z) = H_1(z)Y_1(z) + H_2(z)Y_2(z) + H_3(z)Y_3(z),
  \]

  where \(Y_1, Y_2,\) and \(Y_3\) are the outputs of the first, second, and third stages,
respectively; and $E_{Q1}$, $E_{Q2}$, and $E_{Q3}$ represent the quantization noises of the first, second, and third stages, respectively. To remove the quantization noises of the two first stages from the modulator output, it is necessary to use digital circuit sections with the transfer functions

$$H_1(z) = z^{-2}, \quad H_2(z) = z^{-1}(1 - z^{-1}), \quad \text{and} \quad H_3(z) = (1 - z^{-1})^2.$$ \hfill (12.85)

- Third-order, 1-1-1 cascaded lowpass modulator (b)

In the case of the structure depicted in Figure 12.29(b), the following expressions can be derived:

$$Y_1(z) = z^{-1}S(z) + (1 - z^{-1})E_{Q1}(z)$$ \hfill (12.86)

$$Y_2(z) = z^{-2}S(z) - z^{-1}E_{Q1}(z) + (1 - z^{-1})E_{Q2}(z)$$ \hfill (12.87)

$$Y_3(z) = z^{-3}S(z) - z^{-2}E_{Q1}(z) - z^{-1}E_{Q2}(z) + (1 - z^{-1})E_{Q3}(z)$$ \hfill (12.88)

and

$$Y(z) = G_1(z)Y_1(z) + G_2(z)Y_2(z) + G_3(z)Y_3(z),$$ \hfill (12.89)

where $Y_1$, $Y_2$, and $Y_3$ are the outputs of the first, second and third stages, respectively; and $E_{Q1}$, $E_{Q2}$, and $E_{Q3}$ represent the quantization noises of the first, second, and third stages, respectively. The output of the first integrator can be computed as

$$X_1(z) = z^{-1}(S(z) - E_{Q1}(z))$$ \hfill (12.90)

and $Y_2$ becomes

$$Y_2(z) = z^{-2}(S(z) - E_{Q1}(z)) + (1 - z^{-1})E_{Q2}(z),$$ \hfill (12.91)

while the output of the second integrator is obtained as

$$X_2(z) = z^{-2}(S(z) - E_{Q1}(z)) - z^{-1}E_{Q2}$$ \hfill (12.92)

and $Y_3$ can take the form

$$Y_3(z) = z^{-3}(S(z) - E_{Q1}(z)) - z^{-2}E_{Q2}(z) + (1 - z^{-1})E_{Q3}(z).$$ \hfill (12.93)

Here, the cancelation of the quantization noise of the first previous stages is achieved with the following transfer functions:

$$G_1(z) = z^{-3}, \quad G_2(z) = z^{-2}(1 - z^{-1}), \quad \text{and} \quad G_3(z) = (1 - z^{-1})^2.$$ \hfill (12.94)

- Third-order, 2-1 cascaded lowpass modulator (a)

The modulator structure shown in Figure 12.30(a) can be described by

$$Y_1(z) = z^{-2}S(z) + (1 - z^{-1})^2E_{Q1}(z),$$ \hfill (12.95)

$$Y_2(z) = -z^{-1}E_{Q1}(z) + (1 - z^{-1})E_{Q2}(z),$$ \hfill (12.96)
and

\[ Y(z) = H_1(z)Y_1(z) + H_2(z)Y_2(z), \]  

(12.97)

where \( Y_1 \) and \( Y_2 \) are the outputs of the first and second stages, respectively; and \( E_{Q1} \) and \( E_{Q2} \) represent the quantization noises of the first and second stages, respectively.

• Third-order, 2-1 cascaded lowpass modulator (b)

In the case of the modulator structure of Figure 12.30(b), we have

\[ Y_1(z) = z^{-2}S(z) + (1 - z^{-1})^2E_{Q1}(z), \]  

(12.98)  

\[ Y_2(z) = z^{-1}X_2(z) + (1 - z^{-1})E_{Q2}(z), \]  

(12.99)

and

\[ Y(z) = H_1(z)Y_1(z) + H_2(z)[Y_2(z) - H_1(z)Y_1(z)], \]  

(12.100)

where \( Y_1 \) and \( Y_2 \) are the outputs of the first and second stages, respectively; and \( E_{Q1} \) and \( E_{Q2} \) represent the quantization noises of the first and second stages, respectively. The output of the second integrator in the first stage, \( X_2 \), is given by

\[ X_2(z) = z^{-2}S(z) + z^{-1}(z^{-1} - 2)E_{Q1}(z) \]  

(12.101)
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and $Y_2$ takes the form

$$Y_2(z) = z^{-3}S(z) + z^{-2}(z^{-1} - 2)E_{Q1}(z) + (1 - z^{-1})E_{Q2}(z). \quad (12.102)$$

In the cases of the 2-1 cascaded structures depicted in Figure 12.30, the transfer functions of the cancelation logic are given by

$$H_1(z) = z^{-1} \quad \text{and} \quad H_2(z) = (1 - z^{-1})^2, \quad (12.103)$$

and the overall output of the modulator can be written as

$$Y(z) = H_S(z)S(z) + H_Q(z)E_{Q3}(z), \quad (12.104)$$

where the STF and QNTF are given by

$$H_S(z) = z^{-3} \quad \text{and} \quad H_Q(z) = (1 - z^{-1})^3. \quad (12.105)$$

Ideally, the 2-1 and 1-1-1 cascaded modulators can be designed to realize the same STF and QNTF. However, because the cancelation of the quantization noise generated by the first stage is achieved after the second-order shaping in the 2-1 cascaded modulator, the required component matching is more relaxed than in the 1-1-1 cascaded structure, which is based on first-order stages.

**Fourth-order modulator**

The block diagrams of fourth-order lowpass modulators are depicted in Figure 12.31, where $\alpha_1 = 1/2$, $\alpha_2 = 2$, and $\alpha_3 = \alpha_4 = 1$, and Figure 12.32, where $\alpha_1 = \alpha_3 = 1/2$ and $\alpha_2 = \alpha_4 = 2$.

- Fourth-order, 2-1-1 cascaded lowpass modulator (a)
  
  With reference to the 2-1-1 cascaded modulator structure shown in Figure 12.31(a), we can obtain

  $$Y_1(z) = z^{-2}S(z) + (1 - z^{-1})^2E_{Q1}(z), \quad (12.106)$$

  $$Y_2(z) = -z^{-1}E_{Q1}(z) + (1 - z^{-1})E_{Q2}(z), \quad (12.107)$$

  $$Y_3(z) = -z^{-1}E_{Q2}(z) + (1 - z^{-1})E_{Q3}(z), \quad (12.108)$$

  and

  $$Y(z) = H'_3(z)[H_1(z)Y_1(z) + H_2(z)Y_2(z)] + H_3(z)Y_3(z), \quad (12.109)$$

  where $Y_1$, $Y_2$, and $Y_3$ are the outputs of the first, second, and third stages, respectively; and $E_{Q1}$, $E_{Q2}$, and $E_{Q3}$ represent the quantization noises of the first, second, and third stages, respectively.

- Fourth-order, 2-1-1 cascaded lowpass modulator (b)
For the 2-1-1 cascaded modulator structure depicted in Figure 12.31(b), it can be shown that

\begin{align}
Y_1(z) &= z^{-2}S(z) + (1 - z^{-1})^2E_{Q1}(z), \quad (12.110) \\
Y_2(z) &= z^{-1}X_2(z) + (1 - z^{-1})E_{Q2}(z), \quad (12.111) \\
Y_3(z) &= z^{-1}X_3(z) + (1 - z^{-1})E_{Q3}(z), \quad (12.112)
\end{align}

and

\begin{equation}
Y(z) = H_3(z)[Y_3(z) - Y''(z)] + Y'(z), \quad (12.113)
\end{equation}

where

\begin{equation}
Y''(z) = H'_3(z)\{H_1(z)Y_1(z) + H_2(z)[Y_2(z) - H_1(z)Y_1(z)]\}. \quad (12.114)
\end{equation}
Here, $Y_1$, $Y_2$ and $Y_3$ are the outputs of the first, second, and third stages, respectively; and $E_1$, $E_2$, and $E_3$ represent the quantization noises of the first, second, and third stages, respectively. The output, $X_2$, of the second integrator in the first stage is

$$X_2(z) = z^{-2}S(z) + z^{-1}(z^{-1} - 2)E_{Q1}(z)$$

(12.115)

and $Y_2$ can be written as

$$Y_2(z) = z^{-3}S(z) + z^{-2}(z^{-1} - 2)E_{Q1}(z) + (1 - z^{-1})E_{Q2}(z).$$

(12.116)

For the output, $X_3$, of the integrator in the second stage, the following expression is obtained

$$X_3(z) = z^{-3}S(z) + z^{-2}(z^{-1} - 2)E_{Q1}(z) - z^{-1}E_{Q2}(z),$$

(12.117)

and

$$Y_3(z) = z^{-4}S(z) + z^{-3}(z^{-1} - 2)E_{Q1}(z) - z^{-2}E_{Q2}(z) + (1 - z^{-1})E_{Q3}(z).$$

(12.118)

The transfer functions of the cancelation logic for the 2-1-1 cascaded structures shown in Figure 12.31 are derived such that the quantization noises of the first two stages should be removed from the overall output of the modulator. That is,

$$H_1(z) = H_3'(z) = z^{-1}, \quad H_2(z) = (1 - z^{-1})^2, \quad \text{and} \quad H_3(z) = (1 - z^{-1})^3.$$  

(12.119)

- Fourth-order, 2-2 cascaded lowpass modulator (a)

The analysis of the 2-2 cascaded modulator structure shown in Figure 12.32(a) yields

$$Y_1(z) = z^{-2}S(z) + (1 - z^{-1})^2E_{Q1}(z),$$

(12.120)

$$Y_2(z) = z^{-2}E_{Q1}(z) + (1 - z^{-1})^2E_{Q2}(z),$$

(12.121)

and

$$Y(z) = H_1(z)Y_1(z) + H_2(z)Y_2(z),$$

(12.122)

where $Y_1$ and $Y_2$ are the outputs of the first and second stages, respectively; and $E_{Q1}$ and $E_{Q2}$ represent the quantization noises of the first and second stages, respectively.

- Fourth-order, 2-2 cascaded lowpass modulator (b)

The 2-2 cascaded modulator structure of Figure 12.32(b) can be characterized by equations of the form

$$Y_1(z) = z^{-2}S(z) + (1 - z^{-1})^2E_{Q1}(z),$$

(12.123)

$$Y_2(z) = z^{-2}X_2(z) + (1 - z^{-1})^2E_{Q2}(z),$$

(12.124)
FIGURE 12.32
Block diagrams of 2-2 cascaded lowpass modulators.

\[
Y(z) = H_2(z)[Y_2(z) - H_1(z)Y_1(z)] + H_1(z)Y_1(z), \quad (12.125)
\]

where \(Y_1\) and \(Y_2\) are the outputs of the first and second stages, respectively; and \(E_{Q1}\) and \(E_{Q2}\) represent the quantization noises of the first and second stages, respectively. By expressing the output, \(X_2\), of the second integrator in the first stage as

\[
X_2(z) = z^{-2}S(z) + z^{-1}(z^{-1} - 2)E_{Q1}(z), \quad (12.126)
\]

we obtain

\[
Y_2(z) = z^{-4}S(z) + z^{-3}(z^{-1} - 2)E_{Q1}(z) + (1 - z^{-1})^2E_{Q2}(z). \quad (12.127)
\]

For the 2-2 cascaded modulators of Figure 12.32, the digital cancelation logic suppresses the quantization noise of the first stage, provided that

\[
H_1(z) = z^{-2} \quad \text{and} \quad H_2(z) = (1 - z^{-1})^2. \quad (12.128)
\]

The output of the above fourth-order modulator is of the form

\[
Y(z) = H_S(z)S(z) + H_Q(z)E_{Q3}(z), \quad (12.129)
\]
where the STF and QNTF are given by

\[ H_S(z) = z^{-4} \quad \text{and} \quad H_Q(z) = (1 - z^{-1})^4. \]  

(12.130)

In practice, the cancelation of the quantization noise due to the first modulator stages is limited by the matching level achievable between the loop gains.

### 12.1.5.6 Effect of the multi-bit DAC nonlinearity

Given an \( L \)-th order cascaded modulator with \( k \) stages, the nonlinearity of the multi-bit DAC used in the last stage can be modeled as an additive noise characterized by the \( z \)-domain function, \( E_D \). The linear analysis yields a more general equation of the modulator output, \( Y \), as follows,

\[ Y(z) = H_S(z)S(z) + H_Q(z)E_{Qk}(z) + H_D(z)E_D(z), \]  

(12.131)

where \( S \) denotes the input signal, \( E_{Qk} \) is the quantization noise of the last stage, and STF and QNTF are respectively given by

\[ H_S(z) = z^{-L} \quad \text{and} \quad H_Q(z) = (1 - z^{-1})^L. \]  

(12.132)

Here, the DAC nonlinearity is attenuated in the signal baseband by the transfer function

\[ H_D(z) = H_k(z) = (1 - z^{-1})^\eta, \]  

(12.133)

where \( \eta \) represents the number of integrators used in the stages 1 to \( k - 1 \). This can be understood by observing that the output of the multi-bit DAC is actually fed back to the input of the last stage, but it can be considered a signal shaped by an \( \eta \)-th order transfer function from the perspective of the overall modulator. Note that the 2-1-1 and 2-2 cascaded modulators realize the same STF and QNTF, but the errors due to the feedback multi-bit DAC are shaped by third- and second-order transfer functions, respectively. As a result, the 2-1-1 cascaded modulator features better attenuation of the DAC nonlinearities in the baseband than does the 2-2 cascaded structure.

### 12.1.5.7 Quantization noise shaping and inter-stage coefficient scaling

To avoid clipping at high levels of the quantization noise, it may be necessary to use additional inter-stage scaling coefficients in cascaded modulators as shown in the block diagram of Figures 12.33 and 12.34. The 2-1-1 cascaded modulator uses two inter-stage gains, \( \kappa_1 \) and \( \kappa_3 \), and the DAC feedback signal is scaled by \( \kappa_2 \) and \( \kappa_4 \); while for the 2-2 cascaded structure, \( \kappa_1 \) denotes the inter-stage gain and \( \kappa_2 \) is the scaling coefficient of the DAC feedback signal. The QNTF can be obtained as

\[ H_Q(z) = \frac{(1 - z^{-1})^4}{\kappa}, \]  

(12.134)
where \( \kappa \) is respectively equal to \( \kappa_1 \kappa_3 \) and \( \kappa_1 \) for the 2-1-1 and 2-2 cascaded modulators. The design objective is to find the modulator coefficients that yield the maximum dynamic range. The level of the signal transferred from one stage to the next is set to avoid a premature overload by appropriately selecting the values of the coefficients \( \kappa_1, \kappa_2, \kappa_3, \) and \( \kappa_4 \). The multiplication of the last stage output with a factor \( 1/\kappa \) that is greater than 1 leads to a decrease in the modulator resolution by \( \log_2(1/\kappa) \) bits. Thus, a trade-off must be made between the minimization of the quantization noise in the baseband and the achievable improvement of the overload condition due to the \( 1/\kappa \) scaling effect. To simplify the implementation of the digital circuit for the noise cancelation,
the factor $1/\kappa$ is generally chosen as a power of 2. Note that a feedback path is added to the cancelation logics for each of the coefficients $\kappa_2$ and $\kappa_4$, that is different from unity.

12.1.6 Bandpass delta-sigma modulator

For a given technology, bandpass $\Delta\Sigma$ modulators are generally dedicated for the analog-to-digital conversion of signals with a higher frequency than the one supported by lowpass modulators. This is due to the fact that the bandwidth frequency of a bandpass modulator is limited to $f_s/(2 \text{OSR})$, where OSR is the oversampling ratio and $f_s$ is the sampling frequency, instead of the signal frequency as it is the case for a lowpass modulator, thus making possible the conversion of signals with frequencies up to $f_s/2$. Bandpass modulators can then find applications in the digitalization of intermediate frequency signals in wireless receivers.

The key parameters in the design of $\Delta\Sigma$ modulators for a specified signal-to-noise ratio (SNR) and dynamic range (DR) are the OSR, the order or structure of the loop filter, and the quantizer resolution. A bandpass modulator can be designed to have the passband center frequency located anywhere between 0 and $f_s/2$. However, the class of bandpass modulators with the passband centered around $f_s/4$ seems to exhibit some advantages. It can easily be derived from lowpass prototypes using the $z^{-1}$ to $-z^{-2}$ transformation. The resulting bandpass modulator can be implemented using building blocks with a reduced complexity because it is based on second-order resonators with the transfer function given by

$$R(z) = I(\hat{z})|_{\hat{z}^{-1}=-z^{-2}} = \frac{\hat{z}^{-1}}{1 - \hat{z}^{-1}}|_{\hat{z}^{-1}=-z^{-2}} = -\frac{z^{-2}}{1 + z^{-2}}.$$  \hspace{1cm} (12.135)

The function $R$ is characterized by a resonance occurring at the frequency $f_s/4$ due to the pair of complex poles located at $z = \pm j$.

In the general case, the transformation of the lowpass prototype into a bandpass modulator can be achieved using the following $z$-variable substitution,

$$z^{-1} \rightarrow -z^{-1} \frac{z^{-1} - \alpha}{1 - \alpha z^{-1}},$$  \hspace{1cm} (12.136)

where $\alpha = \cos 2\pi(f_0/f_s)$ and $f_0$ represents the desired center frequency. Assuming that $f_0 = f_s/4$, the above expression is reduced to the transformation, $z^{-1} \rightarrow -z^{-2}$. However, this general approach has the inconvenience of not preserving the dynamic properties of the lowpass prototype and may result in a circuit implementation with increased complexity.

12.1.6.1 Single-loop bandpass delta-sigma modulator

The second-order bandpass modulator shown in Figure 12.35 is derived by performing the dc-to-$f_s/4$ transformation on a first-order lowpass prototype.
Assuming that $\alpha_1 = 1$, the STF and QNTF of the bandpass modulator are respectively given by

$$H_S(z) = -z^{-2} \quad \text{and} \quad H_Q(z) = 1 + z^{-2}.$$  \hfill (12.137)

The fourth-order bandpass modulator depicted in Figure 12.36 is obtained from the single-loop second-order lowpass modulator. In the case where $\alpha_1 = 1/2$ and $\alpha_2 = 2$, the STF and QNTF can be expressed as

$$H_S(z) = z^{-4} \quad \text{and} \quad H_Q(z) = (1 + z^{-2})^2.$$  \hfill (12.138)

### 12.1.6.2 Cascaded bandpass delta-sigma modulator

The SNR can be increased using a higher OSR or higher-order filter. However, the power consumption due to the settling requirements of amplifiers becomes a constraint in modulators with a high value of OSR. Because higher-order modulators based on a single loop may be prone to instability, an alternative is to use cascaded structures, provided that the mismatch between the analog and digital transfer functions is maintained at an acceptable level.

The block diagrams of 4-2 cascaded bandpass modulators, as shown in Figure 12.37, are derived from the 2-1 cascaded lowpass modulators. To proceed further, it can be assumed that $\alpha_1 = 1/2$, $\alpha_2 = 2$, and $\alpha_3 = 1$. With the transfer functions of the cancelation logic being given by

$$H_1(z) = z^{-2} \quad \text{and} \quad H_3(z) = (1 + z^{-2})^2,$$  \hfill (12.139)

the overall output of the bandpass modulators can be expressed as

$$Y(z) = H_S(z)S(z) + H_Q(z)E_2(z),$$  \hfill (12.140)
where $S$ is the input signal, $E_2$ is the quantization noise of the second stage, the STF and QNTF are given by

$$H_S(z) = -z^{-6} \quad \text{and} \quad H_Q(z) = (1 + z^{-2})^3.$$  \hspace{1cm} (12.141)

FIGURE 12.37
Block diagrams of 4-2 cascaded bandpass modulators.

For the design of a bandpass modulator based on the $z^{-1}$ to $-z^{-2}$ transformation, the zeros ($z = \pm j$) of the QNTF are located at $f_s/4$ instead of dc (or say, $z = 1$), as is the case for lowpass modulators. In addition, this transformation has the advantage of preserving the stability property of the lowpass prototype.

12.1.6.3 Design examples
The block diagram of a DT, second-order bandpass modulator is illustrated in Figure 12.38(a). It is derived from a first-order lowpass filter prototype using the $z^{-1}$ to $-z^{-2}$ transformation. As a result, the integrator is replaced by a resonator with the transfer function $-z^{-2}/(1 + z^{-2})$, which can be implemented using various SC topologies. The resonator implementation using a loop of two undamped SC integrators is generally plagued by transfer function errors due to the finite dc gain and bandwidth of the amplifier. The bandpass modulator is then preferably realized using a two-path structure, as depicted in Figure 12.38(b), where $\phi_1$ and $\phi_2$ represent both nonoverlapping clock phases, and each path is clocked in a time-interleaved fashion. The
Block diagram of a second-order bandpass DT modulator.

FIGURE 12.39
Block diagrams of alternative realizations of the transfer function, \( H(z) = -z^{-1}/(1 + z^{-1}) \).

z-domain transfer function of the filter is obtained as

\[
H(z) = R(z^2) = -\frac{z^{-1}}{1 + z^{-1}}. \tag{12.142}
\]

It should be noted that the effective sampling frequency of the overall modulator is two times the one of a single path, as implied by the variable \( z^2 \). However, without a careful circuit and layout technique, the modulator dynamic range may be limited by path mismatches, which appear as spurious frequency components in the output spectrum.

Depending on the filter topologies, the accuracy of the transfer function pole location can be limited by capacitor mismatches. Figure 12.39 shows the block diagram of various structures that can be used to precisely realize the highpass transfer function, \( H(z) \).

Based on the filter block diagram of Figure 12.39(b), the circuit diagram of the modulator was realized as shown in Figure 12.40. During the sampling
phase, the capacitors $C_1$ are connected to the input and reference voltages, respectively; the charge stored on capacitors $C_2$ and $C_3$ are proportional to the output voltage and the inverse of the output voltage, respectively; and the capacitors $C_2$ are included in the feedback path around the amplifier. During the integrating phase, the capacitors $C_3$ are switched to the amplifier feedback path and a charge transfer takes place between the capacitors $C_1$ and $C_3$; the capacitors $C_2$ become a load connected to the output voltage. That is,

$$C_3 V_{0j}(n) = C_1 [V_i(n - 1) + V_{REF}(n - 1)] - C_3 V_{0j}(n - 1) \quad j = 1, 2 \quad (12.143)$$
FIGURE 12.41
Circuit diagram of the second-order bandpass DT modulator based on a half-delay cell.

and

\[ V_{0j}(z) = H(z)[V_i(z) + V_{REF}(z)], \]  

(12.144)

where

\[ H(z) = \pm \frac{C_1}{C_3} \frac{z^{-1}}{1 + z^{-1}}. \]  

(12.145)

The transfer function \( H(z) \) was derived with the assumption that the clock phasing at the filter input and at the level of the comparator latch is such that a delay of one clock period exists from the input to output (leading to the term \( z^{-1} \) in the numerator). Note that the sign of the transfer function can be modified by simply reversing the positive and negative input nodes of the differential implementation. Furthermore, the signal is sampled during the first clock signal and the charge transfer occurs during the second clock phase for one path; whereas for the other path, we have the signal sampling on the second phase and the charge transfer on the first phase. Because the capacitors \( C_3 \) are used in the amplifier feedback path and to invert the polarity of the output voltage, the numerator of the filter transfer function is not affected by capacitor mismatches and the pole location can remain on the unit circle. The value of \( C_2 \) is not critical for the \( z \)-domain design, but it must
be chosen so that a low level of the thermal noise and an adequate settling of the amplifier during the sampling phase can be achieved.

The discrete-time filter in the double-sampling bandpass modulator can also be implemented using two half-delay cells, as depicted in Figure 12.39(c). This approach is selected for the SC implementation of the modulator shown in Figure 12.41. The sampling of the signal during one clock phase and the charge transfer during the next clock phase required for the realization of the half delay are performed by the same capacitor, or say $C_2$ and $C_3$ for the first and second stages, respectively. As a result, the pole of the filter transfer function remains insensitive to capacitor mismatches. Then, we can write

\[
C_1[V_i(n - 1/2) + V_{REF}(n - 1/2)] = C_2[V_{01}(n) + V_{02}(n - 1/2)], \quad (12.146)
\]
\[
C_3[V_{02}(n - 1/2) - V_{01}(n - 1)] = 0, \quad (12.147)
\]

and

\[
V_{02}(z) = H(z)[V_i(z) + V_{REF}(z)], \quad (12.148)
\]

where

\[
H(z) = \pm \frac{C_1}{C_2} \frac{z^{-1}}{1 + z^{-1}}. \quad (12.149)
\]

The term $z^{-1}$ included in the numerator of the $H(z)$ transfer function is due to the fact that there is a delay of one clock period between the sampling instants at the filter input and at the level of the comparator latch. The size of capacitors $C_1$ is determined by the dc gain of the filter, while $C_2$ and $C_3$ can be unit size capacitors.

**FIGURE 12.42**
Block diagrams of (a) a CT resonator and (b) a second-order bandpass CT modulator.

The CT bandpass modulator to be designed is based on a second-order resonator. Let $X$ be the input signal of the CT resonator shown in Figure 12.42(a), and $X_1$ and $X_2$ the output variables of the first and second integrators, respectively. With the resonator output signal given by

\[
Y(s) = \beta_1 X_1(s) + \beta_2 X_2(s), \quad (12.150)
\]
where
\[ X_1(s) = \frac{s\omega_1}{s^2 + \gamma \omega_1 \omega_2}X(s), \] (12.151)
and
\[ X_2(s) = \frac{\omega_1 \omega_2}{s^2 + \gamma \omega_1 \omega_2}X(s), \] (12.152)
the transfer function is obtained as
\[ \hat{H}(s) = \frac{\beta_1 \omega_1 s + \beta_2 \omega_1 \omega_2}{s^2 + \gamma \omega_1 \omega_2}, \] (12.153)
where \( \beta_1, \beta_2, \omega_1, \omega_2, \) and \( \gamma \) are real coefficients.

In the case of a second-order CT modulator designed with the loop coefficients \( \beta_1 = -1/2, \beta_2 = -1/2, \gamma = 1, \) and \( \omega_1 = \omega_2 = \omega_0, \) the transfer function of the resonator is given by
\[ \hat{H}(s) = -\frac{(\omega_0/2)s + \omega_0^2/2}{s^2 + \omega_0^2}. \] (12.154)

For an NRZ DAC pulse, the equivalent \( z \)-domain transfer function can be derived as
\[ H(z) = (1 - z^{-1})\mathcal{Z}\left\{ \mathcal{L}^{-1} \left[ \frac{\hat{H}(s)}{s} \right]_{t=nT} \right\}. \] (12.155)
The partial-fraction expansion of the function $\hat{H}(s)/s$ takes the form

$$\frac{\hat{H}(s)}{s} = -\frac{1}{2} - \frac{(1/2)s + \omega_0/2}{s^2 + \omega_0^2}.$$  \hfill (12.156)

Because

$$Z\left\{\mathcal{L}^{-1}\left[\frac{1}{s}\right]_{t=nT}\right\} = \frac{1}{1 - z^{-1}}$$  \hfill (12.157)

$$Z\left\{\mathcal{L}^{-1}\left[\frac{s}{s^2 + \omega_0^2}\right]_{t=nT}\right\} = \frac{1 - z^{-1} \cos \omega_0 T}{1 - 2z^{-1} \cos \omega_0 T + z^{-2}}$$  \hfill (12.158)

$$Z\left\{\mathcal{L}^{-1}\left[\frac{\omega_0}{s^2 + \omega_0^2}\right]_{t=nT}\right\} = \frac{z^{-1} \sin \omega_0 T}{1 - 2z^{-1} \cos \omega_0 T + z^{-2}}$$  \hfill (12.159)

and the center frequency of the modulator is located at $f_s/4$, that is,

$$\omega_0 T = \frac{\pi}{2},$$  \hfill (12.160)

where $T$ is the period of the clock signal, the transfer function $H(z)$ is reduced to

$$H(z) = -\frac{1 - z^{-1}}{2}\left(\frac{1}{1 - z^{-1}} - \frac{1}{1 + z^{-2}} + \frac{z^{-1}}{1 + z^{-2}}\right).$$  \hfill (12.161)

Finally, the DT version of the filter transfer function is obtained as

$$H(z) = -\frac{z^{-1}}{1 + z^{-2}}.$$  \hfill (12.162)

Note that different CT filters can be derived, depending on the numerator implementation of the DT transfer function due to the occurrence of the signal sampling inside the modulator loop. For the function $H(z)$ given by Equation (12.162), it is assumed that the digital section of the modulator exhibits a delay of one clock period, or equivalently $z^{-1}$. However, it is also possible to consider that the digital stage between the comparator and the DAC has no delay, and the DT transfer function of the filter is

$$H(z) = -\frac{z^{-2}}{1 + z^{-2}}.$$  \hfill (12.163)

That is, we need to have the set of coefficients, $\beta_1 = 1/2$, $\beta_2 = -1/2$, $\gamma = 1$, and $\omega_1 = \omega_2 = \omega_0$, yielding the CT resonator transfer function

$$\hat{H}(s) = -\frac{(\omega_0/2)s + \omega_0^2/2}{s^2 + \omega_0^2}.$$  \hfill (12.164)
The resonator can be implemented with $g_m$-C operational amplifier integrators, a local feedback, and two feedforward gain stages. In this way, the coefficients of the transfer function can be related to the values of capacitances and transconductances.

The modulator design can start by choosing a second-order $z$-domain QNTF given by

$$H_Q(z) = 1 + z^{-2}.$$  \hfill (12.165)

The loop transfer function is derived as

$$H(z) = \frac{1 - H_Q(z)}{H_Q(z)} = -\frac{z^{-2}}{1 + z^{-2}}.$$ \hfill (12.166)

To remove the delay introduced by the digital section, here $z^{-1}$, the loop transfer function is multiplied by $1/z^{-1}$. This results in the transfer function of the DT filter, which is then converted to the equivalent CT filter of the form

$$\hat{H}(s) = -\frac{(\omega_0/2)s + \omega_0^2/2}{s^2 + \omega_0^2},$$ \hfill (12.167)

where $\omega_0 = \pi/(2T)$ and $T$ is the period of the clock signal. This conversion is achieved using the impulse invariant transform and assuming a DAC pulse of the NRZ type. Figure 12.42(b) shows the block diagram of the bandpass modulator. The same value is assigned to the coefficients $\alpha_1$, $\alpha_2$, and $\gamma$, which can be used to scale the signal level at the input of the first integrator, while $\beta_1 = -1/2$, $\beta_2 = -1/2$, $\gamma = 1$, and $\omega_1 = \omega_2 = \omega_0$. The modulator implementation with $g_m$-C operational amplifier circuits is illustrated by the circuit diagram shown in Figure 12.43, where $g_{m2} = 2g_{m1}$ and $\omega_0 = g_{m1}/C$.

Unlike DT modulators using a SC filter, whose coefficients are related to capacitor ratios, CT modulators based on a $g_m$-C operational amplifier filter have coefficients that are determined by the absolute values of transconductances and capacitors. A matching on the order of 1% is achievable between $g_m/C$ values. However, the absolute $g_m/C$ value can be subject to fluctuations of about 20% due to CMOS IC process variations. A solution may consist of using an on-chip tuning circuit or a calibration stage based on a programmable transconductor or capacitor array.

### 12.1.7 Decimation filter

Once the modulator has transformed the analog samples into a low-resolution code with the frequency OSR · $f_s$ much greater than two times the highest spectral component of the input signal, a digital filter is used to attenuate the out-of-band quantization noise, and high-frequency interferences that can be
aliased into the passband. The decimation of the modulator output bit stream at the Nyquist rate is achieved by a lowpass filter followed by a down-sampler with the factor $D$ equal to the OSR. The aliasing in the decimation process is avoided by pre-filtering the signal samples to eliminate the components above the frequency $f_s/(2D)$.

The SNR is simply increased when the resolution changes from the low resolution to $B$ bits as a result of the down-sampling and filtering. However, it should be noted that there is no one-to-one correspondence between the input and output samples as it is the case for some ADCs and each input sample value contributes to the whole train of output samples.

The filter architecture should be chosen to have a linear-phase frequency response\textsuperscript{1} and minimize the hardware complexity. These requirements can be met by a moving-average filter [12], the transfer function of which is given by

$$ G(z) = \sum_{i=0}^{D-1} z^{-i} = \begin{cases} D, & \text{if } z = 1 \\ 1 - z^{-D}, & \text{otherwise}, \end{cases} $$

(12.168)

where $D = f_s/f_D$ is the decimation ratio and $f_D$ is the decimation frequency.

In the frequency domain, that is, for $z = e^{j\omega T}$, we have

$$ G(\omega) = \left( \frac{e^{j\omega DT/2} - e^{-j\omega DT/2}}{e^{j\omega T/2} - e^{-j\omega T/2}} \right) e^{-j\omega DT/2} $$

(12.169)

and

$$ G(\omega) = \frac{\sin(\omega DT/2)}{\sin(\omega T/2)} e^{-j\omega (D-1)T/2} $$

(12.170)

where $T = 1/f_s$ and $f_s$ is the sampling frequency. It was assumed that $\sin(x) \approx (e^{ix} - e^{-ix})/2j$. The filter zeroes are located uniformly at multiples of the decimation frequency, $f_s/D$. The magnitude response is obtained as

$$ |G(\omega)| = \begin{cases} D, & \text{if } \omega = 0 \\ \frac{\sin(\omega DT/2)}{\sin(\omega T/2)}, & \text{otherwise}; \end{cases} $$

(12.171)

and the phase response is given by

$$ \angle G(\omega) = \begin{cases} -(D-1)\frac{\omega T}{2}, & \text{if } G(\omega) \geq 0 \\ -(D-1)\frac{\omega T}{2} \pm \pi, & \text{if } G(\omega) < 0. \end{cases} $$

(12.172)

\textsuperscript{1}A filter is assumed to have a linear phase if its transfer function can be written as $G(\omega) = ae^{-j\tau}G_R(\omega)$, where $a$ and $\tau$ are complex and real constants, respectively, and $G_R(\omega)$ is a real-valued function of $\omega$.\n
Note that the phase response changes linearly with the frequency. The stop-band attenuation of a single filter section with the transfer function \( G(z) \) is limited. Given a modulator with the order \( L \), the required decimation filter should have a transfer function of the form \[ \tag{12.173} \]

\[
H(\omega) = [G(\omega)]^N,
\]

where \( N = L+1 \), in order to reduce the effect of an aliasing of the out-of-band noise on the baseband signal. Figure 12.44 shows the frequency responses of a decimation filter with \( N \) sections. Generally, they will have \( D - 1 \) spectral zeros, \([D/2]\) of which are located between 0 and \( f_s/2 \), where \([x]\) denotes the largest integer not greater than \( x \). By sampling a signal at a rate of \( f_s/D \), the baseband of interest should be restricted to the frequency range from 0 to \( f_b = f_s/(2D) \). The worst-case distortion occurs at the edge frequency of the baseband, which is characterized by \( \omega_b = \pi(f_s/D) \) and where the transfer function magnitude of the decimation filter is

\[
|H(\omega_b)| = \left[ \sin(\pi/D) \right]^{-N}.
\]

Within the signal bandwidth, a decimation filter with \( N \) sections then exhibits a maximum attenuation of

\[
\text{Droop} = -20N \log_{10}[\sin(\pi/D)] \quad \text{dB.} \quad \tag{12.175}
\]

Generally, the signal components in the frequency range from \( k(f_s/D) - f_b \) to \( k(f_s/D) + f_b \), \( k = 1, 2, \ldots, [D/2] \) can alias back into the signal baseband. In practical applications, the useful signal bandwidth is then selected such that \( f_b \ll f_s/(2D) \) to improve the filter attenuation in aliasing bands centered around multiples of the decimation frequency.

**FIGURE 12.44**

(a) Magnitude and (b) phase responses of a decimation filter with \( N \) sections.

By moving the numerator of the filter transfer function after the rate
FIGURE 12.45
(a) Single-stage decimation filter and (b) its CIC filter-based implementation.

change stage where the sampling rate can be reduced to $f_s/D$ (see Figure 12.45(a)), the power consumption of the resulting structure is minimized. Figure 12.45(b) shows an implementation of the decimation filter, which consists of $N$ integrators using shift registers clocked at the sampling rate $f_s$, a rate change stage that can be realized using a shift register operating at the decimation rate, $f_s/D$, and $N$ differentiators based on shift registers with a clock signal of $f_s/D$. Such an implementation, known as a cascaded integrator-comb (CIC) filter\footnote{The decimation CIC filter is also called a sinc filter. This is due to the fact that the frequency magnitude response can be expressed in terms of sinc functions, where $\text{sinc}(x)$ is defined as $\sin(x)/x$.}, has the advantage of requiring only registers and adders.

Data loss due to arithmetic overflow is avoided in the decimation filter by using a two’s complement representation and registers with a sufficiently large length. If the input data of the decimation filter are encoded using a two’s complement binary format with $B_{in}$ bits, the magnitude of the output samples will be bounded by $H_{max}$ satisfying the following equation,

$$H_{max} = 2^{B_{in}-1} \sum_{n=0}^{D-1} |h(n)|.$$  \hspace{1cm} (12.176)

Next, the transfer function of the decimation filter can be expressed as

$$H(z) = \sum_{n=0}^{D-1} h(n)z^{-n} = \left[\sum_{n=0}^{D-1} z^{-n}\right]^N.$$  \hspace{1cm} (12.177)

The decimation stage can be considered a finite-impulse response (FIR) filter.
producing an output word, which represents a weighted average of its most recent input samples.

A simplistic analysis of a first-order modulator shows that the average value of the input signal is contained in the serial output bitstream. The decimation filter following the modulator reduces the sampling rate of the signal sequence and increases the signal resolution by averaging the input bitstream. In the case of a decimation by a factor $D$, this is achieved by transferring one out of every $D$ signal samples to the output.

Let us assume that the modulator delivers a 1-bit output bitstream of the form

$$HLHLHHLH,$$

where $H$ and $L$ denote the high and low logic states, respectively, to be downsampled by a factor 8. The output of the decimation filter is related to the H-state density, given by $5/8 = 0.625$, that is, the signal sequence with an overall of 8 states has 5 states at the logic high level. Because $0.625 = 1 \times 2^{-1} + 0 \times 2^{-2} + 1 \times 2^{-3}$, the input signal can be interpreted as a 3-bit number with the binary representation, 101. Here, the decimation process results in a reduction of the sampling rate by a factor of 8 and the conversion of the 1-bit serial input into a 3-bit number.

Because the product of positive coefficient polynomials is a polynomial with positive coefficients, all the coefficients $h(n)$ are positive, and

$$\sum_{n=0}^{D-1} |h(n)| = \sum_{n=0}^{D-1} h(n) = H(1) = D^N. \quad (12.178)$$

Assuming that $B_{out}$ is the number of bits of the output data, we have

$$H_{max} \leq 2^{B_{out}} \quad (12.179)$$

and

$$B_{out} = \lceil N \log_2(D) + B_{in} \rceil, \quad (12.180)$$

where $\lceil x \rceil$ is the smallest integer not less than $x$. By considering the least significant bit (LSB) to be the bit number zero, the most significant bit (MSB) number $B_{max}$ in the output is given by

$$B_{max} = \lceil N \log_2(D) + B_{in} - 1 \rceil. \quad (12.181)$$

Although the overall dc gain of a CIC decimation filter with $N$ sections is finite, individual integrators, whose gain is infinite at dc, can be subjected to numerical overflows. If two’s complement arithmetic is used, and if the sum of more than two numbers is guaranteed not to overflow, then overflows in
partial sums will be interpreted as either the most positive or most negative representable number, depending on its sign. The difference between any two successive samples computed by the following differentiator cancels out the overflow provided the data in all filter sections are represented with the same MSB position as the one of the output samples, as set by the word length, $B_{\text{max}}$.

![CIC decimation filter diagram](image)

**FIGURE 12.46**
Circuit diagram of a CIC decimation filter with three sections.

The circuit diagram of a CIC decimation filter with three sections is illustrated in Figure 12.46. This structure can be used as a decimation stage for a single-bit second-order modulator. The sign extension unit (SEU) increases the resolution and converts the binary input data stream into the two’s complement representation with $B_{\text{max}}$ bits. This is achieved by converting a sample with a high logic level to 1 in two’s complement and a sample with a low logic level to $-1$ in two’s complement. The subtraction in the differentiator is realized using the adder carry-in node to add one to the sum of one input sequence and the complement obtained by inverting the bits of the other input sequence. A hard-wired logic realization of the CIC decimation filter only requires registers, adders, and a clock divider. However, other implementations may use a digital signal processor, which relies on multiply and accumulate, and address increment and decrement (or data shifting) operations.

The word length of registers and adders are related to the overall dc gain of the decimation filter and the input data word length. In applications with a decimation factor greater than 64, the number of bits required for the data representation can become excessively high as the number of filter sections increases, leading to a structure that is prohibitively difficult to implement. Because registers and adders are sized to have the same MSB, the word length can be scaled down by discarding the least significant bits (LSBs) to the bit position in any section that cannot grow beyond the LSB of the output word. The number of LSBs to be truncated or rounded from one filter section to
another can be determined by assuming that the truncation error at the filter’s output uniformly bounds the error incurred at the intermediate sections.

The use of truncation to reduce the word length in the \( N \) sections of a CIC decimation filter can result in a total of \( 2N + 1 \) error sources. The errors associated with the truncation at integrator and differentiator inputs are labeled with \( j \) running from 1 to \( N \) and from \( N + 1 \) to \( 2N \), respectively. The truncation of the data available at the output of the decimation filter produces an error source specified by \( 2N + 1 \). If \( B_j \) represents the number of bits truncated at the \( j \)-th section, the truncation or rounding error has a uniform distribution with a width of

\[
E_j = \begin{cases} 
0, & \text{when using the full precision} \\
2B_j, & \text{otherwise}. 
\end{cases} \tag{12.182}
\]

The corresponding mean is \( E_j/2 \) in the case of truncation; otherwise it is zero, and the variance is respectively given by

\[
\sigma_j^2 = \frac{E_j^2}{12}. \tag{12.183}
\]

The noise error introduced at the \( j \)-th section propagates through the filter. It can be verified that the overall mean at the filter output is a function of only the contributions of the first and last error sources. The statistical dispersion of all errors is better tracked by the variance, which is then used for the derivation of the design criteria. Assuming that the noise sources are mutually uncorrelated, the variance at the filter output due to the truncation at the \( j \)-th stage is

\[
\sigma_{T_j}^2 = \sigma_j^2 F_j^2, \tag{12.184}
\]

where

\[
F_j^2 = \begin{cases} 
\sum_{n=0}^{(D-1)N+j-1} h_j^2(n), & j = 1, 2, \ldots, N \\
\sum_{n=0}^{2N+1-j} h_j^2(n), & j = N + 1, N + 2, \ldots, 2N \\
1, & j = 2N + 1 
\end{cases} \tag{12.185}
\]

and \( h_j(n) \) is the impulse response from the \( j \)-th error source to the output.

The overall variance at the filter output can be written as

\[
\sigma_T^2 = \sum_{j=1}^{2N+1} \sigma_{T_j}^2. \tag{12.186}
\]

In practice, it can be assumed that the variance from the first \( 2N \) error
sources is at least as small as the variance of the last error source and the overall error is evenly spread out between these \(2N\) sources. Hence,

\[
\sigma^2_{T_j} \leq \frac{1}{2N} \sigma^2_{T_{2N+1}}, \quad j = 1, 2, 3, \ldots, 2N,
\]

(12.187)

where

\[
\sigma^2_{T_j} = \frac{1}{12} 2^{2B_j} F_j^2.
\]

(12.188)

For each filter section, the number of LSBs that can be thrown aside is then

\[
B_j = \left\lfloor \frac{1}{2} \log_2 \frac{6}{N} + \log_2 \sigma_{T_{2N+1}} - \log_2 F_j \right\rfloor
\]

(12.189)

for \(j = 1, 2, 3, \ldots, 2N\). With the length of the output data being \(B_{out}\), we can get the number of LSBs discarded at the output as follows,

\[
B_{2N+1} = B_{max} - B_{out} + 1.
\]

(12.190)

Note that the truncation of \(B_{2N+1}\) bits at the filter output (or rounding the filter output) will produce an output noise with variance \(2^{2B_{2N+1}}/12\).

Figure 12.47 shows the distribution of the register word-length in a CIC decimation filter.

**FIGURE 12.47**
Register word-lengths in a CIC decimation filter.

Note that alternate decompositions of the transfer function, \(H(z)\), can be exploited to arrive at other implementation structures of the CIC decimation filter.

The decimation filter can be realized using a single stage architecture as shown in Figure 12.48(a). With the FIR filter commonly used for the decimation, the required order (or length) is generally proportional to the sampling frequency and inversely proportional to the width of the transition band. Because the decimation filter should provide a narrow transition band, a hardware-efficient design then relies on a multistage architecture [14] as shown
in Figure 12.48(b), where the earlier sections have a lower order than the latter ones. In this way, the input signal with a high sampling rate is processed by a filter that exhibits a large transition width, and therefore possesses a low order. For the following sections, both sampling frequency and transition width are reduced and an acceptable filter length can still be achieved.

![Diagram](image-url)

**FIGURE 12.49**
Lowpass filter specifications.

Let the lowpass filter required by a single stage decimation be characterized by the specifications shown in Figure 12.49, where \( \delta_p \) and \( \delta_s \) are the passband and stopband ripples, respectively, and \( F_p \) and \( F_s \) denote the edge frequencies of the passband and stopband, respectively. Conventional design methods such as the Parks-McClellan algorithm and linear programming can be used to find the FIR filter length and coefficients such that the magnitude frequency response, \( |H(\omega)| \), meets the following requirements:

\[
|H(\omega)| - 1 \leq \delta_p \quad \text{for} \quad 0 \leq \omega \leq \Omega_p \tag{12.191}
\]

and

\[
|H(\omega)| \leq \delta_s \quad \text{for} \quad \Omega_s \leq \omega \leq \Omega_s/2, \tag{12.192}
\]

where \( \Omega_p = 2\pi F_p \) and \( \Omega_s = 2\pi F_s \).
With a multistage decimation filter [16], the overall decimation ratio $D$ is factored into the product,

$$D = \prod_{k=1}^{K} D_k$$  (12.193)

where $K$ is the number of stages, and each independent section within the structure decimates the signal by $D_k$, which is a positive integer. The $k$-th stage must have a ripple less than $\delta_p/K$ in the passband defined by

$$0 \leq f \leq F_p,$$  (12.194)

where $F_p$ is supposed to be the highest frequency in the original signal, and a ripple less than $\delta_s$ in the stopband specified by

$$F_k - \frac{F_K}{2} \leq f \leq \frac{F_{k-1}}{2}, \quad k = 1, \ldots, K,$$  (12.195)

where $F_k$ is the sampling frequency of the $k$-th stage. Hence,

$$F_k = \frac{F_{k-1}}{D_k}$$  (12.196)

and $F_K = F_0/D$, where $F_0$ represents the input sampling frequency, $D f_s$, of the first stage. The passband ripple of the individual filters is selected with the aim of maintaining the overall passband ripple within the bounds set by $\delta_p$. For each stage, the stopband ripple, and the edge frequencies of the passband and stopband are determined such that the effects of aliasing on the baseband spanning from 0 to $F_0/2D$ can be eliminated. Note that the transition band of the last stage is the same as the one of the single-stage architecture, but the sampling frequency is somewhat reduced.

The decimation filter should be designed to provide sufficient attenuation of unwanted high-frequency signals that can be aliased into the baseband, and to feature a hardware-efficient structure. By increasing the stopband attenuation using more CIC filter sections, the passband droop is also increased. To compensate for the limitations of the CIC structure, a typical multistage decimation filter will then consist of a CIC filter, followed by half-band FIR filters and a FIR compensation filter.

An FIR filter can be described by the transfer function

$$H(z) = \sum_{n=0}^{N-1} h(n) z^{-n},$$  (12.197)

where $N$ is the length of the filter and $h(n)$ denotes the filter coefficients. In the case of a lowpass FIR filter constrained to be a linear phase system, the coefficients must satisfy the condition

$$h(n) = h(N - 1 - n).$$  (12.198)
For $N$ even, the filter transfer function can be decomposed as

\[
H(z) = \sum_{n=0}^{N-1} h(n)z^{-n} + \sum_{n=N/2}^{N-1} h(n)z^{-n} \quad (12.199)
\]

\[
= \sum_{n=0}^{N/2} h(n)z^{-n} + \sum_{n=0}^{N-2} h(N - 1 - n)z^{-(N-1-n)} \quad (12.200)
\]

\[
= \sum_{n=0}^{N-2} h(n) \left[ z^{-n} + z^{-(N-1-n)} \right], \quad (12.201)
\]
and for $N$ odd, we have

$$H(z) = \sum_{n=0}^{N-1} h(n)z^{-n} + h \left( \frac{N-1}{2} \right) z^{-(N-1)/2} + \sum_{n=\frac{N+1}{2}}^{N-1} h(n)z^{-n}$$

$$= \sum_{n=0}^{N-3} h(n)z^{-n} + h \left( \frac{N-1}{2} \right) z^{-(N-1)/2} + \sum_{n=0}^{N-3} h(N-1-n)z^{-(N-1-n)}$$

$$= \sum_{n=0}^{N-3} h(n) \left[ z^{-n} + z^{-(N-1-n)} \right] + h \left( \frac{N-1}{2} \right) z^{-(N-1)/2}. \quad (12.203)$$

As a result, the filter exhibits a symmetric $h(n)$ and the number of coefficients is reduced to either $N/2$ for $N$ even or $(N+1)/2$ for $N$ odd. Figures 12.50 and 12.51 show the direct form structures of a linear-phase FIR filter, where $N$ is even and odd, respectively. By reversing the signal flow-graph of the direct form FIR filters while maintaining the same transfer function, the transpose form structures of Figures 12.52 and 12.53 can be derived in the cases, where $N$ is even and odd, respectively. The main advantage of transpose architectures is that adders are naturally pipelined without introducing additional latency. Note that pipelining consists of adding latches or flip-flops between logic sections to reduce the critical path and increase the throughput of a system.

The block diagram of a two-fold decimation filter based on the direct form structure is depicted in Figure 12.54(a). This implementation features the computational complexity of the FIR filter and is not hardware efficient. An improvement can be obtained using a polyphase structure and then swapping the position of the filter and down-sampler, as shown in Figure 12.54(b). In general, for an FIR filter of length $N$, the next polyphase decomposition can

**FIGURE 12.52**

Transpose form structure of a linear-phase FIR filter with $N$ even.

The block diagram of a two-fold decimation filter based on the direct form structure is depicted in Figure 12.54(a). This implementation features the computational complexity of the FIR filter and is not hardware efficient. An improvement can be obtained using a polyphase structure and then swapping the position of the filter and down-sampler, as shown in Figure 12.54(b). In general, for an FIR filter of length $N$, the next polyphase decomposition can
be obtained [17]:

\[
H(z) = \begin{cases} 
\sum_{n=0}^{\frac{N-2}{2}} h(2n)z^{-2n} + z^{-1} \sum_{n=0}^{\frac{N-2}{2}} h(2n + 1)z^{-2n}, & \text{if } N \text{ even} \\
\sum_{n=0}^{\frac{N-3}{2}} h(2n)z^{-2n} + z^{-1} \sum_{n=0}^{\frac{N-3}{2}} h(2n + 1)z^{-2n}, & \text{if } N \text{ odd.}
\end{cases}
\]  

(12.205)

Let

\[
h_i(n) = h(2n + i) \quad i = 0, 1
\]

(12.206)

denote the \(n\)-th filter coefficient of the \(i\)-th polyphase component. The transfer function of the FIR filter can be written as

\[
H(z) = H_0(z^2) + z^{-1}H_1(z^2),
\]

(12.207)
where

\[
H_0(z) = \begin{cases} 
\sum_{n=0}^{N-2} h_0(n)z^{-n}, & \text{if } N \text{ even} \\
\sum_{n=0}^{N-1} h_0(n)z^{-n}, & \text{if } N \text{ odd}
\end{cases}
\]  
(12.208)

and

\[
H_1(z) = \begin{cases} 
\sum_{n=0}^{N-2} h_1(n)z^{-n}, & \text{if } N \text{ even} \\
\sum_{n=0}^{N-3} h_1(n)z^{-n}, & \text{if } N \text{ odd}
\end{cases}
\]  
(12.209)

Basically, the filter coefficients \(h(n)\) were grouped into even- and odd-numbered samples.

For \(N\) even, the number of multipliers and delay units is reduced by making use of the fact that the filter coefficients of polyphase components exist in mirror image pairs. This leads to the block diagrams of a linear-phase FIR filter with a decimation factor of 2, as illustrated in Figures 12.55 and 12.56, where \([x]\) denotes the smallest integer not less than \(x\).

For \(N\) odd, the implementation of the decimation filter is made hardware efficient by exploiting the coefficient symmetry. With \([x]\) being the largest integer less than or equal to \(x\), Figures. 12.57 and 12.58 show the resulting block diagrams of a linear-phase FIR filter with a decimation factor of 2.

**FIGURE 12.55**
Block diagram of a linear-phase FIR filter with a decimation factor of 2 (\(N\) even and \(N/2\) even).
The impulse response of a half-band FIR filter [18, 19] is characterized by

\[
    h(n) = \begin{cases} 
    \alpha, & \text{if } n = (N - 1)/2 \\
    0, & \text{if } n = 2k - 1, \quad k \neq (N + 1)/4 \quad k = 1, 2, \ldots, (N - 1)/2 \\
    h(2k), & \text{if } n = 2k, \quad k = 0, 1, 2, \ldots, (N - 1)/2 
    \end{cases}
\]

where \( \alpha \) is usually \( 1/2 \) and the filter length is of the form, \( N = 4L - 1 \), with \( L \) being an integer. All coefficients with \( n \) odd, except for \( n = (N - 1)/2 \), are then zero. As a result, the \( z \)-domain transfer function can be expressed

\[
    H(z) + H(-z) = 2\alpha.
\]
Assuming that $z = e^{j\omega T}$, we have $H(z) \leftrightarrow H(\omega)$ and $H(-z) \leftrightarrow H(\omega - \pi)$, so that

$$H(\omega) + H(\omega - \pi) = 2\alpha.$$  \hspace{1cm} (12.212)

Hence, the frequency response is symmetric with respect to one quarter of the sampling frequency, or $f_s/4$. That is,

$$F_p + F_s = f_s/2,$$  \hspace{1cm} (12.213)

where $F_p$ and $F_s$ are the edge frequencies of the passband and stopband, respectively, and the passband and stopband ripples should be identical, namely, $\delta_p = \delta_s$.

Because a half-band filter is required to have a magnitude response with
the value of 1/2 at $f_s/4$, it is only suitable for a decimation by a factor of 2. Figure 12.59 shows the block diagram of a half-band FIR filter with a two-fold decimation. The realization of a higher decimation ratio can then be addressed by cascading a series of such filters.

In practice, the decimation filter should have a flat passband response and narrow transition band in order to avoid the signal distortion. These features are not generally offered by the CIC and half-band filters. A solution can then consist of using a compensation FIR filter to cancel the passband droop introduced by the CIC filter and to narrow the overall passband. This FIR filter is designed to have the inverted version of the CIC filter passband response and can achieve a decimation by a factor 2. To prevent the amplification of signal components near the stopband edge frequency of the CIC filter, a good rule of thumb is to limit the upper passband frequency of the compensation FIR filter to about 1/4 the frequency of the first null in the frequency response of the CIC filter.

An approach for overcoming the threat of runtime overflow in FIR filters is to estimate the maximum value of the signal at the output of the $k$-th stage, $y_{max,k}$, and to find the worst-case wordlength of each adder and the size of the corresponding output register using the following equation,

\[
y_{max,k} = x_{max} \sum_{n=0}^{k-1} |h(n)| \leq 2^{B_k},
\]

where $x_{max}$ is the maximum value of the input signal, $h(n)$ denotes the filter coefficients, and $B_k$ is the required number of bits. To minimize the hardware complexity, rounding to lower word-length or bit truncation can be performed at each filter stage if the additional noise generated will not affect the target accuracy.

By representing filter coefficients in the canonic signed digit (CSD) form [20, 21], multiplications by a constant value can be transformed into a sequence of shift operations, additions and subtractions. An important reduction in the power consumption, area, and latency in FIR circuits can then be achieved, especially when shift operations are simply carried out at the wiring level, and dedicated shifters are not required. The radix-2 CSD expression of a fractional filter coefficient $h$ is given by

\[
h = \sum_{k=P}^{L-1} a_k 2^{p_k},
\]

where $a_k \in \{-1, 0, 1\}$, $P \leq p_k \leq M - 1$ and $M - P$ denotes the number of ternary digits. Note that a CSD code contains no adjacent nonzero digits, and the $-1$ value is represented by $\bar{1}$.

Starting from the LSB and proceeding toward the MSB, the bits $b_k$ of
a two's complement number can be converted into CSD digits $a_k$ for $k = 0, 1, 2, \cdots, N-1$. It is assumed that $c_0 = 0$ and $b_N = b_{N-1}$, and the conversion is realized according to the following equation,

$$c_{k+1} = \lfloor (c_k + b_k + b_{k+1})/2 \rfloor$$

$$a_k = b_k + c_k - 2c_{k+1},$$

where $c_k$ is the input auxiliary carry, $c_{k+1}$ represents the output auxiliary carry, and $\lfloor x \rfloor$ denotes the largest integer less than or equal to $x$.

The CSD representation of a number is unique and it has the advantage of containing the fewest number of nonzero digits, which represent additions or subtractions. A substantial hardware saving can then be realized in the implementation of the multiplication with a CSD coefficient.

A section of a linear-phase filter with the coefficients $h(0) = 0.90234$ and $h(1) = 0.45703$ is shown in Figure 12.60(a). The coefficient values in the 10-bit two’s complement representation are given by

$h(0) = 2^{-1} + 2^{-2} + 2^{-3} + 2^{-6} + 2^{-7} + 2^{-8} = 0.111001110$ (12.218)

$h(1) = 2^{-2} + 2^{-3} + 2^{-4} + 2^{-6} = 0.011101001,$

whereas in the 10-digit radix-2 CSD representation, we have

$h(0) = 2^0 - 2^{-3} + 2^{-5} - 2^{-8} = 1.00\overline{1}0100\overline{1}0$ (12.220)

$h(1) = 2^{-1} - 2^{-4} + 2^{-6} + 2^{-8} = 0.1\overline{0}0101010.$ (12.221)

By exhibiting a reduced number of nonzero ternary digits, the CSD code appears to be suitable for the implementation of the filter coefficients, as shown in Figure 12.60(b). Note that the symbol $\gg i$ indicates the right shift by $i$ bit positions due to the term $2^{-i}$ and the symbol $\ll i$ represents the left shift by $i$ bit positions related to the term $2^i$. Provided that the transposed direct-form structure is used for the FIR filter realization, common sub-expressions can be shared between the coefficients to reduce the overall number of operations.
The filter coefficient implementation shown in Figure 12.60(b) is based on the identities
\[ h(0) = ( -2^{-3} + 1)(2^{-5} + 1) \quad \text{and} \quad h(1) = 2^{-1}( -2^{-3} + 1) + 2^{-6}(2^{-2} + 1). \]
(12.222)

For high-order filters, the design of hardware efficient structures is performed using algorithms [22–24] to combine sub-expressions occurring often in coefficients.

**FIGURE 12.61**
Architecture of a bandpass modulator with a decimation filter.

The decimation stage for a bandpass modulator can consist of bandpass filters and sample rate down-converters. Because bandpass modulators are generally used to digitize signals at an intermediate-frequency stage of a wireless receiver based on the direct-conversion scheme, where in-phase (I) and quadrature-phase (Q) signals are required to track any changes in magnitude and phase of the incoming message, the decimation filter can be realized, as shown in Figure 12.61. The two mixers, respectively, perform digital sine and cosine multiplications at the same sample rate as the one of the bandpass modulator. The center frequency of the input signal is then shifted to baseband or dc, and I/Q versions of the modulator output are generated. This allows the use of the lowpass decimation filter, which is easier to implement and more hardware efficient than the bandpass decimation filter. However, the word-length of the input signal can still be long enough to significantly increase the filter hardware resource.

**FIGURE 12.62**
Architecture of a bandpass \( f_s/4 \)-modulator with a decimation filter.

When the sampling frequency, \( f_s \), is four times the center frequency, \( f_0 \),...
of the modulator, the ratio \( n_0 = f_0/f_s \) is reduced to 1/4 and the coefficients in the multiplications are given by

\[
\cos(k\pi/2) = 1, 0, -1, 0, 1, 0, -1, 0, \cdots \quad \text{for} \quad k = 0, 1, 2, 3, 4, 5, 6, 7, \cdots \tag{12.223}
\]

\[-\sin(k\pi/2) = 0, -1, 0, 1, 0, -1, 0, 1, \cdots \quad \text{for} \quad k = 0, 1, 2, 3, 4, 5, 6, 7, \cdots \tag{12.224}\]

Because the multiplication operations are reduced to selectively not change, nullify, or invert the input signal, they can be implemented using a few logic gates in the case of a single-bit modulator. Figure 12.62 shows a bandpass \( f_s/4 \)-modulator with the decimation filter.

**Remark**

In special cases, the CIC decimation filter can be implemented using polyphase structures [14].

Consider a CIC decimation filter consisting of \( N \) cascaded sections. Its transfer function is

\[
H(z) = \left( \frac{1-z^{-D}}{1-z^{-1}} \right)^N . \tag{12.225}
\]

By choosing the decimation factor to be a power of 2, we have \( D = 2^M \), where \( M \) is an integer. The transfer function \( H(z) \) can be written as

\[
H(z) = \left( \sum_{i=0}^{D-1} z^{-i} \right)^N = \left( \sum_{i=0}^{2^M-1} z^{-i} \right)^N = \prod_{i=0}^{M-1} (1+z^{-2^i})^N . \tag{12.226}\]

The commutative rule for multirate systems can be used to transform the block diagram of the CIC decimation filter shown in Figure 12.63(a) into the polyphase structure of Figure 12.63(b), which is realized by cascading \( M \) identical sections with a decimation factor of 2. The transfer function of each section can be decomposed as follows:

\[
(1+z^{-1})^N = \sum_{j=0}^{N} h(j)z^{-j} = H_0(z^2) + z^{-1}H_1(z^2), \tag{12.227}\]

where \( H_0 \) and \( H_1 \) denote the polyphase components. This implementation is based on FIR filters. The datapath size increases by \( N \) bits for each section and the overflow is prevented by setting the minimum word length for the \( k \)-th section to \( B_{in} + kN \).
$$H(z) = \frac{1}{z^N} \left( 1 + \sum_{i=1}^{M} \frac{1}{z^i} \right)$$

FIGURE 12.63
(a) Single-stage CIC decimation filter and (b) its polyphase FIR implementation for $D = 2^M$.

bits, where $B_{in}$ is the number of bits at the filter input and $k = 1, 2, \cdots, M$. Because the sampling frequency is successively decreased by a factor of 2, the power consumption component, which is proportional to the sampling frequency, can be reduced in comparison with the one of decimation structures where this is not the case.

12.2 Delta-sigma digital-to-analog converter

Delta-sigma ($\Delta \Sigma$) digital-to-analog converters (DACs) are typically used in applications where a high linearity is preferred over a high bandwidth.

FIGURE 12.64
Block diagram of a delta-sigma DAC.

The block diagram of a delta-sigma DAC is depicted in Figure 12.64. It comprises a digital interpolation filter, a digital delta-sigma modulator, a low-resolution DAC, and an analog lowpass filter. The input signal is assumed to be
a stream of digital words with $N$ bits. It is processed by a digital interpolation filter, which raises the data rate to $OSR \cdot f_s$, where $OSR$ is the oversampling ratio and $f_s$ is the sampling rate, by inserting $OSR - 1$ equidistant zero-valued samples between two consecutive samples of the input sequence. The oversampled signal is then supplied to a digital modulator or noise shaper, which reduces the word-length, generally to 1 bit. An analog version of the modulator output is provided by the reconstruction stage, which includes a low-resolution DAC and a lowpass (smoothing) filter.

### 12.2.1 Interpolation filter

The interpolation by an integer factor of $I$, which results in an increase in the output sampling rate, is the process of inserting $I - 1$ zeros between successive samples of the input signal, followed by the filtering of the undesired spectral images. For large values of $I$, the hardware-efficient implementation of the interpolation filter is generally based on a multistage structure [16].

![Interpolation Filter Diagram](image)

**FIGURE 12.65**

(a) Single-stage and (b) multistage interpolation filters.

Figure 12.65(a) shows the block diagram of a single-stage interpolation filter. The overall interpolation ratio $I$, which is equal to the oversampling ratio of the modulator, $OSR$, can also be realized by a cascade of $K$ stages, each achieving a sampling rate increase of $I_k$ (see Figure 12.65(b)). It can then be factored as

$$ I = \prod_{k=1}^{K} I_k, $$

(12.228)

where $K$ is the number of stages. The sampling frequency, $F_k$, at the output of the $k$-th stage is given by

$$ F_{k-1} = I_k F_k \quad k = K, K - 1, \cdots, 1, $$

(12.229)

where it is assumed that the output sampling frequency is $F_0 = I f_s$ with $f_s$ being the sampling frequency of the signal to be interpolated. Here, the stages are numbered backward from $K$ to 1 to show that, for a given rate change and number of stages, an interpolation filter is the dual of a decimation filter, and the input signal is applied to the $K$-th filter stage. The up-sampling process also creates images of the original spectrum centered at multiples of the original sampling frequency. For the $k$-th stage, lowpass filters characterized by the
transfer functions \( H_k(z) \) are used to remove the images of the baseband signal at frequencies above \( \omega = \pi (f_s/I_k) \). This requirement can be met by a filter designed to have a passband ripple \( \delta_p/K \), a stopband ripple \( \delta_s \), a passband specified by

\[
0 \leq f \leq F_p, \quad (12.230)
\]

and a stopband of the form

\[
F_k - \frac{F_K}{2} \leq f \leq \frac{F_{k-1}}{2}, \quad (12.231)
\]

where \( F_K \) is the input sampling rate, \( f_s \). It should be noted that the \( K \)-th filter stage has the smaller transition band.

Generally, multistage structures can exhibit reduced filter lengths and computational complexity as compared to single-stage designs. This is due to the fact that the specifications of individual interpolation filters are relaxed and low-order filters can provide a sufficient attenuation of unwanted high-frequency signals that can be aliased into the baseband. A hardware-efficient implementation of the interpolation filter will then consist of a compensation FIR filter, followed by half-band FIR filters and a CIC interpolation filter. The role of the compensation filter, which is designed to have the inverse frequency response of the CIC filter, is to pre-equalize the passband droop of the CIC structure.

\[ x(n) \quad CK \quad y(n) \quad H(z) \quad H(z) \quad y(n) \]

**FIGURE 12.66**
Block diagram of twofold interpolation filters based on (a) direct form and (b) polyphase structures.

The block diagram of a twofold interpolation filter based on the direct form structure, as shown in Figure 12.66(a), features the computational complexity of the FIR filter and is not hardware efficient. The number of operations required for the signal processing in interpolation filters can be reduced using a polyphase structure and then swapping the position of the filter and downsampler as shown in Figure 12.66(b).

By grouping the filter coefficients \( h(n) \) into even- and odd-numbered sam-
The transfer function of an FIR filter can be expressed as

$$H(z) = H_0(z^2) + z^{-1}H_1(z^2), \quad (12.232)$$

where

$$H_0(z) = \begin{cases} 
\sum_{n=0}^{N/2} h_0(n)z^{-n}, & \text{if } N \text{ even} \\
\sum_{n=0}^{N-1} h_0(n)z^{-n}, & \text{if } N \text{ odd}
\end{cases} \quad (12.233)$$

and

$$H_1(z) = \begin{cases} 
\sum_{n=0}^{N/2} h_1(n)z^{-n}, & \text{if } N \text{ even} \\
\sum_{n=0}^{N-2} h_1(n)z^{-n}, & \text{if } N \text{ odd}
\end{cases} \quad (12.234)$$
In the case of linear-phase FIR filters, the coefficients are symmetric because \( h(n) = h(N - 1 - n) \).

When \( N \) is even, we have \( h_0(n) = h_1(N/2 - 1 - n) \). Hence, the coefficients of the polyphase components are not symmetric and exist in time-reversed pairs that can be realized using filter structures with symmetric and anti-symmetric impulse responses [26].

For \( N/2 \) even, a new set of filter coefficients is defined as

\[
\begin{align*}
    h'_0(n) &= \frac{1}{2} [h_0(n) + h_0(N/2 - 1 - n)] \\
    h'_1(n) &= \frac{1}{2} [h_0(n) - h_0(N/2 - 1 - n)],
\end{align*}
\]

where \( n = 0, 1, 2, \ldots, N/4 - 1 \). The transfer functions of the polyphase components can then be given by

\[
\begin{align*}
    H_0(z) &= \sum_{n=0}^{N/4-1} h'_0(n)(z^n + z^{-(N/2-1-n)}) + \sum_{n=0}^{N/4-1} h'_1(n)(z^n - z^{-(N/2-1-n)}), \\
    H_1(z) &= \sum_{n=0}^{N/4-1} h'_0(n)(z^n + z^{-(N/2-1-n)}) - \sum_{n=0}^{N/4-1} h'_0(n)(z^n - z^{-(N/2-1-n)}).
\end{align*}
\]

The block diagram of the resulting linear-phase FIR filter with an interpolation factor of 2 is depicted in Figure 12.67.

For \( N/2 \) odd, we have

\[
\begin{align*}
    h'_0(n) &= \frac{1}{2} [h_0(n) + h_0(N/2 - 1 - n)] \\
    h'_1(n) &= \frac{1}{2} [h_0(n) - h_0(N/2 - 1 - n)],
\end{align*}
\]

where \( n = 0, 1, 2, \ldots, [N/4] - 2 \), and

\[
\begin{align*}
    h'_0([N/4] - 1) &= \frac{1}{2} h_0([N/4] - 1) \\
    h'_1([N/4] - 1) &= -\frac{1}{2} h_0([N/4] - 1),
\end{align*}
\]

where \([x]\) denotes the function that returns the smallest integer not less than \( x \). The following expressions can then be derived:

\[
\begin{align*}
    H_0(z) &= \sum_{n=0}^{[N/4]-2} h'_0(n)(z^n + z^{-(N/2-1-n)}) + h'_0([N/4] - 1)z^{-([N/4]-1)} \\
    &\quad + \sum_{n=0}^{[N/4]-2} h'_1(n)(z^n - z^{-(N/2-1-n)}) + h'_1([N/4] - 1)z^{-([N/4]-1)}.
\end{align*}
\]
\[ H_1(z) = \sum_{n=0}^{\lfloor N/4 \rfloor - 2} h_0(n)(z^{-n} + z^{-(N/2-1-n)}) + h'_0(\lfloor N/4 \rfloor - 1)z^{-(\lfloor N/4 \rfloor - 1)} - \sum_{n=0}^{\lfloor N/4 \rfloor - 2} h'_0(n)(z^{-n} - z^{-(N/2-1-n)}) + h'_1(\lfloor N/4 \rfloor - 1)z^{-(\lfloor N/4 \rfloor - 1)} \]

(12.244)

The block diagram of the resulting linear-phase FIR filter with an interpolation factor of 2 is shown in Figure 12.68.

**FIGURE 12.69**
Block diagram of a linear-phase FIR filter with an interpolation factor of 2 (\(N\) odd and \((N-1)/2\) even).

**FIGURE 12.70**
Block diagram of a linear-phase FIR filter with an interpolation factor of 2 (\(N\) odd and \((N-1)/2\) odd).

In the case of FIR filters with \(N\) odd and half-band FIR filter, the coefficients of the polyphase components are also symmetric, and the interpolation structures can be obtained by transposing the polyphase structures of the
corresponding decimation filter. The block diagrams of linear-phase two-fold FIR filters with \( N \) odd are shown in Figures 12.69 and 12.70, for \( (N - 1)/2 \) even and \( (N - 1)/2 \) odd, respectively. Note that \( \lfloor x \rfloor \) is the largest integer less than or equal to the number \( x \). Figure 12.71 shows the block diagram of a half-band FIR filter with the interpolation factor of 2.

The polyphase structure offers increased efficiency in both size and speed. This is due to the fact that the filtering operation occurs at the lower sampling-rate side of the system, and the coefficient symmetry is exploited to derive an optimal form of the filter using resource sharing.

For large rate changes, a cascaded integrator-comb (CIC) filter [12] has an advantage over an FIR structure with respect to hardware efficiency in the context of a high-speed operation. The higher interpolation factor in a multistage architecture can then be achieved in the CIC filter following the polyphase FIR systems. Two equivalent block diagrams based on a noble identity for multi-rate structures are shown in Figure 12.72(a). A CIC interpolation filter, as illustrated in Figure 12.72(b), includes a differentiator section, an up-sampler or zero-stuff circuit, and an integrator section. The differentiator consists of a register and a subtractor. The zero-stuff circuit is realized using a 2-to-1 multiplexer controlled by a binary counter. The integrator is composed of a register and adder. The differentiator register is clocked at the input sampling frequency while the counter and integrator register are clocked at the output sampling frequency.

Because the effect of finite word-lengths may be critical in the integrator section, where overflows can cause very large errors and lead to instability due to the unity feedback, rounding is not allowed for integrators. Furthermore, the data widths in the CIC interpolation filter should be set by the worst-case gain at the output of each section to accommodate the maximum value of the signal.

Consider the realization of the interpolation by a factor \( I_1 \) using a CIC structure. The transfer function of the interpolation filter can be shown to

---

**FIGURE 12.71**
Block diagram of a half-band FIR filter with an interpolation factor of 2.
be

\[ H_1(z) = \left( \frac{1 - z^{-I_1}}{1 - z^{-1}} \right)^N, \quad (12.245) \]

where \( N \) is the number of sections. The CIC interpolation filter \([12]\) is realized by cascading \( N \) differentiators, an up-sampler, and \( N \) integrators. Each differentiator exhibits the transfer function

\[ H_D(z) = 1 - z^{-1}. \quad (12.246) \]

With \( z = e^{-j\omega T} \), the frequency response is given by

\[ H_D(\omega) = 2j \sin(\omega T/2)e^{-j\omega T/2}. \quad (12.247) \]

The magnitude, which is then of the form

\[ |H_D(\omega)| = 2|\sin(\omega T/2)|, \quad (12.248) \]

has a maximum value of 2 because the absolute value of a sine function is bounded by one. Hence, the maximum gain from the input to the output of the \( k \)-th section of the interpolation filter can be written as

\[ G_j = \begin{cases} 
2j, & j = 1, 2, \ldots, N \\
2^{2N-j} I_1^{-N-1}, & j = N + 1, \ldots, 2N, 
\end{cases} \quad (12.249) \]

where, for \( j > N \), we have

\[ H_1(z) = (1 - z^{-I_1})^{2N-j} \left( \frac{1 - z^{-I_1}}{1 - z^{-1}} \right)^{j-N} \quad (12.250) \]
and the factor $1/I_1$ is introduced to account for the $I_1 - 1$ zeros inserted by the up-sampler between the input samples. For an input data stream with $B_{in}$ bits, the minimum data width at the $j$-th section is

$$B_j = [B_{in} + \log_2 G_j].$$  \hfill (12.251)

However, as $G_N > G_{N+1}$, the data width of the last differentiator is larger than the one of the first integrator. Consequently, either the data width of the last differentiator must be reduced to

$$B_N = B_{in} + N - 1$$  \hfill (12.252)

when the two's complement arithmetic is employed, or the data width at each integrator should be increased by one to ensure filter stability. To obtain an output data with $B_{out}$ bits, the number of LSBs discarded should be

$$B_T = B_{2N} - B_{out}.$$  \hfill (12.253)

Note that some LSBs will be truncated only if the effect of arithmetic errors at the filter output is maintained at an acceptable level.

### 12.2.2 Digital modulator

Generally, the digital modulator is based on a noise shaping loop, where either the output signal or the quantizer error signal is fed back. This leads to two possible structures, known as the output-feedback and error-feedback modulators.

![Block diagram of an output-feedback modulator.](image)

**FIGURE 12.73**
Block diagram of an output-feedback modulator.

The block diagram of the output-feedback modulator is shown in Figure 12.73. It consists of a digital filter and quantizer, which has a truncation function. In this case, the quantizer should provide an output data of $B$-bit length consisting of the input signal MSBs. Let $H$ be the transfer function of the filter. Assuming that the quantizer can be modeled as an additive noise source, the modulator output, $V_0$, can be related to the input voltage, $V_i$, in the z-domain by

$$V_0(z) = H_S(z)V_i(z) + H_Q(z)E_Q(z),$$  \hfill (12.254)
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where

\[
H_S(z) = \frac{H(z)}{1 + H(z)}, \quad (12.255)
\]
\[
H_Q(z) = \frac{1}{1 + H(z)}, \quad (12.256)
\]

and \( E_Q \) is the quantization error signal. Ideally, the quantization noise has to be suppressed at the frequency band allocated to the signal. The quantizer and the loop filter must be designed to ensure the stability of the modulator.

Another architecture of the digital modulator, referred to as the error-feedback scheme [25], is depicted in Figure 12.74. Here, the feedback signal involves the quantizer error. Assuming that \( H \) is the filter transfer function,

\[
V_0(z) = V_i(z) + H_Q(z)E_Q(z), \quad (12.257)
\]

where the QNTF is given by

\[
H_Q(z) = 1 - H(z) \quad (12.258)
\]

and \( E_Q \) is the error signal introduced by the quantizer. Note that the STF is reduced to 1. Due to the high sensitivity to component nonidealities, the error feedback scheme is only suitable for digital implementations.

One way to improve the attenuation of the quantization noise in the baseband is to increase the order of the digital modulator, which is similar to the one of the loop filter. There are various structures for the realization of digital modulators based on QNTFs with a highpass frequency response.

The block diagram of a second-order error-feedback modulator with a \( B \)-bit quantizer, which extracts the MSBs of its input signal, is shown in Figure 12.75. The remaining LSBs are accumulated in the feedback path until they overflow into MSBs and thus contribute to the output. The quantization error is shaped by a second-order transfer function of the form

\[
H_Q(z) = (1 - z^{-1})^2, \quad (12.259)
\]

and the transfer function of the filter is given by

\[
H(z) = 2z^{-1} - z^{-2}. \quad (12.260)
\]
FIGURE 12.75
Block diagram of a second-order error-feedback modulator with a $B$-bit quantizer.

The modulator implementation is greatly simplified because all multiplier coefficients are powers of 2 and the multiplication can be reduced to shift and add operations.

FIGURE 12.76
Block diagram of a third-order error-feedback modulator with a $B$-bit quantizer.

The block diagram of a third-order error-feedback modulator is depicted in Figure 12.76. By placing the zeros of the QNTF on the unit circle, we have

$$H_Q(z) = (1 - z^{-1})^3,$$

and the transfer function of the filter is given by

$$H(z) = 3z^{-1} - 3z^{-2} + z^{-3}. \quad (12.262)$$

Hence, the filter used in the modulator has an FIR frequency response. The modulator implementation may not be hardware efficient due to the circuit complexity required for multiplications by non-power-of-2 coefficients.

A third-order error-feedback modulator can also be implemented by the 2-1 cascaded structure shown in Figure 12.77, where it assumed that $B \geq b$. The first stage is a second-order $b$-bit modulator, and the inverted version of its quantization noise is applied to the second stage, which is based on a first-order $B$-bit modulator. Let $S$ be the modulator input signal. The linear
FIGURE 12.77
Block diagram of a third-order, 2-1 cascaded error-feedback modulator.

analysis yields the equations

\[
Y_1(z) = S(z) + (1 - z^{-1})^2 E_{Q1}(z), \quad (12.263)
\]

\[
Y_2(z) = -E_{Q1}(z) + (1 - z^{-1}) E_{Q2}(z), \quad (12.264)
\]

and

\[
Y(z) = Y_1(z) + (1 - z^{-1})^2 Y_2(z), \quad (12.265)
\]

where \(Y_1\) and \(Y_2\) denote the outputs of the first and second stage, respectively; \(E_{Q1}\) and \(E_{Q2}\) represent the quantization noises of the first and second stage, respectively; and the transfer function of the cancelation section is chosen in the form, \((1 - z^{-1})^2\). In order to correctly combine the output signals, \(Y_1\) and \(Y_2\), the output of the first stage must be shifted left to ensure the alignment of both MSBs. The output of the digital modulator can then be written as

\[
Y(z) = S(z) + (1 - z^{-1})^3 E_{Q2}(z). \quad (12.266)
\]

The realization of the differentiator at the output of the second stage using digital circuits has the advantage of being more accurate than the implementation in the analog domain. However, the bit growth introduced in the error-cancelation path has the effect of imposing stringent matching requirements on the unit elements used in the implementation of the output DAC.

The single-bit quantization is generally preferred, because the two-level DAC is inherently linear. However, the use of a multi-bit quantizer results in an increase of the modulator resolution due to the reduction of the noise effect both inside and outside the signal band and the elimination of the spectral tones that can be problematic in single-bit structures. Note that a \(B\)-bit quantizer can be implemented in modulators based on the two’s complement arithmetic by simply truncating the multi-bit input code to its \(B\) MSBs. Aside
from this advantage, multi-bit converters require calibration schemes for the cancelation of the distortion caused by element mismatches in the DAC.

A high resolution can also be obtained using high-order modulators. This approach is limited by the stability constraint set by the nonoverload requirement of the quantizer. A digital modulator with a QNTF of the form \((1 - z^{-1})^L\) will remain stable if the number of bits, \(B\), in the quantizer output is such that \(B \geq L + 1\) and the input signal does not exceed the midpoint of the last quantization interval [27]. This is a sufficient but not necessary criterion for the modulator stability, which depends on the input signal. To ensure stability in special cases, simulations can be carried out to determine the allowed maximum magnitude of the input signal.

The representation of the modulator output in the analog domain is achieved by a DAC. The latter produces a signal containing the replica of the digital input and the additive quantization noise. An analog lowpass filter is then designed to eliminate the noisy signal, which lies outside the bandwidth of interest.

12.3 Nyquist DAC design issues

In DAC implementations using an array of unit elements, the output signal is the sum of all contributions due to the unit elements, which are selected based on the input code. Any element mismatch may then affect DAC operation and linearity. Dynamic element-matching (DEM) calibrations can be used to convert mismatch errors into a zero-mean white noise, or to remove the noise caused by mismatches out of the frequency band of interest [1–3, 43]. The objective is to randomize the switching of DAC unit elements such that the mismatch errors are averaged out. This is achieved taking into account the fact that the bit weights are equal, and the unit element switching associated with each digital code conversion can be performed in an arbitrary way.

![Block diagram of a DAC with dynamic element-matching calibration.](image)

**FIGURE 12.78**

Block diagram of a DAC with dynamic element-matching calibration.

The general architecture of a DEM DAC is depicted in Figure 12.78.
In mismatch-scrambling DEM DACs, mismatch errors are turned into white noise, while for mismatch-shaping DEM DACs, mismatch errors are spectrally shaped by an appropriate filtering function. A straightforward implementation of the digital circuit section, which is needed in DEM DACs, may substantially increase the hardware complexity. Various approaches, such as data-weighted averaging, tree-structured, butterfly shuffler, and vector feedback methods, are often adopted to trade the hardware complexity for a lower degree of randomization.

### 12.3.1 Data-weighted averaging technique

Data-weighted averaging (DWA) algorithms equally select the DAC elements taking part in the data conversion, such that matching errors average to zero over a given time period. The re-selection of a given element is possible only after the choice of all the others. As a consequence, the processing of consecutive input codes should require different DAC units.

Assuming that the deviation from the nominal value of the $i$-th unit element of the DAC is denoted by $\epsilon_i$, we have

$$\sum_{i=1}^{I} \epsilon_i = 0,$$

where $I$ is the number of elements. A given input code, which can be written as

$$X = qI + r, \quad 0 \leq r < I,$$

where $q$ and $r$ are two integers, is converted with the mismatch error

$$\Delta X = q \sum_{i=1}^{I} \epsilon_i + \sum_{i=1}^{J} b_i \epsilon_i$$

(12.269)

$$= \sum_{i=1}^{J} b_i \epsilon_i.$$

(12.270)

Here, $\sum_{i=1}^{J} b_i = r$ and $b_i$ is either 0 or 1. To reduce the effect of the residual error term on the converter performance, it is advisable to choose $b_i$ randomly.

The result of the conversion is obtained by adding the DAC codes at successive time instants, $k$ ($k = 0, 1, \cdots, K$). That is, $\Delta X$ is written in the $z$-domain as the product of the error associated with the initial DAC code and the function $1 + z^{-1} + \cdots + z^{-K}$, which can be approximated by $1 - z^{-1}$ for large $K$. The error caused by mismatch is then first-order shaped.

The block diagram of the $N$-bit $\Delta\Sigma$ modulator depicted in Figure 12.79 includes a DWA circuit [31], which can reject the tones caused by mismatches of the DAC unit elements out of the baseband. The DWA implementation
of Figure 12.80 consists of an adder, a shift register, binary-to-thermometer encoders, AND and exclusive-OR gates, inverters, and multiplexers. The number of unit elements actually required is \( N = K + L \), where \( K \) and \( L \) are the number of elements assuming an ideal DAC and the number of additional elements due to the DWA, respectively. Note that the value of \( L \) determines the noise-shaping performance of the DWA technique. For a 4-bit modulator, \( N \) can be chosen to be 15 + 1. The binary-to-thermometer decoder should have 16 outputs and the last one can be maintained at the low state.

![FIGURE 12.79](image1)

**FIGURE 12.79**
Block diagram of an \( N \)-bit delta-sigma modulator including a DWA circuit.

![FIGURE 12.80](image2)

**FIGURE 12.80**
A digital implementation of the data-weighted averaging technique.

### 12.3.2 Element selection logic based on a tree structure and butterfly shuffler

Assuming a 3-bit (or eight-element) DAC, Figures 12.81 and 12.82 show the block diagrams of the element selection logic (ESL) or encoder based on a tree structure and butterfly shuffler, respectively. In both schemes, the number of
unit elements is given by $2^N$, and the switching section comprises $\log_2(N)$ layers, where $N$ is the number of bits.

**FIGURE 12.81**
Tree-structured ESL.

**FIGURE 12.82**
Butterfly shuffler ESL.

**FIGURE 12.83**
Circuit diagram of a switching block with (a) $(k + 1)$-bit and (b) 2-bit input words; (c) implementation of the selection logic (SL).

**FIGURE 12.84**
Circuit diagram of D flip-flops with enable.
For the approach based on a tree structure, a combination of the $N$-bit binary code to be converted and a zero, which represents the first bit (LSB) of the input data, is applied to the encoder. This latter consists of $2^N - 1$ switching blocks, the operation of which is equivalent to signal processing functions of the form

$$y_{ij}^1 = \frac{x_{ij}^1 + C_{ij}}{2}, \quad (12.271)$$

$$y_{ij}^2 = \frac{x_{ij}^1 - C_{ij}}{2}, \quad (12.272)$$

where $x_{ij}^1$ and $y_{ij}^1$ ($k = 1, 2$) are the input and output signals, respectively, and $C_{ij}$ denotes the difference between the top and bottom outputs of the switching block $j$ on the layer $i$. To simplify the hardware implementation, other definitions, which satisfy the number conservation rule, may be adopted for switching function. It can be assumed, for instance, that

$$C_{ij} = \begin{cases} 0, & \text{if } x_{ij}^1 \text{ is even} \\ \pm 1, & \text{if } x_{ij}^1 \text{ is odd}. \end{cases} \quad (12.273)$$

The operation of the encoder is equivalent to an $N$-to-$2^N$ transformation followed by a scrambling. By processing an input with $(k + 1)$-bits, the switching block provides two $k$-bit outputs.

The butterfly shuffler ESL can only operate with an even number of DAC unit elements. It can be composed of a thermometer encoder, which achieves the $N$-to-$2^N$ conversion, and a selection stage consisting of $N2^{N-1}$ cells called swappers or switching blocks, which can be described as follows:

$$y_{ij}^1 = \frac{x_{ij}^1 + x_{ij}^2}{2} + C_{ij} \frac{x_{ij}^1 - x_{ij}^2}{2} \quad (12.274)$$

$$y_{ij}^2 = \frac{x_{ij}^1 + x_{ij}^2}{2} - C_{ij} \frac{x_{ij}^1 - x_{ij}^2}{2}, \quad (12.275)$$

where $x_{ij}^k$ and $y_{ij}^k$ ($k = 1, 2$) are the input and output signals, respectively; $i$ denotes the layer number; and $j$ represents the position of the swapper in the layer. Depending on the level of the signal $C_{ij}$, the switching block may either pass the inputs directly to the corresponding outputs or assign the inputs reversely to the outputs on each clock cycle. The butterfly shuffler ESL (see Figure 12.82) can perform efficiently even if it allows only a selected set of connections. It should be noted that the association of each of the $N$ inputs to all possible $N$ outputs, would require a digital encoder with $N$ factorial paths, or a large die area.

The resulting noise of the DAC is a linear combination of the data, $C_{ij}$, with weighting factors, which are linearly related to the unit element errors. As long as each selection logic shapes $C_{ij}$ by a specific transfer function, the
static errors introduced by the element mismatch in the DAC will also be
tmodeled in the same way.

For a \((k + 1)\)-bit input word, the switching block can be implemented, as
shown in Figure 12.83(a). The \((k + 1)\)-bit input word is split into the upper
\(k - 1\) bits and the lower 2 bits, which are used to appropriately assign the least
significant bit (LSB) of the output data. When the length of the input word
becomes equal to 2 bits, the switching block can be realized using the structure
of Figure 12.83(b). For a first-order mismatch shaping, the selection logic (SL)
can be designed, as illustrated in Figure 12.83(c) [28–30]. The D flip-flops are
enabled by the parity signal, \(s\), provided by the XOR gate connected to the
2 LSBs of the input code, and the clock frequency is fixed at the data rate.
The dither signal, \(r\), which is delivered by a pseudo-random noise generator
(or linear feedback shift register) whose output assumes the values 0 or 1 with
the same likelihood and is used to eliminate spurious tones in the DAC output
spectrum, should be uncorrelated with the input code. The selection sequence
is determined by the output signals \((Q\) and \(\overline{Q}\)) of the second D flip-flop. The
circuit diagram of D flip-flops with enable is shown in Figure 12.84. A logical 1
at the enable node \(E\) allows the transfer of the data \(D\) to the flip-flop, and the
truth table of the overall structure is then similar to the one of a conventional
D-flip-flop. The previous state of the flip-flop is maintained in the cases where
\(E = 0\).

It should be noted that a tree-structured DEM DAC seems to offer a more
efficient hardware implementation in the case of high-order mismatch shaping
functions than a butterfly shuffler DEM DAC.

### 12.3.3 Vector feedback DEM DAC

![Diagram of Vector feedback DEM DAC](image-url)
An alternative element selection approach with the advantage of providing a high-order spectral shaping of the DAC noise can be based on the vector feedback structure [3, 44], which uses a sorting mechanism to determine the DAC unit elements to be selected for each conversion.

The block diagram of a vector feedback ESL is depicted in Figure 12.85. It consists of a vector quantizer, a min block (or a smallest-element sorter), two adders, and a filter. The vector feedback ESL processes a signal vector, whose length is equal to the number of DAC unit elements, that is, $2^B - 1$ for a resolution of $B$ bits. The signal vector, $s_y$, is sorted and quantized in such a way that the DAC elements associated to the $v$ largest $s_y$ components are enabled by the corresponding $s_v$ bits, while the remaining elements are deactivated. For each conversion, the number of bits set to 1 in $s_v$ must be equal to the number of 1s in the thermometer code of $v$. To keep the signal values within the range, which is fixed by the finite precision arithmetic, the smallest of all filter output signals is subtracted from the signal available at each filter output.

The noise contribution due to element mismatch is shaped in the $z$-domain by $H(z)$, where $H(z) - 1$ is the filter transfer function. For applications with lowpass or bandpass signals, the mismatch noise is efficiently removed from the band of interest by highpass and band-reject filters, respectively.

A conventional 4-bit thermometer-coded DAC consists of 16 unit elements. Ideally, all unit elements should be matched. However, in practice, they can be slightly different due to IC process variations. Assuming that the DAC unit elements exhibit random errors with a standard deviation of 1%, a first-order noise-shaping scheme with the transfer function of the form $H(z) = 1 - z^{-1}$ is used to improve the SNR of the DAC. Figure 12.86 shows the unit-element usage for the thermometer coding and first-order noise shaping, respectively. The number of unit elements that are in the on state (boxes filled in gray) corresponds to the decimal equivalent of the input digital code.
FIGURE 12.87
Output power spectrum of third-order lowpass modulators.

Figure 12.87 illustrates the output power spectrum of third-order lowpass modulators using thermometer-coded and first-order noise-shaped DACs. The correction scheme improves the SNR for low frequencies by first-order shaping the mismatch-induced noise. In order to whiten the noise generated by the selection algorithm itself, a dither signal can be included in the correction scheme.

Let us consider a vector, $\mathbf{x}$, with four different elements, $x_0, x_1$.

TABLE 12.3
Boolean Expressions for the Min Block Design

<table>
<thead>
<tr>
<th>$\text{Min}(x_0, x_1, x_2, x_3)$</th>
<th>$\mathbf{C}_{x_0}$</th>
<th>$\mathbf{C}_{x_1}$</th>
<th>$\mathbf{C}_{x_2}$</th>
<th>$\mathbf{C}_{x_3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>$C_{x_0} = C_0 \cdot C_1 \cdot C_2 \cdot \overline{C}_3 \cdot C_4 + C_0 \cdot C_1 \cdot C_2 \cdot C_3 \cdot \overline{C}_5 + C_0 \cdot C_1 \cdot C_2 \cdot C_4 \cdot C_5$</td>
<td>$C_{x_1} = \overline{C}_0 \cdot \overline{C}_1 \cdot C_2 \cdot C_3 \cdot C_4 + \overline{C}_0 \cdot C_1 \cdot C_3 \cdot C_4 \cdot \overline{C}_5 + \overline{C}_0 \cdot C_2 \cdot C_3 \cdot C_4 \cdot C_5$</td>
<td>$C_{x_2} = \overline{C}_0 \cdot \overline{C}_1 \cdot C_2 \cdot \overline{C}_3 \cdot C_5 + C_0 \cdot \overline{C}_1 \cdot \overline{C}_3 \cdot C_4 \cdot C_5 + \overline{C}_1 \cdot C_2 \cdot \overline{C}_3 \cdot C_4 \cdot C_5$</td>
<td>$C_{x_3} = \overline{C}_0 \cdot \overline{C}_1 \cdot C_2 \cdot C_4 \cdot \overline{C}_5 + C_0 \cdot \overline{C}_2 \cdot C_3 \cdot \overline{C}_4 \cdot \overline{C}_5 + C_1 \cdot \overline{C}_2 \cdot C_3 \cdot \overline{C}_4 \cdot \overline{C}_5$</td>
</tr>
</tbody>
</table>
To design the Min block and vector quantizer, six digital multi-bit comparators are necessary. They are configured, as shown in Figure 12.88(a), to perform the following operations:

\[
\begin{align*}
C_0 : & \ x_1 > x_0 \\
C_1 : & \ x_2 > x_0 \\
C_2 : & \ x_3 > x_0 \\
C_3 : & \ x_2 > x_1 \\
C_4 : & \ x_3 > x_1 \\
C_5 : & \ x_3 > x_2 \\
\overline{C_2} : & \ x_0 > x_3 \\
\overline{C_3} : & \ x_1 > x_2 \\
\overline{C_4} : & \ x_1 > x_3 \\
\overline{C_5} : & \ x_2 > x_3
\end{align*}
\]

The output signal of a comparator is set to either the logic high state or the logic low state, depending on the comparison result. A dichotomy technique can be used to sort a given set of elements. This is achieved by iteratively defining mutually exclusive subsets such that a tree hierarchy can emerge. Here, the sorting process provides six ordered combinations with a given element being the minimum. The total number of possible combinations is then \(6 \times 4\), or 24.

The circuit diagram of the Min block is depicted in Figure 12.88(b). There is no connection between the \(C_{x_0}\) input and any of the encoder gates because all inputs are in the logic low state when the 00 code is selected. It is assumed that only one of the Boolean functions, \(C_{x_0}\), \(C_{x_1}\), \(C_{x_2}\), or \(C_{x_3}\), can be set to the logic high state at a time. Following the design process of combinational logic circuits, each of the Boolean expressions, \(C_{x_0}\), \(C_{x_1}\), \(C_{x_2}\), and \(C_{x_3}\), whose logic state can be related to the fact that the corresponding element is minimum or not, can be derived as shown in Table 12.3.

To design the vector quantizer, the occurrence condition for each
can be affected by the stability problems of high-order modulator loops and
Table 12.4 summarises the Boolean functions used in the implementation of the vector quantizer. It consists of four 2-1 multiplexers and 24 decoders followed by tri-state buffers.

In practice, the implementation of DACs based on the vector feedback ESL can be affected by the stability problems of high-order modulator loops and
is limited to resolutions less than 4 bits due to the high number of logic gates (e.g., \((B - 1)!\) digital comparators and \((B - 1)! \times B\) decoders for a resolution of \(B\) bits) required by the vector quantizer.

### 12.4 Data converter testing and characterization

The performance of data converters can be characterized by static and
dynamic parameters. Static linearity, which can be obtained by comparing the ideal and real transfer characteristics of the converter, is generally specified through DNL and INL errors. The analysis of the converter output samples can also provide dynamic measures such as signal-to-noise ratio (SNR), signal-to-noise and distortion (SINAD), effective number of bits (ENOB), spurious-free dynamic range (SFDR), and harmonic distortions. The data converter testing [32–34] is achieved by means of microprocessor-based instrumentation due to the complexity of the required signal processing algorithms. A typical test setup for a data converter is shown in Figure 12.90. The following analysis methods can be used for the converter characterization.

12.4.1 Histogram-based testing

As shown in Figure 12.91, the histogram of an ideal ADC processing a dc signal consists of equal-sized bins for all output codes. When the converter transfer characteristic exhibits a nonlinearity, the bins will not have the same size due to the fact that some output codes occur more frequently than others. Generally, a periodic input sequence is applied to the ADC. The output data are collected as a series of records, each of which contains a given number of samples. They are represented in the form of a normalized histogram or code density showing the occurrence frequency of each converter code. The converter characteristics can then be determined by comparing the code density

![Histogram-based testing](image)

**FIGURE 12.91**
Correspondence between the histogram and ADC transfer characteristic: (a) Ideal case, (b) nonideal case.
data to the ideal distribution density function. In the absence of offset errors, for instance, the histogram should be symmetrical. Gain deviations affect the histogram width. A zero occurrence is the result of a missing code. Note that a large spike generally corresponds to a high DNL.

Let \( \Lambda_i \) be the number of occurrences of code \( i \), \( \Lambda_T \) be the total number of samples, and \( P(i) \) be the occurrence probability of code \( i \) or the bin width of the ideal converter. The next definitions can be adopted for the DNL and INL expressed in LSBs:

\[
DNL(i) = \frac{\Lambda_i}{\Lambda_T P(i)} - 1 \quad (12.276)
\]

\[
DNL = \max|DNL(i)| \quad (12.277)
\]

\[
INL(i) = \sum_{j=1}^{i} DNL(j) \quad (12.278)
\]

\[
INL = \max|INL(i)|, \quad (12.279)
\]

where \( i = 0, 1, \cdots, 2^{B+1} - 2 \). Note that the definition of the DNL cannot be applied to the last code and \( \Lambda_i/\Lambda_T \) is the histogram bin width of the converter under test (\( \Lambda_i \) is the number of occurrences of each code \( i \) and \( \Lambda_T \) denotes the total number of acquired codes). If the signal applied to the converter is assumed to be a sinusoid of the form

\[
x = A \sin(2\pi ft), \quad (12.280)
\]

the probability density function is given by\(^3\)

\[
p_X(x) = \frac{1}{\pi \sqrt{A^2 - x^2}}, \quad (12.283)
\]

where \( A \) denotes the amplitude. The parameter \( P \) for a given input sample is defined as

\[
P(i) = \int_{V_i}^{V_{i+1}} p_X(x) dx, \quad (12.284)
\]

\(^3\) Let \( X = \Phi(\Theta) = A \sin(\Theta) \). With \( \theta = \Phi^{-1}(x) \), the probability density function (pdf) is derived from the following expression,

\[
p_X(x) = p_\Theta(\theta) \left| \frac{d\theta}{dx} \right|, \quad (12.281)
\]

where the phase, \( \Theta \), of the sine wave is assumed to be a random variable uniformly distributed between \(-\pi/2\) and \(+\pi/2\) with the pdf given by

\[
p_\Theta(\theta) = \begin{cases} \frac{1}{\pi} & \text{if } \theta \in (-\frac{\pi}{2}, \frac{\pi}{2}) \\ 0 & \text{otherwise.} \end{cases} \quad (12.282)\]
where \( V_i \) and \( V_{i+1} \) are the lower and higher transition levels, respectively. That is,

\[
P(i) = \frac{1}{\pi} \left[ \arcsin \left( \frac{V_{i+1}}{A} \right) - \arcsin \left( \frac{V_i}{A} \right) \right].
\]

Taking the cosine of both sides of the above relation and using trigonometric relations, we can obtain

\[
V_{i+1}^2 - [2V_i \cos(\pi P(i))] V_{i+1} + V_i^2 - A^2 [1 - \cos^2(\pi P(i))] = 0.
\]

This quadratic equation can be solved for \( V_{i+1} \). As a result,

\[
V_{i+1} = V_i \cos(\pi P(i)) + \sin(\pi P(i)) \sqrt{A^2 - V_i^2},
\]

where only the positive square root was retained so that \( V_{i+1} \) can be greater than \( V_i \). With the assumption that the first decision level is fixed at \(-A\), the other decision levels can be computed as

\[
V_{i+1} = -A \cos\left( \frac{\pi \Sigma \Lambda_i}{\Lambda_T} \right),
\]

where \( P \) is replaced by the measured frequency of occurrence, \( \Sigma \Lambda_i / \Lambda_T \), and \( \Sigma \Lambda_i \) denotes the total number of codes included in the bins 1 through \( i \). A missing code corresponds to a DNL equal to \(-1\). The record length and ratio of the sampling rate to the signal frequency are chosen so that dynamic errors (in-phase distortion, information redundancy, etc.) are negligible.

### 12.4.2 Spectral analysis method

Fast Fourier transform data are used to characterize linearity and noise properties of the ADC in the frequency domain. The output provided by an ADC, which processes a sine-wave signal, comprises a tone at the input frequency, harmonics, spurious components, dc offset, and a broadband term characterizing the different kinds of noise. The power estimation of each narrowband component can be affected by the energy leaking from neighboring tones. A solution can then consist of using a suitable window function prior to the Fourier transform. The next parameters can be deduced from the spectrum data.

- The SNR is a measure of the broadband noise introduced by the converting and sampling process into the signal band. It is the ratio of the root-mean

\[
\cos(x - y) = \cos(x) \cos(y) + \sin(x) \sin(y)
\]

and

\[
\cos(\arcsin(x)) = \sqrt{1 - x^2}.
\]
square (rms) value or power of the output signal to the one of the sum of all other frequency components below the Nyquist rate, except those representing dc and harmonics of the fundamental.

- The dynamic range (DR) is the ratio of the rms value of a full-scale sinusoidal input signal to the rms noise delivered by the converter with inputs shorted together. It is limited by the Nyquist frequency.

- The total harmonic distortion (THD) is the ratio of the fundamental to the sum of the harmonics, which can be identified from the noise floor. It can also be expressed as a percentage.

- The SINAD\(^5\) is the ratio of the power in the fundamental frequency bin to that in all other bins, including harmonics. It can also be computed as \((\text{SNR}^2 + \text{THD}^2)^{1/2}\).

- The SFDR is the difference in rms magnitudes of the fundamental and the highest spur, which is not due to dc offset.

In another approach to performing a spectral analysis of the converter, the input signal is assumed to be the sum of two sine waves with the same amplitude, and frequencies equal to \(f_1\) and \(f_2\), respectively. The inter-modulation distortion (IMD) provides the ratio of the rms sum of inter-modulation components at frequencies \(if_1 \pm jf_2\) in the spectrum to the rms value of the input signal, where \(i\) and \(j\) are integers different from zero. The inter-modulation order is given by \(i+j\). In a practical implementation, the spectral leakage is eliminated either by assuming a coherent relationship between the sampling frequency, \(f_s\), and input frequencies, that is, \(m/f_s = m_1/f_1 = m_2/f_2\), where the integers \(m_1\) and \(m\), and \(m_2\) and \(m\) are respectively prime of each other, or by applying a filtering window such as the Blackmann Harris function to the data.

The noise power test, as shown in Figure 12.92, consists of analyzing the output samples delivered by a converter, which processes a limited band of white noise provided by a generator. The Fourier transform is used to evaluate the noise power ratio (NPR), which is the measure of all contributed errors in the frequency domain. However, the fundamental frequency and dc offset are discarded in the computation. The ENOB can be written as

\[
\text{ENOB} = N - \frac{1}{2} \log_2 \left( \frac{\text{NPR}}{\sigma_Q^2} \right),
\]

where \(N\) is the number of bits of the converter and \(\sigma_Q^2\) denotes the theoretical quantization noise.

\(^5\)The SINAD is also known as signal-to-noise and distortion ratio (SNDR).
Dynamic specifications are generally expressed in decibels (dB). However, they can be referenced to the converter FSR, which is constant, before being transformed into decibels. This results in parameters, whose unit is dBFS or say decibels relative to full-scale.

12.4.3 Walsh transform-based transfer function estimation

The transfer function of an $N$-bit converter can be represented as the sum of a given number of Walsh functions adequately weighted by the Walsh coefficients. These latter can be obtained by reconstructing the ADC output data using the Walsh transform. To achieve a good resolution, the number of points considered for the computation should be a power of 2 multiple of $2^N$. The comparison of the ideal and real transfer functions can then provide the ADC error parameters.

12.4.4 Testing using sine-fit algorithms

The ENOB characterization of an ADC, which processes a sampled sine wave, is carried out by reconstructing the input signal based on the four parameters (amplitude, frequency, phase, and dc offset) computed from the output data. The signal samples of the original input are then subtracted from the ones of the synthesized sine wave to estimate the average noise power. The ENOB at a given input frequency can then be computed as

$$
ENOB = \log_2 \left( \frac{FSR}{\sqrt{12 \cdot RMSE}} \right),
$$

where $FSR$ is the full-scale range of the ADC and $RMSE$ is the root-mean square of the digitized signal or the noise power provided by the test proce-
The achievable accuracy is limited by the convergence performance of the estimation algorithm, and the validity of the stochastic model is guaranteed only for a restricted range of the ratio between the number of ADC quantization levels and the one of the acquired samples.

Note that a pattern generator instead of a frequency synthesizer is required for the DAC testing. The ADC, which can be used to deliver a digital version of the analog output necessary for the different computations, can limit the speed and precision of the evaluation. To test DAC in the frequency-domain, the solution can consist of using analog spectrum analysis techniques. The level of harmonic distortions can then be related to the transfer characteristic deviations.

Generally, the power consumption of data converters increases with performance characteristics such as the dynamic range and bandwidth. The figure of merit (FOM) measures the efficiency with respect to the dissipated power. It is defined as

\[
\text{FOM} = \frac{\text{DR} \times \text{BW}}{P},
\]

where DR and P are the dynamic range and the total power dissipation of the converter, respectively, and BW is the signal bandwidth.

### 12.5 Delta-sigma modulator-based oscillator

Generally, the on-chip generation of high-quality signals is required in built-in self-test structures for mixed-signal circuits. An approach to resolve this problem is to use ΔΣ modulator-based oscillators, which can deliver signals with a spurious-free dynamic range on the order of 90 dB.

A ΔΣ modulator-based oscillator consists of a loop including a digital resonator with poles on the unit circle and an \( N \times N \)-bit multiplier, which is implemented by the combination of a ΔΣ modulator with a multiplexer to reduce the silicon area and timing delay. The 1-bit pattern used to control the multiplexer switching is available at the output of the ΔΣ modulator, which should have a unity signal transfer function. It contains the sinusoidal signal generated by the resonator and the out-of-band quantization noise, which can be suppressed by a filter. An analog signal can be obtained by cascading a 1-bit DAC with the oscillator.

The block diagram of a lowpass ΔΣ oscillator [35] is shown in Figure 12.93. It includes two integrators, a lowpass ΔΣ modulator, and a 2-1 multiplexer. The delay of one clock period introduced on the signal path by the second-order lowpass ΔΣ modulator shown in Figure 12.94 is compensated for by using one nondelayed integrator. Let \( x_1 \) and \( x_2 \) be the state variables associated with the output of the first and second integrators, respectively. We can
Using the $z$-transform, $X_1$ and $X_2$ can be eliminated and the next characteristic equation is derived,

$$z^{-2} - (2 - k)z^{-1} + 1 = 0.$$  \hfill (12.296)

To ensure the oscillation, the roots of the above equation should be conjugate complex and located on the unit circle. This is the case for $0 < k < 4$, and

$$z_{1,2}^{-1} = \frac{2 - k \pm j \sqrt{k(4 - k)}}{2}. \quad (12.297)$$

The angular frequency of oscillation, $\omega_0$, can then be related to the coefficient, $k$, and the period of the clock signal, $T$, according to

$$\tan(\omega_0 T) = \pm \frac{\sqrt{k(4 - k)}}{2 - k}. \quad (12.298)$$

A bandpass $\Delta \Sigma$ oscillator [36], as shown in Figure 12.95, offers the advantage of possessing a greater usable bandwidth while operating at a sample rate comparable to that of a lowpass structure. It uses two registers (blocks denoted by $z^{-1}$) included in a loop with a multiplier (coefficient $l$), a bandpass $\Delta \Sigma$ modulator, and a 2-1 multiplexer. Figure 12.96 shows the block diagram of a fourth-order bandpass $\Delta \Sigma$ modulator with a signal transfer function equal
to 1, such that the signal level is not modified. By inspection of the oscillator, we can derive

\[
\begin{align*}
    x_1(n) &= -x_2(n-1) + lx_1(n-1) - kx_1(n-1), \\
    x_2(n) &= x_1(n-1),
\end{align*}
\]

(12.299) (12.300)

where \(x_1\) and \(x_2\) denote the state variables of the register outputs. These last equations can be transformed to the \(z\)-domain as

\[
(z^{-2} + (k - l)z^{-1} + 1) = 0.
\]

(12.301)

Solving for \(z^{-1}\), the roots of the characteristic equation (12.301) are given by

\[
\begin{align*}
    z_{1,2}^{-1} &= \frac{l - k \pm j\sqrt{4 - (k - l)^2}}{2},
\end{align*}
\]

(12.302)

where \(|k - l| < 2\). Hence, the oscillation frequency can be obtained from the next expression,

\[
\tan(\omega_0 T) = \pm \frac{\sqrt{4 - (k - l)^2}}{l - k}.
\]

(12.303)
The multiplication coefficient $l$ can be chosen to be a power of 2 to reduce the hardware complexity. Further reduction is achieved for $l = 0$.

For both oscillator structures, a discrete-time sinusoidal signal of the form

$$x(n) = A \sin(\omega_0 T n + \phi)$$

(12.304)

can be obtained at the node labeled $x_1$. The amplitude $A$ and the phase $\phi$ are dependent on the coefficient $k$ (and $l$), and the initial conditions, $I_1$ and $I_2$, of the first and second registers.

Principles of the time division multiplexing [37] can be exploited for the generation of two-tone signals. This is realized by replacing the 2-1 multiplexer with a 4-1 multiplexer and each register with a pair of registers. As a result, the effective clock frequency is divided by a factor of two.

12.6 Digital signal processor interfacing with data converters

Due to the difference of processing speed and electrical characteristics existing between input/output (I/O) devices, such as data converters, and the computer processing unit (CPU) of a microprocessor (digital signal processor (DSP), micro-controller), interface chips are required to synchronize data transfer between the CPU and I/O devices. Generally, an interface chip is composed of control registers, data registers, status registers, data direction registers, and control circuit [38]. Control registers include data bits, whose states determine the parameters of the I/O operation. The data transfer direction for each I/O pin is set by the corresponding bit of the data direction registers. The data register is used as a buffer to temporarily store the data being transferred to or from the CPU. The status registers store bits providing information on the progression of the I/O operation. Because access to the data bus is allowed to only one I/O device at a time, an address decoder is used to generate chip-select or chip-enable signals for each device at the request of the microprocessor.

The data transfer between the microprocessor and I/O devices can be either parallel or serial. Parallel communications are based on the use of several wires to simultaneously transmit data. Serial communications involve transmitting digital data, sequentially, over only one wire. To achieve a high transfer speed, parallel data transmissions are preferred, while serial links are the better option when the interconnection hardware overhead should be kept minimal.

Due to the typical speed difference between the microprocessor and I/O devices, a synchronization mechanism is required for proper data transmission. Various types of synchronization can be used to interface I/O devices.
A simple synchronization technique is to design the software such that it can initiate the communication and then wait a fixed amount of time for the I/O operation to complete. This method is known as blind cycle counting because it provides no information about the outcome of the I/O operation back to the microprocessor.

In the gadfly or busy waiting approach, the software routine includes loops that can check the I/O status until the completion of data transfer. This approach is suitable only for I/O operations with a small wait time.

The periodic polling is based on the principle of continually checking the status of the I/O operation to detect whether it is complete. By continuously monitoring the status register, the microprocessor can notice the end of the data transfer. It can then retrieve data and proceed further according to the programmed instructions.

The interrupt technique requires more complex hardware and software, but has the advantage of efficiently using the microprocessor CPU. An interrupt request is generated either when the I/O device is ready or to acknowledge a successful data transfer. As a result, the CPU forces a branch-out of the current program sequence to the appropriate interrupt service routine (ISR). Prior to the transfer of the control to the ISR, the CPU state must be saved on the stack. This is necessary because the program execution should resume after returning from the ISR. However, the achievable response time may be limited due to the microprocessor latency time (the time elapsed between the generation of an interrupt request and the servicing of the corresponding I/O device).

Another I/O synchronization technique is based on direct memory access (DMA). DMA controllers can transfer data from I/O devices directly to the main memory, and vice versa, without the intervention of the CPU. They can generate an address sequence to access blocks of data and manage access priorities. Here, the load of the CPU is reduced and a higher data throughput can be achieved by manipulating data blocks.

Interfacing a DSP with data converters involves both physical connections and software routines that steer the transmission of data. Data converters used in the interface implementation should exhibit more flexibility. This is achieved using a set of on-chip registers to achieve programmability and control the data flow. The write (WR) and read (RD) operation of each register is determined by a given signal. The communication between a digital signal processor (DSP) and data converters can be done either in parallel or serially [39]. A DSP with only one type (parallel or serial) of port can still communicate with any I/O device, provided data can be converted from parallel to serial form, and vice versa. Figures 12.97(a) and (b) show the circuit diagrams, which realize the parallel-to-serial and serial-to-parallel transformation, respectively. The first structure uses time-division multiplexing for the placement of \(N\)-bit input data in a single channel, while the second structure relies on the delay, which can be introduced on a data stream by shift registers. Note that various architectures
are available for the same interface type, which is efficiently implemented as a combination of hardware and software.

It should be noted that the above converters include additional input and output nodes in a data acquisition environment. The timing waveforms are shown in Figure 12.98 for the specific case of the parallel-to-serial converter. After the initialization step steered by the RESET signal, the input data $ID[0 : N]$ are applied to the circuit and the write (WR) pulse is enabled. The signal BUSY changes to the high level and data are transferred 1 bit after the other to the serial output (SD) under control of the clock signal (CLK). The initiation and end of the transmission are detected from the information in SCLK, which is an inverted version of CLK.
12.6.1 Parallel interfacing

The block diagram of a parallel interface implementation for a fixed-point DSP is depicted in Figure 12.99. Data are transferred between the DSP memory and ADC outputs (WR operation) or DAC inputs (RD operation) in one clock period. Due to the short memory access time of high-speed processors, the data transfer flow must be regulated by programming the DSP to insert wait-states in the converter access cycle. Alternatively, the DSP can include a different external input/output memory space (IOMS) for converters or other nonmemory peripherals. Each data bit requires a pin, as well as the control signals [WR, RD, and chip select (CS)]. The timer must generate an interrupt request (IRQ), which determines the start of the conversion (SOC) of the ADC or the load of data (LD) into the DAC. The end-of-conversion (EOC) goes high to indicate that the conversion is complete and ADC output data are ready to be read.

The converter resolution can be lower than the one of the DSP data bus. The appropriate connection is then determined by the number representation system. For instance, the right justification of buses is needed for binary coding, while the left justification provides an adequate transfer in the case of two’s complement representations. This latter situation can be applied to the interface structure of Figure 12.99, where a 12-bit ADC and 14-bit DAC are used. The MSB (B11) of the ADC should be joined to D15 down to the LSB (B0) wired to D4. The DAC inputs must be connected to the data bus starting from B13 to D15 through B0 to D2.
Parallel interfacing has the advantage of higher transfer speed, but it results in a chip package with a high number of pins.

### 12.6.2 Serial interfacing

![Serial Interfacing Diagram](image)

**FIGURE 12.100**
Serial interfacing of a DSP.

By interfacing serially a DSP, the number of pins can be reduced. This approach is constrained by the requirement that the transfer rate must be greater than the required data bandwidth. Various serial protocols based on different bit encoding and basic packet structure are available for the communication between the DSP and data converters. Serial ports (SPORTs) can be used to transmit or receive data words of length 4 to 16 bits. A DSP is able to communicate in both directions simultaneously, that is, in full duplex mode. In contrast to microcontrollers, DSPs use a frame sync (FS) signal to indicate the beginning of the data stream and can operate with a continuous serial clock (SCLK) signal together with FS pulses. For a microcontroller, the data transfer takes place with respect to the SCLK signal, which must be active. The data synchronization can be conducted either by the DSP or data converters, but it is often convenient to have the sample timing being determined by the ADC and DAC.

The block diagram of a serial interface is shown in Figure 12.100. The DSP features pins corresponding to the data receive (DR), data transmit (DT), receive frame sync (RFS), and transmit frame sync (RFS) operations. Before the start of the transfer, synchronization pulses must be generated on the corresponding pin. When the SPORT is enabled, the digital data from the ADC are sent out on SDO, and the ones from SDI are transmitted to the
DAC. The EOC flag is raised at the end of the analog-to-digital conversion and can be reset to account for the DSP interrupt signal. The timer is used to generate the chip select (CS) and DAC load (LD) inputs.

12.7 Built-in self-test structures for data converters

Due to the increase in circuit complexity, testing is becoming an integral part of the integrated circuit design. Built-in self-test (BIST) structures provide the advantage of reducing the test cost and improving the testing accuracy in high-density circuits.

BIST structures based on code density test principles can be used to determine low-frequency spectral characteristics of data converters [40,41]. The generation of the test signal can rely on the use of pattern memory and a DAC. To reduce the required chip area, the digital version of the signal, which is available at the memory output, is transformed into an analog waveform by a 1-bit DAC, whose linearity is generally excellent. Thus, the quality of the signal is primarily determined by the number of samples, which is bounded by the memory size. By using a linear ramp as a test stimulus, the code width associated with the converter output signal can be computed. The number of occurrences in each bin should be equal in the ideal case, and any deviation can be related to the imperfection of a practical converter. The DNL for a given input sample is derived by subtracting the ideal code width from the measured code width. The sum of the DNL from the first up to the current code is equal to the INL. The accuracy of the DNL and INL determination is limited by the noise and quantization errors to about 0.05 LSB. For data converters embedded in a mixed-signal circuit, including a digital signal processor (DSP), the self-test program and test data can be stored in the read-only memory (ROM) and random access memory (RAM). However, BIST structures using logic gates can feature a low area and a high speed.

**FIGURE 12.101**
BIST structure for ADCs.

The block diagram of the BIST structure for the ADC is shown in Fig-
Let the test pattern be a linear ramp, the magnitude of which is greater than the full-scale range of the ADC. The output code of the converter can be written as $b_{2N-1}$, $b_{2N-2}$, ..., $b_0$, where $N$ denotes the number of bits, and $b_{2N-1}$ and $b_0$ are the MSB and LSB, respectively. The DNL and INL can be estimated from the array of $2^N - 2$ elements obtained by excluding the MSB and LSB, which correspond to non-doubly-bounded input ranges, and the occurrence number, $\Lambda_i$, of each code $b_i$. That is,

$$\text{DNL}_i = \frac{\Lambda_i}{\Lambda} - 1$$

and

$$\text{INL}_i = \begin{cases} 0, & \text{if } i = 0 \\ \text{INL}_{i-1} + \frac{\text{DNL}_i + \text{DNL}_{i-1}}{2}, & \text{otherwise,} \end{cases}$$

where

$$\Lambda = \frac{\sum_{i=1}^{2N-2} \Lambda_i}{2^N - 2}.$$  

The above static parameters can be expressed as a fraction of the LSB.

The BIST architecture for the DAC, as shown in Figure 12.102, includes a test pattern generator, a counter for digital code generation, an analog comparator, an index counter, a DSP, a control logic, and the circuit under test, which is a DAC. An analog version of the encoded sawtooth signal stored in the memory of the pattern generator and the DAC output signal are applied respectively to the positive and negative input nodes of the analog comparator. During the test, the output signal, $V$, delivered by the analog comparator gives
FIGURE 12.103
Operation principle of a DAC BIST structure.

an estimation of the magnitude levels associated with the different input codes of the DAC. It will assume the high or low state if the signal level at $V^+$ is greater or lower than the one at $V^-$. By detecting the rising edge of $V$, the control logic can increment the index counter, the content of which represents the different indexes, $t_i$, to be stored in the DSP memory. The DNL and INL (in fraction of the LSB) of the DAC can be derived as

$$DNL_i = \frac{t_i - t_{i-1}}{t_2 - t_0} - 1$$

and

$$INL_i = \begin{cases} 0, & \text{if } i = 0 \\ INL_{i-1} + DNL_i, & \text{otherwise,} \end{cases}$$

where

$$\Lambda = \frac{t_{2^N-1} - t_0}{2^N - 1}$$

and $N$ is the number of bits of the DAC. Note that $i = 1, \cdots, 2^N - 2$ and $INL_{2^N-1} = 0$ because the determination of the DAC parameters relies on the use of a linearized output line, whose support points are located in the first and last levels of the transfer characteristic.

The BIST performance depends on the quality of the test signal generated on-chip. Figure 12.103 illustrates the testing principle when the DAC transfer characteristic is a monotonically increasing function and the levels of the adjacent codes are sufficiently separated to be detected by the analog comparator. In cases where these last requirements are not fulfilled for the codes $i$ and $i + 1$, after the estimation of $t_i$, the determination process of the next index $t_{i+1}$ should be restarted with the code $i + 1$ held constant at the DAC input.
12.8 Circuit design assessment

1. Nyquist data converter analysis

![Figure 12.104](image.png)

**Figure 12.104**
Block diagram of a charge redistribution DAC.

![Figure 12.105](image.png)

**Figure 12.105**
Block diagram of a flash ADC.

- Consider the DAC depicted in Figure 12.104, which consists of a binary weighted capacitor array.

In the ideal case, show that the output voltage is of the form

\[ V_0 = (-1)^b_0 V_{REF} \sum_{k=1}^{N} 2^{-k} b_k, \]  

(12.311)
where $b_0$ is the sign bit, $b_k$ ($k = 1, 2, \cdots, N$) represents the magnitude bit, and $V_{REF}$ is the reference voltage.

Verify that the total capacitance required to achieve a resolution of $N$ bits is $C_T = (2^{N+1} - 1)C$.

Assuming that the saturation level of the amplifier output voltage is $\alpha V_{DD}$, where $\alpha = 0.8$ and $V_{DD} = 2.5$ V, solve the equation $|V_0| \leq \alpha V_{DD}$ with $C = 1 \text{ pF}$ to determine the maximum value of $N$.

- For the flash ADC of Figure 12.105, verify that the numbers of comparators and resistors required to achieve a resolution of $N$ bits are $2^N + 1$ and $2^N$, respectively.

Let the differential nonlinearity (DNL) be defined as the difference between an actual step width and the ideal value of 1 least significant bit (LSB). For each code $T_k$ ($k = 0, 1, \cdots, 2^N - 1$), the DNL is given by

$$DNL_k = \frac{\Delta_k}{V_{LSB}} - 1, \quad (12.312)$$

where $V_{LSB} = V_{REF}/2^N$, and $\Delta_k$ is the actual step size associated with the code $T_k$.

Assuming that the differential input voltage of each comparator is of the form $V^+ - V^- + V_{off}$, where $V_{off}$ is the offset voltage, and $V^+$ and $V^-$ are the voltage levels applied to the noninverting and inverting node, respectively, show that

$$DNL_k = \begin{cases} 
V_{off}, & \text{if } k = 2^N - 1 \\
0, & \text{otherwise.} 
\end{cases} \quad (12.313)$$

For $V_{off} = 10 \text{ mV}$ and $V_{REF} = 2.5 \text{ V}$, determine the maximum achievable resolution, $N_{\text{max}}$, by solving the equation $DNL_k \leq V_{LSB}/2$, which guarantees an effective number of bits equal to $N_{\text{max}}$.

### 2. Truncation quantizer model

Delta-sigma digital modulators rely on a truncation quantizer to reduce the number of bits of digital code. The conversion of digital code $x$ into a truncated version $\hat{x}$ incurs a quantization error defined as $e_Q = \hat{x} - x$.

- Considering the characteristic and quantization error of the truncation quantizer shown in Figure 12.106(a) in the case of the two’s complement representation, the probability density function is given
FIGURE 12.106
Characteristics and errors of a truncation quantizer: (a) Two’s complement and (b) sign-magnitude representations.

by

\[ p(e_Q) = \begin{cases} \frac{1}{\Delta}, & \text{if } -\Delta < e_Q \leq 0 \\ 0, & \text{otherwise.} \end{cases} \] (12.314)

Show that

\[ E(e_Q) = \int_{-\infty}^{+\infty} e_Q p(e_Q) de_Q = \int_{-\Delta}^{0} e_Q p(e_Q) de_Q = -\frac{\Delta}{2} \] (12.315)

and

\[ E(e_Q^2) = \int_{-\infty}^{+\infty} e_Q^2 p(e_Q) de_Q = \int_{-\Delta}^{0} e_Q^2 p(e_Q) de_Q = \frac{\Delta^2}{3}. \] (12.316)

Deduce that the variance or power of the quantization noise is of the form

\[ \sigma_Q^2 = E(e_Q^2) - [E(e_Q)]^2 = \frac{\Delta^2}{12} \] (12.317)

where \( \Delta \) is the quantizer step size.

Suppose now that a sign-magnitude representation is adopted. The characteristic and quantization error of the truncation quantizer are depicted in Figure 12.106(b) and the probability density function can be obtained as

\[ p(e_Q) = \begin{cases} \frac{1}{2\Delta}, & 0 \leq e_Q < \Delta \quad \text{if } x < 0 \\ \frac{1}{2\Delta}, & -\Delta < e_Q \leq 0 \quad \text{if } x \geq 0 \\ 0, & \text{otherwise.} \end{cases} \] (12.318)
Show that
\[ E(e_Q) = E(e_Q)|_{x<0} + E(e_Q)|_{x\geq 0} = 0 \] (12.319)
and
\[ E(e_Q^2) = E(e_Q^2)|_{x<0} + E(e_Q^2)|_{x\geq 0} = \frac{\Delta^2}{3}. \] (12.320)
Deduce that the variance of the quantization noise is of the form
\[ \sigma_Q^2 = \{E(e_Q^2) - [E(e_Q)]^2\}|_{x<0} + \{E(e_Q^2) - [E(e_Q)]^2\}|_{x\geq 0} = \frac{5\Delta^2}{24}, \] (12.321)
where \( \Delta \) is the quantizer step size.

3. Analysis of a second-order DT \( \Delta \Sigma \) modulator

Consider the block diagram of the second-order \( \Delta \Sigma \) modulator depicted in Figure 12.107. The integrator can be implemented such that
\[ I(z) = z^{-1}/(1 - z^{-1}). \]
Assuming a linear model for the comparator, that is, \( Y(z) = qX(z) + E_Q(z) \), where \( Y \) is the comparator output, \( X \) is the comparator input, \( E_Q \) is the quantization noise, and \( q \) is the comparator gain, show that
\[ Y(z) = H_S(z)S(z) + H_Q(z)E_Q(z), \] (12.322)
where
\[ H_S(z) = \frac{q\alpha_1\alpha_1 z^{-2}}{1 + (q\beta_2 - 2)z^{-1} + [1 + q(\alpha_2\beta_1 - \beta_2)]z^{-2}} \] (12.323)
and
\[ H_Q(z) = \frac{(1 - z^{-1})^2}{1 + (q\beta_2 - 2)z^{-1} + [1 + q(\alpha_2\beta_1 - \beta_2)]z^{-2}} \] (12.324)
Let \( z = e^{j\omega T} \), where \( T \) is the clock signal period. Evaluate the coefficients \( \alpha_1, \alpha_2, \beta_1, \) and \( \beta_2 \) in terms of \( q \) so that the stability criterion, \( |H_Q(\omega)| < 1.5 \) for \( 0 \leq \omega T \leq \pi \), is fulfilled.
4. Discrete-time to continuous-time transformation

A ΔΣ modulator can be designed to process either a continuous-time or discrete-time signal, as shown in Figures 12.108(a) and (b), respectively. The feedback digital-to-analog converter (DAC) is characterized by the transfer function

\[ H_{DAC}(s) = \frac{1 - e^{-sT}}{s} \]

where \( T = 1/f_s \) is the sampling period, and \( f_s \) is the sampling frequency.

Suppose that

\[ H(s) = \frac{1}{sT} \]  \hspace{1cm} (12.325)

and use \( s \)-transform tables to show that

\[ h(t) = \mathcal{L}^{-1}[H(s)H_{DAC}(s)] = \frac{t}{T}u(t) - \frac{t - T}{T}u(t - T). \]  \hspace{1cm} (12.326)

With reference to \( z \)-transform tables, show that

\[ H(z) = Z[h(t)|_{t=nT}] = \frac{z^{-1}}{1 - z^{-1}}. \]  \hspace{1cm} (12.327)

Now consider that

\[ H(s) = \frac{s_k}{sT + s_k}, \]  \hspace{1cm} (12.328)

where \( \omega_c = s_k/T \) is the 3-dB bandwidth frequency of the analog lowpass filter, and use \( s \)-transform tables to show that

\[ h(t) = \mathcal{L}^{-1}[H(s)H_{DAC}(s)] = (1 - e^{-s_k})u(t) - [1 - e^{-s_k(t-T)}]u(t-T). \]  \hspace{1cm} (12.329)

Show that the equivalent transfer function in the \( z \)-domain can be put into the form

\[ H(z) = Z[h(t)|_{t=nT}] = \frac{(1 - z_k)z^{-1}}{1 - z_k z^{-1}}, \]  \hspace{1cm} (12.330)

where \( z_k = e^{-s_k T} \).
5. Analysis of a second-order CT ∆Σ modulator

Consider the second-order CT ∆Σ modulator shown in Figure 12.20.

Assuming that $I(s) = 1/(sT)$, where $T$ denotes the clock signal period, show that

$$H(s) = \frac{X(s)}{Y(s)} = -\frac{k_2sT + k_1}{s^2T^2 + k_3}.$$  \hspace{1cm} (12.331)

In the case where the digital-to-analog converter (DAC) is of the half-return-to-zero (HRZ) type, that is, $H_{DAC}(s) = (e^{-sT/2} - e^{-sT})/s$, find the equivalent discrete-time (DT) transfer function $H(z)$.

Generate the pole-zero plot of the DT modulator noise transfer function based on the following coefficient values: $k_0 = 1$, $k_1 = 2$, $k_2 = 3.5$, and $k_3 = 0.015$.

6. Discrete-time and continuous-time 2-1 cascaded ∆Σ modulators

For the 2-1 discrete-time (DT) cascaded ∆Σ modulator depicted in Figure 12.110(a), verify that

$$H_1(z) = \frac{X_2(z)}{Y_1(z)} = -\frac{\alpha_1\alpha_2z^{-2}}{(1-z^{-1})^2} - \frac{2\alpha_1\alpha_2z^{-1}}{1-z^{-1}},$$  \hspace{1cm} (12.332)

$$H_2(z) = \frac{X_3(z)}{Y_2(z)} = -\frac{\alpha_3z^{-1}}{1-z^{-1}},$$  \hspace{1cm} (12.333)

and

$$H_3(z) = \frac{X_3(z)}{Y_1(z)} = \left[ \frac{\kappa_2}{\alpha_1\alpha_2}H_1(z) - \kappa_1\kappa_2 \right] \frac{\alpha_3z^{-1}}{1-z^{-1}},$$  \hspace{1cm} (12.334)

$$= \frac{\kappa_2\alpha_3z^{-3}}{(1-z^{-1})^3} - \frac{2\kappa_2\alpha_3z^{-2}}{(1-z^{-1})^2} - \frac{\kappa_1\kappa_2\alpha_3z^{-1}}{1-z^{-1}}.$$  \hspace{1cm} (12.335)
FIGURE 12.110
Block diagrams of 2-1 cascaded ΔΣ modulators.

TABLE 12.5
Equivalent CT Transfer Functions of Some DT Transfer Functions

<table>
<thead>
<tr>
<th>DT Transfer Function</th>
<th>CT Transfer Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z^{-1} )</td>
<td>( \frac{1}{sT} )</td>
</tr>
<tr>
<td>( \frac{1}{1 - z^{-1}} )</td>
<td>( \frac{1}{sT} )</td>
</tr>
<tr>
<td>( z^{-2} )</td>
<td>( \frac{1}{s^2T^2} - \frac{1}{2sT} )</td>
</tr>
<tr>
<td>( \frac{1}{(1 - z^{-1})^2} )</td>
<td>( \frac{1}{s^2T^2} + \frac{1}{3sT} )</td>
</tr>
</tbody>
</table>

Use the impulse invariant transform relations of Table 12.5, where it was assumed that the digital-to-analog converter (DAC) is modeled by a transfer function of the form \( H_{DAC}(s) = (1 - e^{-sT})/s \), where \( T \) is the period of the clock signal, to show that the equivalent s-domain transfer functions of the z-domain transfer functions, \( H_p \), (\( p = 1, 2, 3 \)), are given by

\[
H_1(s) = -\frac{\alpha_1\alpha_2}{s^2T^2} - \frac{3\alpha_1\alpha_2/2}{sT}, \quad (12.336)
\]

\[
H_2(s) = -\frac{\alpha_3}{sT}, \quad (12.337)
\]
Delta-Sigma Data Converters

FIGURE 12.111
Block diagram of a 3-bit digital comparator with parallel inputs.

\[ H_3(s) = -\frac{\kappa_2\alpha_3}{s^3T^3} - \frac{\kappa_2\alpha_3}{s^2T^2} + \frac{(2\kappa_2\alpha_3/3)(1 - 3\kappa_1/2)}{sT}. \]  

With reference to the continuous-time (CT) 2-1 cascaded ΔΣ modulator shown in Figure 12.110(b), where \( k_0 = k_1 \), determine the transfer functions \( H_1(s) = X_2(s)/Y_1(s) \), \( H_2(s) = X_3(s)/Y_2(s) \), and \( H_3(s) = X_3(s)/Y_1(s) \).

Find \( k_i \) (\( i = 0, 1, 2 \)) and \( g_j \) (\( j = 0, 1, 2, 3 \)) in terms of \( \alpha_p \) (\( p = 1, 2, 3 \)) and \( \kappa_q \) (\( q = 1, 2 \)).

With the assumption that \( \alpha_1 = 1/2, \alpha_2 = 1/2, \alpha_3 = 1, \kappa_1\kappa_2 = 1, \) and \( \kappa_2 = 1/2 \), generate the pole-zero plot of each of the modulator noise transfer functions.

7. Implementation of a selection unit based on noise-shaping dynamic element matching

Let \( A = A_4A_3A_2A_1 \) and \( B = B_4B_3B_2B_1 \). The logic diagram of a 4-bit comparator with parallel inputs is shown in Figure 12.111. Verify that this circuit will generate a logic signal if one of the following conditions, \( A > B, A = B, \) or \( A < B \), is satisfied.

The selection unit of Figure 12.112 was proposed in [44] in order to simplify the hardware required in the implementation of the vector-feedback noise shaping scheme for high-resolution DACs.

The partial sorting is implemented here by a tree structure and \( F(z) = (2z^{-1} - z^{-2})/(1 - z^{-1})^2 \). Digital comparators, as shown in Figure 12.111, are used to evaluate the difference between the
outputs of two adjacent filters, \( F(z) \), and for the realization of the partial sorting. Each signal \( X_i \) will assume a value of 1 or 0, depending on whether or not the associated DAC unit is selected.

Use simulation results to show that the overall (mismatch and quantization) error is shaped by a function of the form, \( 1/[1 - F(z)] \).
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A circuit for the clock signal generation or recovery is often required to achieve accurate data transfer between the different building blocks (see Figure 13.1) of very large-scale ICs operating at high speed. In the case of transmission systems, as shown in Figure 13.2, the multiplexer converts the input data into a serial stream of non-return-to-zero data, which then drives a high-speed buffer. At the receiver, the signal level is determined by an amplifier and the clock signal is recovered from the transmitted data and used to control the demultiplexer. The resulting data synchronization determines the accuracy of the information regeneration. The rising edges of the clock signal, whose frequency is set equal to the data rate, should coincide with the midpoint of each data bit, such that the sampling occurs farthest from the preceding and following transitions, yielding a maximum tolerance margin for the jitter and other timing uncertainties.

Precision timing circuits are generally based on a phase-locked loop (PLL)
Clock generation circuit
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Data converter 1
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FIGURE 13.1
A typical integrated-circuit floorplan.

FIGURE 13.2
Transmission system.

or delay-locked loop (DLL). They should typically feature a low sensitivity to process and temperature variations, and generate a clock signal with very low skew and jitter. However, achieving these requirements can be difficult due to a number of design trade-offs to be made between the circuit characteristics. Furthermore, a high level of integration will only be achieved if the objectives of reducing the area and power consumption are met.

13.1 Generation of clock signals with nonoverlapping phases

FIGURE 13.3
(a) Circuit diagram of a two-phase nonoverlapping clock signal generator; (b) clock signals.
To keep negligible the charge leakage, the duration of the sampling phase and hold phase required in the operation of switched-capacitor circuits is controlled by nonoverlapping clock signals. The circuit diagram of a two-phase nonoverlapping clock signal generator is shown in Figure 13.3(a). It consists of NAND gates and inverters. Here, the generator is designed to provide two outputs, which are not allowed to be in the high state during the same time. The nonoverlapping time can be increased by augmenting the number of inverters included between each output and the NAND gate. Each output node is buffered with an inverter sized to drive the on-chip clock bus. Figure 13.3(b) shows the plot of input and output signals. By applying a 50% duty-cycle reference clock signal at the input, the rising edge occurs at one output after the falling edge is produced at the other output. The main advantage of the aforementioned signal generator is its simplicity. However, the propagation delay introduced by the input inverter and changes in clock waveforms due to variations in load conditions can become critical in high-speed applications.

Charge injection errors can be minimized using a four-phase clock signal generator [4]. In the case of the structure shown in Figure 13.4(a), the delay blocks, which can be implemented by an even number of inverters connected in series, are purposely introduced to increase the nonoverlap time between the clock phases $\phi_1$ and $\phi_2$. The plot of the input and output signals is depicted in Figure 13.4(b), where $\phi_3$ and $\phi_4$ represent the delayed versions of $\phi_1$ and $\phi_2$, respectively. The propagation delay of the NAND gate and inverters, which determines the nonoverlap time, is a critical design parameter. If it is chosen with a very small value, clock skew may affect the accuracy of the clock timing. Conversely, if it is sized to be excessively large, the effective time period of
FIGURE 13.5
(a) Circuit diagram of a four-phase nonoverlapping clock signal generator with equal pulse-width complementary signals; (b) plot of output signals.

the clock signals will be considerably reduced. Under these conditions, the clock speed may be reduced. Furthermore, the inverter required at the input of the clock generator delivering nonoverlapping clock signals with the same periodicity as the reference clock introduces a difference in the duty cycle of complementary clock signals.

A solution to improve the performance of the clock generator can rely on forcing the rising edges of a clock phase and its delayed version to occur simultaneously. The circuit diagram of the four-phase nonoverlapping clock signal generator [5] with equal pulse-width complementary signals is shown in Figure 13.5(a). To make the pulse widths of complementary clock signals equal, the input reference clock is applied to two divide-by-2 circuits based on D flip-flops initialized to the high state and low state, respectively. The resulting signals are then applied to a cross-coupled section including a NAND gate, a delay block $\Delta_1$, and two signal-edge synchronization structures, each of which is composed of a series connection of two inverters, a delay block $\Delta_2$, a NAND gate, and an inverter. The synchronization is achieved within a specified maximum amount of time equal to the propagation delay introduced by the series of two inverters and the delay block $\Delta_2$. Each of the delay blocks, $\Delta_1$ and $\Delta_2$, should be realized by an even number of inverters connected in series. Figure 13.4(b) shows the plot of the input and output signals. The rising edges of $\phi_1$ and $\phi_2$ are aligned to the ones of $\phi_3$ and $\phi_4$, respectively, while the falling edges of $\phi_3$ and $\phi_4$ occur after the ones of $\phi_1$ and $\phi_2$, respectively. In this approach, the clock generator has the advantage of not introducing a difference of pulse width between both complementary clock phases and is
then suitable for the control of double-sampled or time-interleaved switched-capacitor circuits.

13.2 Phase-locked loop

The block diagram of the PLL is shown in Figure 13.6. The PLL is a feedback system, that operates by generating an oscillation signal, whose frequency has to match the one of the input signal. It consists of a phase detector (PD), loop filter, and voltage-controlled oscillator (VCO). The PD output waveform is proportional to the phase difference between the input and VCO output signals. It is then smoothed by the loop filter and the resulting dc signal is applied to the VCO control node. The VCO can then be driven to minimize the phase difference.

During the initial transient, the PLL operates in the nonlinear region as the VCO tries to find the correct frequency. The PLL linear model is valid when the locked condition is obtained. In this case, the phases of the input and VCO output signals are relatively equal.

Note that the choice of PD architecture has an impact on the overall PLL performance, such as the lock-in range and static phase error. The linear range of a PD detector, which can consist of a simple XOR gate, spreads from $-\pi$ to $\pi$. On the other hand, an alternative structure known as a phase and frequency detector (PFD), which generally exhibits the advantage of indicating the lead or lag relation between input waveforms, can handle differences between the clock signals in the range of $-2\pi$ to $2\pi$.

13.2.1 PLL linear model

Even if the PLL exhibits a nonlinear behavior, its design often starts with the linear model. Figure 13.7 shows the linear model of the PLL. Let $\Theta_i$ and $\Theta_o$ be the phase angles associated with the input and output signals, respectively; the output of the phase detector has the form

$$V_p(s) = K_p(\Theta_i(s) - \Theta_o(s)), \quad (13.1)$$
where $K_p$ is the PD conversion gain in units of volts per radian. The transfer function of the filter is denoted by $H(s)$ and that of the VCO is $K_v/s$, where $K_v$ is the VCO gain in units of radians per volt-second, because the frequency is related to the time derivative of the phase. The phase and error transfer functions can be computed as

$$T(s) = \frac{\Theta_0(s)}{\Theta_i(s)} = \frac{K_v K_p H(s)}{s + K_v K_p H(s)} \quad (13.2)$$

and

$$T_e(s) = \frac{\Theta_e(s)}{\Theta_i(s)} = \frac{s}{s + K_v K_p H(s)} \quad (13.3)$$

respectively. The frequency and transient responses of the loop appear to be affected by the choice of filter characteristic. Due to the contribution of the VCO first-order transfer function, the order of the PLL is equal to that of the filter plus 1. In the special case of a second-order loop, the PLL transfer function contains two poles at the origin due to the VCO and the loop filter implemented by an integrator. To counteract the effect of these poles, the loop transfer function must include a stabilizing zero, which is implemented by connecting a resistor in series with the integrating capacitor.

### 13.2.2 Charge-pump PLL

To achieve an extended tracking range, the PLL can be implemented as shown in Figure 13.8. This structure includes a PFD, a charge-pump circuit, a loop filter, and a VCO. The PFD has the advantage of also being sensitive to frequency error. It acts as an extended-range phase detector and generates a signal, which is indicative of the difference between its input signals. The
purpose of the charge-pump circuit is to convert the logic states of the PFD into analog signals, which are appropriate for the VCO control.

### 13.3 Charge-pump PLL building blocks

A charge-pump PLL system generally consists of a phase and frequency detector (PFD) or phase detector (PD), a charge-pump circuit, a lowpass filter, and a VCO. The PFD or PD compares the phase of the input data and that of the recovered clock signal generated by the VCO, and produces an error signal, typically consisting of Up and Dn signals used to drive a charge-pump circuit differentially. The output signal delivered by the charge-pump circuit is dependent on the phase difference between the data and clock signals. The resulting average signal, which is provided by the loop filter operating as an integrator, is applied to the VCO control input in order to appropriately change the frequency of the clock signal.

#### 13.3.1 Phase and frequency detector

![Phase and frequency detector symbol](a)

![Ideal characteristic of a three-state PFD](b)

**FIGURE 13.9**

(a) Phase and frequency detector symbol; (b) ideal characteristic of a three-state PFD.

The ideal characteristic of a three-state PFD, as shown in Figure 13.9, is linear for the range of input phase differences from $-2\pi$ to $2\pi$. The gain of the PFD can be defined as $K_P = (V_H - V_L)/2\pi$, where $V_H$ and $V_L$ denote the highest and lowest output levels, respectively. When the PFD is followed by a charge-pump circuit, the threshold levels $V_H$ and $V_L$ are used to control the value of the charge-pump current, $I_P$, and the combination of the PFD and charge-pump circuit then exhibits a gain of the form, $K_P = I_P/2\pi$. For the absolute value of the phase difference not exceeding $2\pi$, the PFD is said to be in the lock state.

In the case of a comparison of two input signals with the same period
FIGURE 13.10
(a)–(c) Timing diagrams illustrating the three states of a PFD.

FIGURE 13.11
State graph of the three-state PFD.

and amplitude, the PFD operation principle can be illustrated by the timing diagrams shown in Figure 13.10. If CK leads RCK, pulses will be generated at the output Up while the Dn signal will remain at zero. On the other hand, if CK lags RCK, the Dn signal will be pulsed while the Up signal level will remain low. By applying input signals with different frequencies to the PFD, one output signal is more often set to the high level than the other. As a result, the average value of the output will be positive or negative, depending on the sign of the frequency difference.

The PFD operation can be described using finite state machine, as shown in Figure 13.11, where CK and RCK represent the two periodic input signals. There are only three allowed combinations for the outputs Up and Dn. From the initial state, Up = 0 and Dn = 0, a rising edge of CK causes a transition to the charge state, Up = 1 and Dn = 0, while a rising edge of RCK causes a transition to the discharge state, Up = 0 and Dn = 1. If the PFD is in the charge state, a rising edge of CK will cause no state change, but a rising edge of RCK will cause a change to the initial state. From the discharge state, the PFD can change state only in response to a rising edge of CK. The charge, initial, and discharge states can be respectively associated with the three different values, $I_P$, 0, and $-I_P$, of the current to be generated by a charge-pump circuit.

At the gate level, a PFD can be realized as shown in Figure 13.12 [6]. Each of the logic states $Q_1$ and $Q_2$ are generated by an $R\overline{S}$ latch, including a pair of cross-coupled two-input NAND gates. From the initial state where both outputs are in the low state, the PFD can move to either the state Up (high
at the output Up and low at the output Dn) or state Dn (high at the output Dn and low at the output Up) after the detection of the rising edge of one of the input signals. It remains in this last state until the second input goes high, causing the generation of a reset signal, which enables the return to the initial state.

![Figure 13.13](image)

**FIGURE 13.12**
Gate implementation of the phase and frequency detector.

An implementation of the PFD based on two resettable D flip-flops, which are clocked by the input signals, is depicted in Figure 13.13. The input terminal D is connected to the positive supply voltage, $V_{DD}$, and the CK terminals serve respectively as inputs for the signals to be compared. The Dn and Up output pulses are applied to the AND gate, which generates the flip-flop reset signal. When both output signals are high, the AND gate output is set to the high level and this in turn resets both D flip-flops. The reset time is about several gate delays and determines the circuit speed.

In practice, due to the nonzero gate delays in the reset path and violations of the setup and hold time, the PFD characteristic, as shown in Figure 13.14 [7], may exhibit a reduced linear range and a dead zone, where small changes in the input signals are not detected. The dead zone effect can be significantly reduced by introducing an extra delay in the reset path to increase the overlapping time between the Up and Dn output signals. However,
the efficiency of this approach appears to be limited by the fact that the delay size is generally dependent on variations in the IC process. For instance, the power consumption will increase in the lock state if the predicted value of the delay time is somewhat high. For a given PFD architecture, the dead zone, the operation frequency range, the power dissipation, and the phase noise are dependent on the design technique (standard logic gates, true single-phase clock logic circuits, differential logic circuits). To extend the operating frequency range, it may be necessary to use a PFD with more than three logic states.

### 13.3.2 Phase detector

A PD circuit, which can exhibit either a linear or binary transfer characteristic [3], is required for the generation of the phase error signal. Linear PDs, such as the Hogge phase detector, deliver a continuous error signal that is responsible for a linear behavior in the tracking characteristic of the acquisition loop, while binary PDs, also known as Alexander (or bang-bang) phase detectors, generate a quantized phase error signal that contributes to a nonlinear tracking characteristic. The input dynamic range of a phase detector is smaller than that of a PFD.

#### 13.3.2.1 Linear phase detector

The circuit diagram of a Hogge PD [8] and its transfer characteristic are depicted in Figure 13.15. The Hogge PD consists of two flip-flops, which are respectively enabled at the rising and falling edge of the clock signal, and two XOR gates. The input data, $D_i$, and the output signal of the first flip-flop are processed by the first XOR gate to generate Up phase error signal, while the output signal of the first flip-flop and the output signal of the second flip-flop are applied to the second XOR gate to produce a Dn phase error signal. The retimed data signal is available at the $D_0$ terminal.
For each data transition, a pulse, whose width varies with the phase difference between the reference clock signal, RCK, and the input data, \(D_i\), is first generated at the Up terminal, and a pulse with a fixed width of half of the clock signal period, or \(T_{CK}/2\), is then produced at the Dn terminal. The ideal sampling points of the data correspond to instants where the rising edge of the clock occurs near the center of the data sample, thus yielding the maximum noise margin. The width of the Up pulse will be \(T_{CK}/2\) if the rising edge of the signal RCK is nearly aligned with the data center; otherwise, the Up pulse will become smaller or larger than the Dn pulse for early or late clock signals. The average value of the difference between the Up and Dn signals is a linear function of the phase error.

In practical implementations of the Hogge PD, two of the three signals applied to the XOR gates are affected by the RCK-to-Q delay of flip-flops, resulting in an increased width of the Up pulses. These delay variations, which are particularly critical at high frequencies, can cause an increase in the static phase error, and a reduction of the clock phase margin and jitter tolerance. A design solution for the equalization of the RCK-to-Q delay can consist of placing extra delay elements on the path of the data signal to the XOR gate input.

### 13.3.2.2 Binary phase detector

The binary PD, which is also known as the Alexander or bang-bang PD \[9\], is shown in Figure 13.16 and is generally used in high-speed clock and data recovery circuits. It consists of four flip-flops and a pair of XOR gates. The input signal is received at the D terminals of the first and third flip-flops. The first, second, and fourth flip-flops are enabled by the rising edge of the clock pulse, while the sampling instants of the third flip-flop correspond to the falling edges of the clock pulse. In addition to the retimed data that can be obtained at the output of the second or fourth flip-flop, the binary PD generates the Up and Dn pulses indicating whether the clock signal is leading or lagging the input data signal.

By sampling two adjacent input data bits and the in-between data transition, the binary PD can deliver the early, late, or no transition information.
If the logical states of the first data bit and data transition are identical but differ from that of the second data bit, the clock is early; and if the logical states of the signal transition and the second data bit are equal but differ from that of the first data bit, the clock is late. On the other hand, if all logical states are similar or if the logical states of the first and second data bits are identical but differ from that of the data transition, there is no data transition and a zero dc output is generated.

With $Q_1$, $Q_2$, and $Q_4$ denoting the output of the first, second, and fourth flip-flops, it can be deduced that

- CK is early (E), if $Q_2 = Q_4 \neq Q_1$
- CK is late (L), if $Q_2 \neq Q_4 = Q_1$
- There is no transition (X), if $Q_2 = Q_4 = Q_1$ or $Q_2 = Q_1 \neq Q_4$

While the binary PD can effectively align the clock with the data signal, the average value of its Up and Dn output signals is not proportional to the magnitude of the phase difference. Instead, the output characteristics is a discrete function, which can assume only one of two logical states depending on the result of each phase comparison. By detecting the phase information only at the zero-crossings, the performance of the binary PD can be sensitive to the data transition density.

### 13.3.2.3 Half-rate phase detector

The PDs described previously are assumed to operate at the full rate or to use a clock frequency equal to the baud rate of the input data. Generally, half-rate PDs are employed to enable the operation at a higher speed with a clock frequency equal to half the input data rate, as they can relax the requirements set for the acquisition loop components. This is in contrast to full-rate architectures, which require more system components to work at higher frequencies and then quickly reach the operating limit of the IC manufacturing process.

- **Half-rate linear PD**

The circuit diagram of a half-rate linear PD is depicted in Figure 13.17(a).
**FIGURE 13.17**
Circuit diagram of half-rate PDs with the (a) linear and (b) binary characteristics.

This PD circuit, which is the half-rate version of the Hogge’s detector, consists of four latches and two XOR gates [10].

The outputs of the first and third latches follow the data at the D inputs whenever the clock signal is in the high and low state, respectively. They are processed by the XOR gate to generate the signal Dn, whose width is dependent on the phase difference between the half-rate clock and the input data. The retimed data at half rate can be obtained at the outputs of the second and fourth latches, which are respectively enabled on the low and high levels of the clock signal. A full-rate output can be obtained by interleaving the two retimed data streams using a multiplexer controlled by the half-rate clock signal.

The two latches included in each PD path operate as a master-slave flip-flop. Hence, the outputs of the second and fourth latches change on both edges of the clock signal, and the Up signal provided by the XOR gate is a pulse with a constant width of half the clock period, or $T_{CK}/2$, in the case where a data transition is detected. In the locked state, the width of the Dn becomes $T_{CK}/4$, while that of the Up pulse is $T_{CK}/2$. To equalize the effect of both PD outputs, the Up signal can be scaled down by a factor of 2. This is realized in practice by sizing the charge pump circuit such that the current source controlled by the Up signal is two times smaller than the one steered by the Dn signal.

- **Half-rate binary PD**

The circuit diagram of a half-rate binary PD is shown in Figure 13.17(b) [11]. The incoming data are applied to flip-flops enabled by the in-phase clock signal, the complement of the in-phase clock signal, and the quadrature clock signal, respectively. The output signals of the first and second flip-flops are then compared to that of the third flip-flop using XOR gates to generate the Up and Dn signals. Note that the latches L1 and L2 are introduced to align in time the flip-flop output signals. If a data transition occurs
between the rising edge of the in-phase and quadrature clock signals, a pulse will be generated at the Up or Dn terminal indicating whether the clock signal is leading or lagging the input data; otherwise, both the Up and Dn signals remain at the low level.

FIGURE 13.18
(a) Circuit diagram of a half-rate binary interleaved PD; (b) timing diagram.

The aforementioned PD architecture samples the input data at the rising and falling edges of the in-phase clock, while the quadrature clock is used to track the data transition. Its jitter tolerance is degraded as the operating frequency is increased. A solution can consist of increasing the number of sampling instants [12]. This approach is exploited in the half-rate PD implementation shown in Figure 13.18(a) [13, 14]. The symmetric architecture of this PD circuit helps ensure the matching of delays in the signal paths.

The input data are sampled at 0°, 90°, 180°, and 270° of the clock phases using four flip-flops in parallel. The synchronization of data samples, which is particularly useful at high frequencies, is performed using three latches controlled by the in-phase clock signal. The decoding logic for the Up and Dn signals is based on XOR gates and 2-to-1 multiplexers. Each XOR gate produces either an Up1/Up2 or Dn1/Dn2 signal by comparing data samples of two adjacent signal paths. The two multiplexers with the select line controlled by the in-phase and quadrature clock signals, respectively, keep the transfer of the input signals to the Up and Dn terminals within a phase angle of 180°. The timing diagram of the half-rate binary interleaved PD is depicted in Figure 13.18(b), where the shaded sections represent the invalid time intervals of the Up1/Up2 and Dn1/Dn2 waveforms.

In the locked state, the quadrature clock edges are aligned with the data transitions and the retimed data can be obtained at the output of the first or third flip-flop. The multiplexer selection signals can be delayed by the
total amount of signal propagation delay up to the multiplexer input and the
multiplexer setup time to improve the timing margin.

13.3.3 Charge-pump circuit

In practice, the PFD or PD incorporated in PLLs does not provide sufficient
drive currents to achieve an adequate loop bandwidth. A charge-pump circuit
is therefore required to convert the logic pulses generated by the PFD or
PD into current signals that are used to drive the loop filter providing the
VCO control voltage. The associated current amplification contributes to an
increase in the loop bandwidth. The transfer characteristic of the charge pump
is generally determined in accordance with the operation principle of the PFD
or PD.

The conceptual diagram of a charge-pump circuit is shown in Figure 13.19(a). The current sources \( I_1 \) and \( I_2 \) should be identical. Their con-
nections to the output node are controlled by the Up and Dn signals. The
current obtained at the output node will be ideally zero, if the the Up and
Dn signals are identical. Otherwise, the average output current over a cycle
is \( I_p \frac{\Delta \phi}{2\pi} \), where \( I_p \) is the maximum output current and \( \Delta \phi \) is the phase
difference between the input signals.

A charge-pump circuit can be implemented as shown in Figure 13.19(b). The complementa-
tory transistor pair, \( T - T' \), is used to equalize the delay of the
inverter. Due to the difference in the electron mobility of nMOS and
pMOS transistors and the asymmetry in rise and fall times of the Up and
Dn signals, a dynamic mismatch between the output currents corresponding
respectively to the Up and Dn control voltages can be observed during the
operation of this charge-pump circuit. The design of the charge-pump circuit
can be improved by minimizing the charge injection errors due to switches
and the charge sharing from parasitic capacitances. These charge errors are
known to result in a phase offset when a PLL is in the lock state.

For the charge-pump circuit of Figure 13.20(a) [15], two transistors, \( T_5 \)
FIGURE 13.20
Circuit diagrams of charge-pump structures with reduced charge sharing due to the use of (a) compensation switches and (b) nonoverlapping switching pulses.

and $T_6$, are used to remove the residual charge from the nodes, $x$ and $y$, during the inactive phases of the Up and Dn signals, thereby mitigating the charge-sharing problem caused by parasitic capacitances at these nodes. The charge-pump current flowing through the transistors, $T_3$ and $T_4$, is defined by the voltages, $V_{B1}$ and $V_{B2}$, set by the biasing circuit section, $T_7 - T_{15}$. A drawback to this charge-pump circuit is the limited dynamic range available at the output node, due to the overdrive voltages required to maintain the transistors, $T_3$ and $T_4$, in the saturation region.

An alternative charge-pump structure is shown in Figure 13.20(b) [16,17]. The current $I_1$ applied to the current mirror $T_3 - T_4$ will be directed to the output if the signal Up is high, while the input current of the current mirror $T_5 - T_6$ will be transferred to the output if the signal Dn is low. Due to the fact that this charge-pump circuit operates without switching pulse overlap, the charge redistribution associated with overlap capacitances of switches and parasitic capacitances of current sources is reduced.

For the aforementioned charge-pump circuits with switched currents $I_1$ and $I_2$, the switches controlled by the Up and Dn pulses can be assumed to be respectively closed for the time periods $T_{Up}$ and $T_{Dn}$. The output charge can then be expressed as

$$
\Delta Q = I_1 T_{Up} - I_2 T_{Dn}.
$$

Ideally, no charge should be transferred to the output in the lock state because $I_1 = I_2$ and $T_{Up} = T_{Dn}$. In practice, the mismatch between the current levels and the difference in arrival times of the Up and Dn pulses can introduce a steady-state phase offset and increase frequency spurs in the acquisition.
loop. Furthermore, the transient glitch caused by parasitic capacitors can also contribute to the increase of the spur and jitter levels.

**FIGURE 13.21**
Charge-pump circuit with a reduced charge-sharing error.

In the case of the charge-pump circuit structure shown in Figure 13.21, the effect of the charge sharing between the parasitic and output capacitors is attenuated using an operational amplifier configured as a unity-gain buffer [18]. The charge pump is implemented as switched current source and sink $I_1$ and $I_2$, which can be connected to the capacitor $C$ defining the output voltage, $V_P$. The upper switches consist of $p$-channel transistors, while the lower switches are realized with $n$-channel transistors. For Up and Dn pulses associated with a phase difference, the capacitor $C$ should ideally be charged by either the current source or the current sink. In the lock state, no current should be supplied to the capacitor $C$ by the charge-pump circuit so that the output voltage will remain unchanged.

**FIGURE 13.22**
Charge-pump circuit with an improved current matching.

The charge-sharing errors that can cause mismatch between the current source and sink are reduced by maintaining the output node of all switches connected to the output voltage. In this way, the nonideal voltage variation
applied to parasitic capacitors is reduced to the small level of the amplifier offset voltage. However, the accuracy of the nonideal charge cancelation, especially in the lock state, can be limited by the inherent mismatching between the $n$-channel and $p$-channel transistors.

The inherent mismatch between the nMOS and pMOS transistors can be eliminated using the charge-pump circuit of Figure 13.22 [19]. Here, only nMOS switches are required. The currents $I_1$ and $I_2$ are transferred to the output when either the Up signal or the Dn signal assumes the high level. However, the overall circuit performance can be limited by the dynamic range of the current mirror $T_5 - T_6$. In general, it should also be noted that performance improvement is achieved at the price of a power consumption increase.

### 13.3.4 Loop filter

![Figure 13.23](image)

(a) Circuit diagram and (b) CMOS implementation of a first loop filter; (c) alternative MOS implementation and its equivalent circuit.

![Figure 13.24](image)

Circuit diagrams of (a) second-order and (b) third-order loop filters.

The loop filter plays an important role in the determination of PLL characteristics. Generally, it is designed based on the trade-off to be achieved between the lock time, the phase noise, and the residual level of reference spurs. A large loop filter bandwidth helps reduce the lock time, but is also associated with a low attenuation of the phase noise and reference spurs, whereas a narrow bandwidth leads to an improved suppression of the phase noise and reference spurs while increasing the lock time. In practice, the order of the loop filter is increased to satisfy the high attenuation requirement of all unwanted fre-
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Quencies beyond the cutoff frequency. However, the calculation of the loop filter components then becomes cumbersome, and computer methods must be employed.

The circuit diagram of a first-order filter is shown in Figure 13.23(a). It consists of a resistor connected in series with a capacitor, and can be characterized by a transfer function of the form

\[ H(s) = \frac{V(s)}{I(s)} = \frac{R}{s} \left( \frac{1}{RC} + s \right) = \frac{1 + \frac{s}{\omega_z}}{sC}, \]  

(13.5)

where \( \omega_z = 1/RC \). The closed loop of a PLL using a first-order filter is characterized by a second-order transfer function due to the extra single pole introduced by the VCO. Because the damping factor of the closed-loop transfer function is inversely proportional to the zero at \( \omega_z \), the loop bandwidth is enlarged by decreasing the zero frequency. In the \( s \)-domain, the stability of a second-order linear system is not affected by the loop gain.

Due to the fact that the loop filter generally requires a resistor with a high resistance, the resistor \( R \) can be implemented using a CMOS transistor pair, as illustrated in Figure 13.23(b). However, this simple approach may be limited at low supply voltages, as the effective resistance of the CMOS transistor pair becomes a function of the input node voltage (or VCO control voltage). An alternative implementation of a first-order filter is shown in Figure 13.23(c). To reduce the resistance dependence on the voltage, the resistor \( R \), which is realized by an nMOS transistor, is permuted with the pMOS transistor based capacitor. But, the equivalent model of the filter should take into account the well-substrate parasitic capacitance, \( C_T \), associated here with the MOS capacitor structure.

For a second-order filter, as depicted in Figure 13.24(a), the transfer function is given by

\[ H(s) = \frac{V(s)}{I(s)} = \frac{s + \frac{1}{RC_1}}{sC_2 \left( \frac{C_1 + C_2}{RC_1 C_2} + s \right)} = \frac{1 + \frac{s}{\omega_z}}{sC_T \left( 1 + \frac{s}{\omega_p} \right)}, \]  

(13.6)

where \( \omega_z = 1/RC_1 \), \( \omega_p = (C_1 + C_2)/RC_1 C_2 \), and \( C_T = C_1 + C_2 \). In practice, the filter components are designed to satisfy the constraints of robust stability, and noise and spur rejection while keeping the component sizes as small as possible.

To improve the suppression of the reference spurs while keeping the bandwidth sufficiently large to meet the requirement of a high lock speed, a third-order filter, as shown in Figure 13.24(b), can be used. This is achieved by setting the pole frequency due to \( R_2 \) and \( C_3 \) to be lower than the reference frequency, but higher than the loop bandwidth. Using the voltage division principle, the voltage across the \( R_1 C_1 \) or \( C_2 \) branch is of the form \((sR_2 C_3 + 1)V(s)\).
The input current $I$ is then given by

$$I(s) = \frac{(sR_2C_3 + 1)V(s)}{Z(s)} + \frac{(sR_2C_3 + 1)V(s) - V(s)}{R_2}, \quad (13.7)$$

where

$$Z(s) = \left(R_1 + \frac{1}{sC_1}\right) \frac{1}{sC_2} = \frac{R_1C_1}{R_1C_1C_2s^2 + (C_1 + C_2)s}. \quad (13.8)$$

Hence,

$$H(s) = \frac{V(s)}{I(s)} = \frac{R_1C_1}{D(s)}, \quad (13.9)$$

where

$$D(s) = R_1R_2C_1C_2C_3s^3 + [R_1C_1(C_2 + C_3) + R_2C_3(C_1 + C_2)]s^2 + (C_1 + C_2 + C_3)s. \quad (13.10)$$

Finally, the transfer function, $H(s)$, can be put into the form

$$H(s) = \frac{V(s)}{I(s)} = \frac{1 + \frac{s}{\omega_z}}{sC_T \left(1 + \frac{s}{\omega_pQ_p} + \frac{s^2}{\omega_p^2}\right)}, \quad (13.11)$$

where

$$\omega_z = \frac{1}{R_1C_1}, \quad (13.12)$$

$$\omega_p^2 = \frac{C_1 + C_2 + C_3}{R_1R_2C_1C_2C_3}, \quad (13.13)$$

$$\omega_pQ_p = \frac{C_1 + C_2 + C_3}{R_1C_1(C_2 + C_3) + R_2C_3(C_1 + C_2)} \quad (13.14)$$

and

$$C_T = C_1 + C_2 + C_3. \quad (13.15)$$

Note that the use of a third-order loop filter has a considerable impact on the design requirements, as the PLL can be prone to instability.

### 13.3.5 Voltage-controlled oscillator

Generally, an oscillator can be considered a feedback system similar to the one in Figure 13.25(a).

The oscillator closed-loop transfer function can obtained as

$$\frac{V_0(s)}{V_i(s)} \bigg|_{s=j\omega} = \frac{A(j\omega)}{1 + A(j\omega)}. \quad (13.16)$$
The system will oscillate at the frequency $\omega_0$ if $A(j\omega_0) = -1$. The oscillation condition or Barkhausen criteria (see Figure 13.25(b)) can then be summarized as

$$|A(j\omega_0)| = 1,$$

$$\arg[A(j\omega_0)] = -\pi.$$  \hspace{1cm} (13.17) \hspace{1cm} (13.18)

The oscillatory feature of the system relies on the fact that the feedback signal is added in phase to the forward one. A phase shift of $\pi$ is introduced by the negative feedback and the overall phase shift is $2\pi$. In practice, the use of the oscillation condition can be limited due to the component imperfections. Then, an open-loop gain larger than unity at the desired oscillation may be required in order to ensure the normal circuit operation.

A voltage-controlled oscillator (VCO) structure with a differential architecture is shown in Figure 13.26 [20]. It consists of a loop of $N$ delay stages with a wire inversion. The ring will oscillate with a period of $2N$ times the stage delay. The differential delay stage using a replica biasing circuit is depicted in Fig 13.27(a) [20]. Fig 13.27(b) shows the circuit diagram of a differential delay stage with symmetric loads. The tail current, which is applied to the differential transistor pair $T_1 - T_2$, is driven by $T_7$. The voltages $V_c$ and $V_B$ are generated by the replica biasing circuit, which should adjust the bias currents of the delay stage to provide a wide tuning range over the temperature and process variations.

An alternative structure of the delay cell, which also achieves a good power-supply noise rejection, is shown in Figure 13.28 [15]. Transistors $T_5 - T_6$ should fix the output voltage at the minimum value of $V_{DD} - V_T$, where $V_T$ is the transistor threshold voltage, and set an output swing and a common-mode level without the requirement for a replica biasing circuit. That is, the bias current $I_B$ must be greater than the current, $I_L$, flowing through the pMOS transistor loads. A common practice is to have $I_B = 2I_L$. It should be noted
FIGURE 13.26
Oscillator using differential delay stages.

FIGURE 13.27
(a) Replica biasing circuit; (b) delay buffer.

that the parasitic capacitance introduced at the output nodes by $T_5 - T_6$ can limit the operating frequency range.

FIGURE 13.28
Delay buffer using pMOS transistor diodes.

Let us consider a delay buffer consisting of a differential pair loaded by transistors in the triode region. The related equivalent model is shown in Figure 13.29.
The differential output voltage can be written as
\[
\frac{dV_0(t)}{dt} = -\frac{V_0(t)}{R_L C_L} + \frac{I_B}{C_L},
\] (13.19)
where \(R_L\) is the output load capacitor and \(C_L\) denotes the output load resistor. An expression of \(V_0\) is then given by
\[
V_0(t) = R_L I_B (1 - 2e^{-t/\tau}),
\] (13.20)
where \(\tau = R_L C_L\) is the time constant. It was assumed that the output voltage initially takes the value \(-I_B R_L\) and can increase up to \(I_B R_L\). The delay of the buffer can be defined as the time required for the change of \(V_0\) from the initial value to zero, that is,
\[
t_d = \ln(2) \tau.
\] (13.21)
In practical circuits, the parameter \(T_d\) involves a variable contribution due to transistor noise. This delay uncertainty gives rise to clock jitter. Using the relation
\[
\frac{dV_0(t)}{dt} \bigg|_{t=t_d} = \frac{I_B}{C_L},
\] (13.22)
the average jitter component can be obtained as
\[
\Delta t^2_d = \frac{v^2_n}{(\frac{dV_0(t)/dt}{t=t_d})^2} = \frac{v^2_n C^2_L}{T_B^2},
\] (13.23)
where \(v^2_n\) denotes the voltage variance of the total noise.

It should be noted that an additional buffer may be required to provide the single-ended version of the output signal [22]. Figure 13.30 shows the circuit...
diagram of a differential-to-single-ended converter. Two source followers, a differential stage, and two inverters are required in this design. The input impedance of the buffer is increased by the source followers $T_6 - T_7$ and $T_8 - T_9$, while the output drive capability is improved by the two inverters $T_{10} - T_{11}$ and $T_{12} - T_{13}$.

**FIGURE 13.30**
Differential-to-single-ended buffer.

Using a VCO, the jitter of the output clock is only affected by that of the reference signal, because the loop acts as a lowpass filter. The periodicity of the signal delivered by a VCO is useful in PLL applications such as the clock and data recovery. Furthermore, by inserting a frequency divider in the loop, the output clock period can be a fraction of the reference signal to meet the frequency synthesizer specifications.

### 13.4 Applications

PLLs find use in a wide variety of applications, including, but not limited to, frequency synthesizers, clock, and data recovery circuits.

#### 13.4.1 Frequency synthesizer

In general, a frequency synthesis consists of generating a desired frequency from one or more reference signals, each at a given frequency and generated by a precise crystal oscillator. The block diagram of a frequency synthesizer based on the PLL is shown in Figure 13.31. It includes an integer-$N$ programmable divider in the feedback path. The output frequency is given by

$$f_0 = N \cdot f_{ref},$$

(13.24)
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FIGURE 13.31
Block diagram of a frequency synthesizer based on the PLL.

where \( N \) is the division ratio and \( f_{ref} \) is the frequency of the input reference signal.

Based on the continuous-time linear model of the PLL, the relationship between the phase angles of the error, input, and output signals is of the form

\[
\Theta_e = \Theta_i - \Theta_0/N. \tag{13.25}
\]

Assuming that the transfer functions of the filter and VCO are \( H(s) \) and \( K_v/s \), respectively, the close-loop transfer function can be expressed as

\[
T(s) = \frac{\Theta_0(s)}{\Theta_i(s)} = \frac{G(s)}{1 + G(s)}, \tag{13.26}
\]

and the error transfer function is

\[
T_e(s) = \frac{\Theta_e(s)}{\Theta_i(s)} = \frac{1}{1 + G(s)}, \tag{13.27}
\]

where \( G(s) \) denotes the open-loop transfer function given by

\[
G(s) = \frac{K_p K_v H(s)}{sN}. \tag{13.28}
\]

By reducing \( H(s) \) to a constant, the frequency synthesizer becomes a first-order system that is unconditionally stable. However, in practice, the transfer function of the loop filter should include a pole/zero pair, which is used to increase the frequency range.

Although the linear model in the s-domain provides a helpful set of design equations, a charge-pump-based PLL should be accurately described and optimized in the z-domain. The direct conversion of the PLL continuous-time equations into the z-domain can be computationally intensive. For this reason, the method based on the impulse invariant transformation\(^1\) is generally

---

1Let \( F(s) \) be the transfer function of a system in the s-domain. Using the impulse invariant transformation, its z-domain version can obtained as

\[
\hat{F}(z) = Z \left\{ \frac{1 - e^{-Ts}}{s} F(s) \right\} = (1 - z^{-1}) \cdot Z \left\{ \mathcal{L}^{-1} \left( \frac{F(s)}{s} \right) \right\}_{t=kT}. \tag{13.29}
\]

It is assumed that the equivalent discrete representation is provided by the series connection of an ideal sampler with the sampling period \( T \), a zero-order hold stage and the analog model of the system.
The closed-loop transfer function is written as

$$\tilde{T}(z) = \frac{\tilde{\Theta}_0(z)}{\tilde{\Theta}_i(z)} = \frac{\tilde{G}(z)}{1 + G(z)}, \quad (13.30)$$

where

$$\tilde{G}(z) = \frac{K_pK_v\hat{H}(z)}{N} \quad (13.31)$$

and

$$\hat{H}(z) = (1 - z^{-1})Z \left\{ \mathcal{L}^{-1} \left( \frac{H(s)}{s^2} \right) \bigg|_{t=nT/N} \right\}. \quad (13.32)$$

Here, $T$ is the sampling frequency, and $Z$ and $\mathcal{L}^{-1}$ denote the $z$-transform (or modified $z$-transform) and inverse Laplace transform, respectively. Note that the correspondence between the models is ensured only at the time $nT/N$. For the evaluation of $\hat{H}$, the value of the time-domain function should be zero at the initial time instant.

Let us consider the third-order frequency synthesizer shown in

**FIGURE 13.32**
Block diagram of a third-order frequency synthesizer.

Figure 13.32. The loop filter has a second-order transfer function of the form

$$H(s) = \frac{V_P(s)}{I_P(s)} = \frac{1 + \frac{s}{\omega_z}}{sC_T\left(1 + \frac{s}{\omega_p}\right)} = \frac{1 + \frac{s}{\omega}}{sC_T\left(1 + \frac{s}{\omega_p}\right)}, \quad (13.33)$$
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\[ G(s) = \frac{K_p K_v H(s)}{sN} \]  

\[ = K_p K_v \frac{1 + s/\omega_z}{s^2 N C_T \left(1 + s/\omega_p\right)} \]  

FIGURE 13.33
Magnitude and phase of the open-loop transfer function: (a) \( C_2 \neq 0 \), (b) \( C_2 = 0 \).

where \( \omega_z = 1/RC_1 \), \( \omega_p = (C_1 + C_2)/RC_1 C_2 \), and \( C_T = C_1 + C_2 \).

The combination of the PFD and charge-pump circuit can be characterized by the gain factor, \( K_p = I_p/2\pi \). The magnitude and phase of the open-loop transfer function are depicted in Figure 13.33. At the frequency, \( \omega_u \), the magnitude of the open-loop transfer function is equal to 1 (or 0 dB).

To determine the zero and pole frequencies needed to obtain the desired phase margin, we compute

\[ \phi_M = 180^\circ - \angle G(j\omega_u) = \arctan \left( \frac{\omega_u}{\omega_z} \right) - \arctan \left( \frac{\omega_u}{\omega_p} \right), \]  

where \( \omega_u \) is the unity-gain frequency. The phase margin is maximum for a value of \( \omega_u \), which can be obtained by setting the derivative of \( \phi_M \) with respect to \( \omega_u \) equal to zero. That is,

\[ \frac{d\phi_M}{d\omega_u} = \frac{1}{\omega_z} \cdot \frac{1}{1 + \left(\frac{\omega_u}{\omega_z}\right)^2} - \frac{1}{\omega_p} \cdot \frac{1}{1 + \left(\frac{\omega_u}{\omega_p}\right)^2} = 0 \]  

(13.37)
and
\[ \omega_u = \sqrt{\omega_z \omega_p} = \omega_z \sqrt{1 + \eta}, \quad (13.38) \]

where
\[ \eta = C_1 / C_2. \quad (13.39) \]

By substituting Equation (13.38) into (13.36), the maximum value of \( \phi_M \) is obtained as
\[ \phi_M = \arctan \left( \sqrt{1 + \eta} \right) - \arctan \left( \frac{1}{\sqrt{1 + \eta}} \right). \quad (13.40) \]

Recalling that \( \arctan x + \arctan y = \arctan \left( \frac{x - y}{1 + xy} \right) \) and solving Equation (13.40) for \( \eta \) gives
\[ \eta = 2 \tan^2 \phi_M + 2 \tan \phi_M \sqrt{1 + \tan^2 \phi_M}. \quad (13.41) \]

The stability of the loop in the s-domain is guaranteed, provided the capacitors are chosen such that Equation (13.41) is satisfied.

Given \( \omega_u \) and \( \phi_M \), the initial values of the filter components are determined as follows. By definition, we have
\[ |G(j\omega_u)| = \frac{K_p K_v}{NC_T \omega_u^2} \sqrt{\frac{1 + \left( \frac{\omega_u}{\omega_z} \right)^2}{1 + \left( \frac{\omega_u}{\omega_p} \right)^2}} = 1. \quad (13.42) \]

By combining Equations (13.37) and (13.42), and recalling that \( \omega_p / \omega_z = 1 + \eta \) and \( C_T = C_1 (1 + 1/\eta) \), it can be shown that
\[ \frac{K_p K_v}{NC_T \omega_u^2} \sqrt{\frac{\omega_p}{\omega_z}} = \frac{K_p K_v}{NC_1 \omega_u^2} \frac{\eta}{\sqrt{1 + \eta}} = 1. \quad (13.43) \]

Therefore, according to Equation (13.43), we find that
\[ C_1 = \frac{K_p K_v}{N \omega_u^2} \frac{\eta}{\sqrt{1 + \eta}}. \quad (13.44) \]

From Equations (13.38) and (13.39), we respectively obtain
\[ R = \frac{\sqrt{1 + \eta}}{\omega_u C_1} \quad (13.45) \]

and
\[ C_2 = \frac{C_1}{\eta}. \quad (13.46) \]
The \( s \)-domain analysis is limited by the fact that it does not take into account the sampling nature of the loop. It is then not suitable for the prediction of jitter performance and nonlinear acquisition process. Simulations are necessary to fine-tune the values of the filter components.

As a rule-of-thumb, the closed-loop bandwidth of a charge-pump PLL should be chosen to be less than approximately one-tenth of the reference frequency. Otherwise, the stability, speed, and phase noise of a charge-pump PLL will be affected by the sampling process. To take into account the sampling effects, it is necessary to perform the \( z \)-domain analysis of the loop \[23, 24\].

The open-loop transfer function, \( G(s) \), can be converted from the \( s \)-domain to the \( z \)-domain using the impulse invariant transformation. By performing the partial expansion of \( G(s)/s \), we obtain

\[
\frac{G(s)}{s} = \frac{K_p K_v}{N C_T} \left[ \frac{1}{s^3} + \frac{\omega_p - \omega_z}{s^2} \frac{1}{\omega_z \omega_p} \frac{1}{s} \frac{1}{s(1 + s/\omega_p)} \right].
\] (13.47)

The inverse Laplace transform of \( G(s)/s \) can then be written as

\[
\mathcal{L}^{-1} \left( \frac{G(s)}{s} \right) = \frac{K_p K_v}{N C_T} \left[ \frac{t^2}{2} + \frac{\omega_p - \omega_z}{\omega_z \omega_p} t - \frac{\omega_p - \omega_z}{\omega_z \omega_p^2} (1 - e^{-\omega_p t}) \right].
\] (13.48)

The equivalent transfer function in the \( z \)-domain is given by

\[
\hat{G}(z) = \frac{z - 1}{z} \cdot \mathcal{Z} \left\{ \mathcal{L}^{-1} \left( \frac{G(s)}{s} \right) \right\}_{t=kT}.
\] (13.49)

Using \( z \) transform tables, it can be shown that

\[
\hat{G}(z) = \frac{K_p K_v}{N C_T} \times \left[ \frac{T^2}{2} \left( \frac{z + 1}{(z-1)^2} + \frac{\omega_p - \omega_z}{\omega_z \omega_p} \right) \frac{T}{z-1} - \frac{\omega_p - \omega_z}{\omega_z \omega_p^2} \frac{1 - e^{-\omega_p T}}{z - e^{-\omega_p T}} \right],
\] (13.50)

or equivalently,

\[
\hat{G}(z) = \frac{K_p K_v}{N C_T} \frac{p z^2 + q z + r}{z^3 - (2 + \alpha) z^2 + (1 + 2\alpha) z - \alpha},
\] (13.51)
where
\[
\alpha = e^{-\omega_p T},
\]  
\[
p = \frac{T^2}{2} + \left( \frac{T}{\omega_z} - \frac{1 - \alpha}{\omega_z \omega_p} \right) \left( 1 - \frac{\omega_z}{\omega_p} \right),
\]  
\[
q = \frac{T^2(1 - \alpha)}{2} - \left( \frac{T(1 + \alpha)}{\omega_z} - \frac{2(1 - \alpha)}{\omega_z \omega_p} \right) \left( 1 - \frac{\omega_z}{\omega_p} \right),
\]  
\[
r = -\frac{T^2 \alpha}{2} + \left( \frac{T \alpha}{\omega_z} - \frac{1 - \alpha}{\omega_z \omega_p} \right) \left( 1 - \frac{\omega_z}{\omega_p} \right),
\]  
and \( T \) denotes the period of the clock signal. The parameter of the charge-pump PLL should then be chosen such that the roots of the characteristic equation, \( 1 + \hat{G}(z) \), remain inside the unit circle defined by \( |z| = 1 \) in the \( z \)-plane. In general, the stability condition in the \( z \)-domain is more constraining than that in the \( s \)-domain.

The operation or acquisition process of a charge-pump PLL can be accurately modeled using a time-domain analysis based on difference equations and state-space representation. The input phase, \( \theta_i \), and the output phase, \( \theta_0 \), are related by difference equations of the form
\[
\theta_i(t) = \theta_i(0) + \omega_i t,
\]  
\[
\theta_0(t) = \theta_0(0) + \omega_v t + K_v \int_0^t v_p(\tau) d\tau,
\]  
\[
\theta_e(t) = \theta_i(t) - \theta_0(t),
\]  
where \( \theta_e \) is the phase error, \( \omega_i \) represents the input frequency, \( \omega_v \) is the free running frequency of the oscillator, \( K_v \) is the VCO gain, and \( v_p \) denotes the output voltage of the loop filter or the VCO control voltage, which is identical to the voltage across the capacitor \( C_2 \). It was assumed that the initial conditions for the input and the output phases are \( \omega_i(0) \) and \( \omega_0(0) \), respectively.

The state-space representation of the filter can be written as
\[
\frac{d v_p}{d t} = -\frac{v_p}{R C_2} + \frac{v_{C_1}}{R C_2} + \frac{i_p}{C_2},
\]  
\[
\frac{v_{C_1}}{d t} = \frac{v_p}{R C_1} - \frac{v_{C_1}}{R C_1},
\]  
where \( v_{C_1} \) represents the voltage across the capacitor \( C_1 \) and \( i_p \) is the charge-pump output current, which is used to drive the loop filter. Assuming that the output capacitor of the charge-pump
circuit is either charged for a positive phase error or discharged for a negative phase error, the current $i_p$ is given by

$$i_p = \begin{cases} I_P \cdot \text{sign}(\theta_e), & \text{if } 0 \leq t \leq t_p \\ 0, & \text{if } t_p < t < t_r \end{cases}$$

(13.61)

where $\text{sign}(\theta_e)$ denotes the polarity (i.e., 1 or $-1$) of the phase error, $\theta_e$, $t_p$ represents the turn-on duration of the current $I_P$, and $t_r$ is the time at which the next rising edge of either the VCO or the reference signal occurs. Tools for symbolic analysis can be used to solve the system of equations characterizing the charge-pump PLL. By using linear models, the analysis is valid only near locked states. However, due to the fact that the PFD, for instance, is actually a nonlinear and time-variant component, the loop may be affected by nonlinear mechanisms such as cycle slip, which is caused by a large frequency difference between the reference signal and the feedback signal. In practice, this difference is minimized by setting the initial control voltage appropriately, and thereby facilitating the acquisition process.

Note that the synthesis of a frequency, which is $N/M$ times the reference frequency, can simply be performed by adding a divider with a ratio of $M$ at the input of the PLL.

The aforementioned topology is commonly used due to its simplicity. However, the output frequency can only change by integer multiples of the reference frequency. Furthermore, the reference spurs, which appear centered on the reference frequency and its harmonics, are related to the amount of jitter in the retimed signals. Hence, the achievable resolution of the output frequency is limited because the loop bandwidth, as set by the loop filter, should be at least ten times smaller than the reference frequency to prevent undesirable signal components caused by the sampling action in the phase detector from reaching the input of the VCO and corrupting the output frequency. This can result in a slow settling (or lock) time for the frequency synthesizer.

**FIGURE 13.34**
Block diagram of a $\Delta\Sigma$ fractional-$N$ frequency synthesizer.
To overcome the resolution-bandwidth trade-off of integer-\(N\) frequency synthesizers, \(\Delta \Sigma\) fractional-\(N\) architecture can be used\cite{25}. This last approach is capable of generating frequencies over wide bandwidths with a very fine frequency resolution to accommodate the narrow channel spacing of wireless telephony applications. The block diagram of a \(\Delta \Sigma\) fractional-\(N\) frequency synthesizer is depicted in Fig 13.34. It is generally based on the concept of division ratio averaging, which is implemented using a PLL whose feedback path includes a multi-modulus divider controlled by a \(\Delta \Sigma\) modulator. The division ratio is dynamically switched between two or more values to realize the fractional frequency division.

**FIGURE 13.35**
Block diagram of a dual-modulus frequency divider.

An dual-modulus frequency divider can be implemented as shown in Figure 13.35. This modular structure consists of a plurality of 2/3 counters arranged in a cascade combination\cite{26}. Each 2/3 counter realizes a division by
a factor of 2 or 3, depending on whether the control signal \( p_k \) is set to a logic state 0 or 1.

The basic principle of the 2/3 counter cell can be extended to any \( \frac{P}{P+1} \) cell. Even if the division ratio of each counter cell of the frequency divider is an integer at any instant, its repetitive switching between \( P \) and \( P+1 \) by the modulator will give rise to a fractional division with a ratio comprised between these last two integer values. With the division ratio equal to \( P \) during \((1-\eta)T\) and \( P+1 \) during \( \eta T \) over a time period of \( T \), the average output frequency is given by

\[
F_0 = \frac{\eta(P+1)T + (1-\eta)PT}{T}f_{ref}/T = (P+\eta)F_i,
\]

(13.62)

where \( F_i \) is the input frequency of the \( \frac{P}{P+1} \) counter and \( \eta \) is determined by the modulator output.

In operation, the prescaler logic block of each 2/3 counter first divides the frequency of the incoming signal, \( F_i \), and the resulting signal, \( F_0 \), is applied to the following counter cell. The division ratio is determined by the logic state of the control signals applied to the end-of-cycle logic block of each 2/3 counter cell. Upon completion of a division cycle, the end-of-cycle logic block of the last 2/3 counter cell in the divider chain generates a signal, \( Mod_0 \), which is transferred successively to the preceding 2/3 counter cells after being retimed by each cell. The division cycle corresponds to the clock period of the \( F_0 \) signal available at the output of the last 2/3 counter, whose \( Mod_0 \) terminal can serve as the divider output. To avoid the perturbation of the current division operation, the updated control signals for the division ratio should transit through latches, which are synchronized with the respective division cycle, on their way to each 2/3 counter cell. A new division ratio can be set only when a division cycle is completed.

The overall division ratio of the frequency divider can be put into the form

\[
N = 2^n + 2^{n-1}p_{n-1} + 2^{n-2}p_{n-2} + \cdots + 2p_1 + p_0,
\]

(13.63)

where \( p_0, p_1, \cdots, p_{n-1} \) denote the control signal logic states from the first to the last 2/3 counter. Using \( n \) 2/3 counter cells in cascade, the possible division ratios range from \( 2^n \) (if all \( p_k = 0 \)) to \( 2^{n+1} - 1 \) (if all \( p_k = 1 \)).

The block diagram of a second-order \( \Delta\Sigma \) modulator is depicted in Figure 13.36. Generally, the data word-length in the modulator should be long enough to prevent the occurrence of an overflow in the first accumulator. Based on simulations, it was shown in [25] that the parameters \( K \) and \( M \) can be adequately chosen as \(-0.5 < K < 0.5\) and \( M < 2^b/2.5 \), where \( b \) is the accumulator word-length. The computation resolution, which is initially set to \( b \) bits, is increased to \( b + 1 \) bits in certain steps to accommodate possible
numerical overflows in the adders. The quantization operation is reduced to the overflow of the second adder, the sign bit of which is used as the modulator output.

Using a linear model of the modulator, the $z$-transform of the output can be expressed as

$$P_k(z) = \frac{H(z)}{1 + M \cdot H(z)} K(z) + \frac{1}{1 + M \cdot H(z)} E_Q(z),$$

where $E_Q$ is the quantization error and

$$H(z) = \frac{2 - z^{-1}}{(1 - z^{-1})^2}.$$ (13.65)

At dc, or $z = 1$, and $M \cdot H(z) \gg 1$, we can obtain

$$P_k \simeq \frac{K}{M} + \frac{E_Q}{M \cdot H}.$$ (13.66)

For a slow-varying input signal, the time average of the binary output sequence produced by the modulator is a high-resolution representation of the value $K/M$.

A problem generally associated with $\Delta\Sigma$ fractional-$N$ frequency synthesizers is the increased level of in-band spurs. Ideally, the PFD and charge-pump circuits should deliver an output signal that is proportional to the phase difference between the reference and feedback signals. However, their practical characteristics are not fully linear. In the lock condition, the phase difference can still take different values due to the changing division ratio in the feedback path. This in turn stimulates nonlinearities of the PFD and charge-pump circuits, generating a noise floor that boosts the in-band phase noise.

Note that the use of a higher-order $\Delta\Sigma$ modulator helps reduce the in-band quantization noise, but at the price of an increased level of the out-of-band noise.

### 13.4.2 Clock and data recovery

**FIGURE 13.37**

Principle of a clock and data recovery circuit.

In serial data transmissions, the signal is generally distorted by the transmission channel (coaxial cable, optic fiber). Because it is generally impractical to
transmit the necessary sampling clock signal separately from data, the timing information is usually derived from the transmitted data, which are asynchronous and noisy. This is realized using a clock recovery circuit, which can be based on a PLL. With reference to Figure 13.37, the incoming data should be retimed by the D flip-flop, which is synchronized by the recovered clock signal in such a way that the sampling clock edge is aligned with the middle of the data bit period in order to minimize the bit-error rate.

**FIGURE 13.38**
Block diagram of a dual-loop PLL requiring an external reference clock signal.

A clock and data recovery circuit, which relies on a PLL consisting of a phase detector, a charge-pump circuit, a filter, and a VCO, is generally unable to capture the incoming data if the free-running frequency of the VCO is more than a few hundred parts-per-million (ppm) from the frequency of the input data.

With the VCO free-running frequency exhibiting a wide variation over the IC process, temperature, and supply voltage, it is impossible for the PLL to lock under all situations without relying on a frequency acquisition aid. Hence, the PLL used for clock and data recovery applications can be configured to include a frequency loop and a phase loop. The first one achieves the clock signal frequency acquisition by reducing the difference between the free-running frequency of the VCO and a reference frequency, while the second one is enabled for the phase locking of the clock signal with the incoming data signal. A PLL with a dual-loop configuration may be implemented with or without an external reference clock signal.

Referring to Figure 13.38, a block diagram shows a dual-loop PLL [27] requiring a reference clock signal. Before the closing of the data-acquisition loop by the lock detector, the frequency-acquisition loop should bring the VCO free-running frequency near the desired operating range, if necessary. The data-acquisition loop minimizes the remaining frequency error and aligns the phase of the VCO for an optimal sampling of the incoming data. The lock detector continuously monitors that the difference between the reference signal
frequency and the divider output frequency remains within a predetermined range.

An approach to perform the lock detection can consist of monitoring the Up and Dn pulses that are generated by the three-state PFD [28]. This can simply be realized, as shown in the inset of Figure 13.38, by a lock detector structure whose components are two D flip-flops, inverters, and a AND gate. The output signal FL is set to the high logic state indicating the frequency-locked mode only in the case where the Up and Dn pulses are at the low logic state. When the Up and Dn signals are in different logic states due to the fact that one of the PFD input is leading or lagging the other, the output signal FL is maintained to the low logic state. Depending on the signal propagation delay, the resulting error in the detection of phase alignment between the Up and Dn pulses is within 5 and 15% of the full-scale phase deviation of the PFD.

Another scheme for implementing the lock detector consists of using a counter-based frequency comparator to monitor the reference clock frequency and the divider output frequency [29]. The use of Gray counters may help reduce the occurrence of latch metastability due to the fact that the reference clock and the divider output signal can be asynchronous with each other. After a given time period, the lock detector determines whether or not the frequency difference between the two signals is within a predetermined range. The counters should then be reset before the beginning of the next counting interval.

![FIGURE 13.39](image)

Block diagram of a dual-loop PLL without a reference clock signal.

A dual-loop PLL can also be designed to operate without a reference clock signal, as shown in Figure 13.39. It requires two separate charge pumps driven by a phase detector and a frequency detector, respectively. In one implementation of the frequency detector, three D flip-flops and two AND gates are necessary [30]. During a frequency acquisition, the frequency detector delivers Up and Dn signals with a frequency that is equal to the difference between the input data frequency and quadrature clock signal frequency. When the free-running frequency of the VCO is set within the loop capture range, the
Up and Dn signals are maintained at a low logic level. It is then not necessary to disable the frequency detector, which can continuously track frequency changes without affecting the operation of the data acquisition loop. Because the VCO is equivalent to a gain element in the frequency domain, a zero is not needed in the transfer function of the filter included in the frequency loop. Hence, the charge-pump circuit controlled by the frequency detector is connected to the node between the resistor $R$ and capacitor $C_1$.

With $V_c$ being the control voltage delivered by the loop filter in response to the charge-pump current $I_p$, the filter impedance function can be expressed as

$$Z(s) = \frac{V_c(s)}{I_p(s)} = \frac{N(s)}{sC_2(s + \omega_p)},$$

(13.67)

where $\omega_p = \frac{(C_1 + C_2)}{RC_1C_2}$. Assuming that $\omega_z = 1/RC_1$, the numerator is given by $N(s) = s + \omega_z$ for the data acquisition loop or $N(s) = 1$ for the frequency acquisition loop.

The signal $CK_Q$ is 90° out of phase with the signal $CK_I$. By implementing the VCO as a four-stage ring oscillator, the quadrature signals $CK_I$ and $CK_Q$ are available at the outputs of two of the stages. The input range of the FD can be numerically predicted to be on the order of 25% of the desired VCO free-running frequency.

### 13.5 Delay-locked loop

In applications where the desired clock frequency is already available, a voltage-controlled delay line (VCDL) can be used instead of a VCO. Hence, while the PLLs generate a new clock signal, the delay-locked loops (DLLs) actually retard the incoming clock signals in such a way that the delay in the output clock signals is greatly reduced.

The block diagram of a DLL is shown in Figure 13.40. The output signal is generated by delaying the input clock. The phase difference between the VCDL output and reference clock signals is provided by a phase detector whose output is applied to the loop filter, which generates the VCDL control voltage. The delay cell is actually equivalent to a gain stage and the stabilization of the loop can be achieved using a first-order lowpass filter.

The closed-loop phase transfer function is given by

$$T(s) = \frac{\Theta_0(s)}{\Theta_1(s)} = \frac{1}{1 + \frac{K_dK_pH(s)}{1}},$$

(13.68)

where $K_d$ is the gain of the VCDL and $H$ is the transfer characteristic of the loop filter, which is realized here by a charge-pump circuit loaded by a capacitor and is then similar to an integrator.
FIGURE 13.40
Delay-locked loop.

FIGURE 13.41
(a) Delay line-based oscillator using inverters; (b) inverter stage with an improved driving capability.

A VCDL can be implemented as shown in Figure 13.41(a) [18]. The biasing circuit uses a current mirror to source and sink current corresponding to the dc level of the control voltage, \( V_c \). Transistors \( T_1 - T_2 \) operate as a current source and the inversion of the input signal is achieved by \( T_3 - T_4 \). The time delay is related to the output load capacitance. The inverter structure depicted in Figure 13.41(b) can be adopted to improve the output driving capability. Generally, single-ended structures like the ones of Figure 13.41 are sensitive to the power supply noise, which affects the phase of the output signal.

A DLL is less prone to stability problems than a PLL whose loop bandwidth is often determined by a high-order narrowband filter requiring large components with a high sensibility to IC process, voltage, and temperature variations. The requirement to use such a loop filter in a PLL also results in a longer acquisition time, usually in the 1/2 to 1 microsecond range, while a DLL can lock to the data rate in just a few clock cycles. By employing components with high values, a PLL occupies a large chip area compared to a...
Because a DLL adjusts the amount of delay or phase without affecting the frequency in order to achieve the desired synchronization, its operating frequency range is severely limited. Furthermore, a DLL may falsely lock into a harmonic frequency of the reference clock signal.

### 13.6 PLL with a built-in self-test structure

By designing a PLL with a built-in self-test (BIST) structure [31, 32], the number of test devices required after the manufacturing phase is reduced. A possible PLL architecture with a BIST structure, which consists of a multiplexer, and control and register sections, is shown in Figure 13.42(a).

![Block diagram of a PLL including a BIST structure](a)

The charge-pump circuit of Figure 13.42(b) can be made digitally programmable. It output signal is used as the input stimulus. The divide-by-\( N \) section in the frequency counter circuit can provide a digital estimation of...
the VCO output frequency. A fault in the loop results in a deviation of the oscillation frequency from its nominal value.

The multiplexer connects either the control signal in the test mode or the phase detector output during the normal PLL operation to the charge-pump circuit. It is steered by the output signal of the control and register section. The digital frequencies computed by the divide-by-$N$ circuit are stored in the registers. They can then be scanned out using the IEEE 1149.1 scan path, for instance.

The timing diagram of the BIST section is illustrated in Figure 13.42(b). During a test period, three frequency estimations are achieved according to the next scheme, where the low and high logic states are represented by $L$ and $H$, respectively.

- Set Enable=$H$, Up=$L$ and Dn=$H$ and estimate the frequency, $f_0$.
  - If $f_0$ is in the lower half of the output range;
    - Set Enable=$H$, Up=$L$ and Dn=$L$, and estimate the frequency, $f_1$;
    - Set Enable=$H$, Up=$H$ and Dn=$H$, and estimate the frequency, $f_2$;
  - Otherwise $f_0$ is in the upper half of the output range;
    - Set Enable=$H$, Up=$H$ and Dn=$H$, and estimate the frequency, $f_1$;
    - Set Enable=$H$, Up=$L$ and Dn=$L$, and estimate the frequency, $f_2$.

The digital output, $D$, of the divide-by-$N$ section is given by

$$D = T f_i,$$

where $f_i$ is the input frequency and $T$ is the measurement time period. If $D_{\text{max}}$ is the maximum value of $D$, the number of bits used for the number representation will be obtained as

$$B = \lceil \log_2(D_{\text{max}}) \rceil + 1,$$

where $\lceil x \rceil$ denotes the smallest integer greater than or equal to $x$.

The deviation between the frequency differences $|f_0 - f_1|$ and $|f_2 - f_1|$ should be greater for a PLL with a fault than the one operating normally.

### 13.7 PLL specifications

A PLL will operate at the free-running frequency, $\omega_0$, when it is not locked to an input signal. This frequency is determined by the VCO components. A nonlinear model of the PLL is necessary for the characterization of the acquisition process.

A PLL is generally designed to meet a specified lock range, lock time, pull-in range, pull-in time, pull-out range, and loop noise bandwidth.
Let the frequency range of the PLL input signal be in the frequency range from $\omega_0 - \Delta \omega$ to $\omega_0 + \Delta \omega$.

**Lock range**, $\pm \Delta \omega_L$ — It is the angular frequency range over which the PLL acquires lock within the first cycle of the input signal. The lock range is affected by the difference between the input and free-running frequencies. Note that $\Delta \omega_L \geq \Delta \omega$. The parameter $\Delta \omega_L$ is centered at the free-running angular frequency and determines the PLL operating frequency range.

**Lock time**, $t_L$ — This is the time after which the PLL can lock in one single-beat note between the input reference frequency and the output frequency. The lock time, as illustrated in Figure 13.43(a)) for two loop bandwidths, is primarily a function of the loop characteristics.

**Pull-in range**, $\pm \Delta \omega_{pi}$ — It is the angular frequency range over which the PLL would naturally become locked after the cycle slipping occurrence, as shown in Figure 13.43(b), where the frequency of the input step is assumed to lie outside the lock range. Cycle slipping occurs when the PFD is unable to accurately follow the phase error variations caused by large frequency offsets, for instance. In the event of a cycle slip, the PLL momentarily loses the frequency lock before settling at the actual output frequency.

**Pull-in time**, $t_p$ — This is the transient time required by the PLL to always become locked. The pull-in process has a nonlinear nature and can be slow and unreliable. Hence, the pull-in time is dependent on the PLL initial conditions (frequency and phase errors) and loop characteristics.

**Pull-out range**, $\pm \Delta \omega_{po}$ — It is the angular frequency range over which the PLL operation is stable. The pull-out range is smaller than or equal to the pull-in range.

**Loop noise bandwidth**, $B_n$ — This parameter is the one-sided bandwidth of a unity-gain and ideal lowpass filter, which transmits as much noise power as does a linear PLL model. The signal components located outside $B_n$ are greatly attenuated.
After the lock is achieved, the accuracy of the acquisition loop can still be limited by the effects of the jitter, phase offset, and step-size errors. The jitter is a random variation of the clock signal transitions due to noise. The phase offset, which is constant in nature, is essentially caused by mismatches between circuit components and timing misalignment. The step-size errors are associated with the minimum resolution of the delay or VCO control signal.

13.8 Summary

Circuits for clock signal generation and synchronization were described at the behavioral and architectural level. Specifically, they are used to reduce the voltage and timing errors in the clocking or data transmission networks.

In addition to a low jitter performance, it is important to achieve a low power consumption and die area in portable equipment. Either passive or active methods can be used to reduce the clock jitter induced by the power supply noise. The first method employs filters on the power supply lines, while the second one regulates the power supply by relying on a feedback control loop that keeps the voltage constant.

13.9 Circuit design assessment

1. Phase and frequency detector
   The phase and frequency detector of Figure 13.44 [2] possess the advantage of not having a dead zone. Use SPICE simulations to obtain the transient response of the circuit and show that the error detection range is limited in the range from $-\pi$ to $\pi$.

2. Single-ended VCO based on inverters
   Consider the VCO structure shown in Figure 13.45(a). It consists of $N$ inverters (see Figure 13.45(b)), capacitors and transistors operating as switches controlled by $V_c$.

   Why must the number of stages, $N$, be odd?

   With the assumption that each stage can be modeled with a first-order transfer function of the form

   $$\frac{V_0}{V_i}(s) = \frac{A_0}{1 + \frac{s}{\omega_0}}$$  \hspace{1cm} (13.71)
where $A_0$ is the dc gain and $\omega_0$ is the $-3$ dB bandwidth, find the oscillation frequency of the VCO.

3. **Analysis of a second-order PLL**

Consider the linear equivalent model of the second-order PLL shown in Figure 13.46.

Estimate the closed-loop phase transfer function, $T$, of the PLL.
Show that $T$ can be put into the following form:

$$T(s) = \frac{\Theta_0(s)}{\Theta_i(s)} = \frac{N \left(1 + 2 \frac{\zeta}{\omega_n} s + \left(\frac{s}{\omega_n}\right)^2\right)}{1 + 2 \frac{\zeta}{\omega_n} s + \left(\frac{s}{\omega_n}\right)^2}, \quad (13.72)$$

where

$$\omega_n = \sqrt{\frac{K_v I_P}{NC}}, \quad (13.73)$$

$$\zeta = \frac{1}{2} \sqrt{\frac{K_v I_P CR^2}{N}}. \quad (13.74)$$

By applying an angular frequency step to the PLL, the input phase angle, $\Theta_i$, can be written as

$$\Theta_i(t) = \begin{cases} 0, & \text{for } t < 0, \\ \Delta \omega t, & \text{for } t > 0. \end{cases} \quad (13.75)$$

Prove that the phase error is given in the $s$-domain and time domain by

$$\Theta_e(s) = (1 - T(s)) \frac{\Delta \omega}{s^2} \quad (13.76)$$

and

$$\Theta_e(t) = \begin{cases} \frac{N \Delta \omega}{\omega_n \sqrt{1 - \zeta^2}} \sin(\sqrt{1 - \zeta^2} \omega_n t) \exp(-\zeta \omega_n t), & \text{for } \zeta < 1, \\ N \Delta \omega \exp(-\omega_n t), & \text{for } \zeta = 1, \\ \frac{N \Delta \omega}{\omega_n \sqrt{\zeta^2 - 1}} \sinh(\sqrt{\zeta^2 - 1} \omega_n t) \exp(-\zeta \omega_n t), & \text{for } \zeta > 1, \end{cases} \quad (13.77)$$
respectively.

The noise bandwidth of the PLL is defined as

\[ B_n = \int_{0}^{+\infty} |T(j\omega)|^2 d\omega. \]  
(13.78)

Verify that

\[ B_n = N^2 \omega_n \frac{1 + 4\zeta^2}{8\zeta}. \]  
(13.79)

The parameter \( \zeta \) is generally chosen around the value \( \zeta_m \), which minimizes \( B_n \). Find \( \zeta_m \).

4. **Design of a PLL for the clock recover application**

Consider the phase-locked loop (PLL) shown in Figure 13.47 [21]. It includes a phase and frequency detector (PFD) based on two XOR gates, a charge-pump (CP) circuit, a loop filter, a voltage-controlled oscillator (VCO) with four differential delay stages, and a D flip-flip used for retiming the recovered clock signal.

With the assumption that \( I_1 \) and \( I_2 \) are nominally equal to \( I_P \), the CP provides the charge \( \pm I_P \) to the capacitor \( C_1 \).

Show that the transfer function of the section including the PFD, CP, and loop filter is given by

\[ \frac{V_c}{\Delta\phi}(s) = \frac{I_P}{2\pi} \frac{1 + RC_1 s}{(C_1 + C_2)s + RC_1 C_2 s^2}. \]  
(13.80)

where \( V_c \) is the VCO control voltage and \( \Delta\phi \) is the phase difference between the PD inputs.

Determine the closed-loop transfer function of the PLL in the \( s \)-domain and \( z \)-domain.

Use the SPICE program to perform the transient analysis of the PLL.

5. **Fourth-order charge-pump PLL**

Consider the fourth-order charge-pump PLL shown in Figure 13.48. The frequency division by \( N \) is performed by cascading six divide-by-two stages, each of which is based on a D flip-flop whose inverted output node is connected back to the data input node. The circuit diagrams of a charge-pump circuit and a VCO are depicted in Figures 13.49(a) and (b), respectively. Assuming that the pole frequency due to \( R_2 \) and \( C_3 \) is at least ten times higher than the loop bandwidth, and \( C_3 \leq C_2/10 \), the third-order loop filter can be considered a second-order filter section followed by a first-order filter section providing an attenuation \( \alpha \) of the spurious sidebands.
at multiple of the reference frequency. Hence,

\[ C_1 \approx \frac{K_p K_v}{N \omega_u^2} \cdot \frac{\eta}{\sqrt{1 + \eta}}, \]  
\[ (13.81) \]

\[ R_1 \approx \sqrt{1 + \eta}, \]  
\[ (13.82) \]

\[ C_2 \approx \frac{C_1}{\eta}, \]  
\[ (13.83) \]

and

\[ R_2 \approx \sqrt{\frac{10^{\alpha 10} - 1}{\omega_{ref} C_3}}, \]  
\[ (13.84) \]

where

\[ \eta = 2 \tan^2 \phi_M + 2 \tan \phi_M \sqrt{1 + \tan^2 \phi_M}. \]  
\[ (13.85) \]
FIGURE 13.49
(a) Charge-pump circuit; (b) VCO circuit.

Here, \( K_p = I_P/(2\pi) \), \( \omega_{ref} = 2\pi f_{ref} \), and \( f_{ref} \) is the reference frequency.

For a reference frequency of 37.5 MHz, a VCO free-running frequency of 2.4 GHz, \( \omega_u/(2\pi) = 200 \text{ kHz} \), \( \phi_M = 65^\circ \), \( \alpha = 10 \text{ dB} \), \( K_v = 100 \text{ MHz/V} \), \( N = 64 \), and \( I_P = 200 \mu\text{A} \), first determine the initial values of the filter components and then use MATLAB and SPICE simulations to size and fine-tune the values of the loop components in a given CMOS technology such that the charge-pump PLL can exhibit a loop bandwidth of 200 kHz.
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A.1 Boolean algebra

Boolean algebra is used to describe the relations between inputs and outputs of a digital circuit. The input and output signals are considered to be Boolean variables \((X, Y, Z)\) whose values are either 0 (logic low level) or 1 (logic high level).

A.1.1 Basic operations

<table>
<thead>
<tr>
<th>NOT</th>
<th>AND</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>\bar{0} = 1</td>
<td>0 \cdot X = 0</td>
<td>0 + X = X</td>
</tr>
<tr>
<td>1 = 0</td>
<td>1 \cdot X = X</td>
<td>1 + X = 1</td>
</tr>
<tr>
<td>X = X</td>
<td>X \cdot X = X</td>
<td>X + X = X</td>
</tr>
<tr>
<td>X \cdot X = 0</td>
<td>X + X = 1</td>
<td></td>
</tr>
</tbody>
</table>
A.1.2 Exclusive-OR and equivalence operations

- \( X \oplus Y = X \cdot \overline{Y} + \overline{X} \cdot Y \)
- \( X(Y \oplus Z) = X \cdot Y \oplus X \cdot Z \quad (X \oplus Y) \oplus Z = X \oplus (Y \oplus Z) = X \oplus Y \oplus Z \)
- \( X \odot Y = X \oplus Y = X \cdot \overline{Y} + \overline{X} \cdot Y = X \oplus Y \)
- \( X \oplus 0 = X \quad X \oplus X = 0 \)
- \( X \oplus 1 = \overline{X} \quad X \oplus \overline{X} = 1 \)
- \( \overline{X} \oplus \overline{Y} = X \overline{Y} = X \oplus Y \)
- \( (X \cdot Y) \oplus (X + Y) = X \oplus Y \quad (X \cdot Y) \oplus (X \cdot \overline{Y}) = X \overline{Y} = X \odot Y \)
- \( X + Y = (X \oplus Y) \oplus (X \cdot Y) \)
- \( X \cdot Y = (X \oplus Y) \oplus (X + Y) \)
- \( X \cdot (Y \oplus Z) = (X \cdot Y) \oplus (X \cdot Z) \)
- If \( X \cdot Y = 0 \), then \( X + Y = X \oplus Y \)

A.2 Combinational logic circuits

A.2.1 Basic gates

![Logic Gates Diagram](image)

FIGURE A.1
NOT, AND, OR, and XOR gates.

Combinational circuits are digital circuits whose outputs depend only on the current states of inputs. Figure A.1 shows the NOT, AND, OR and XOR gates. Boolean expressions that relate the state of the output to the ones of
TABLE A.1
Logic Equations of NOT, AND, OR, and XOR Gates

<table>
<thead>
<tr>
<th>Gate type</th>
<th>Inverter</th>
<th>AND</th>
<th>OR</th>
<th>XOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean function</td>
<td>$Y = \overline{A}$</td>
<td>$Y = A \cdot B$</td>
<td>$Y = A + B$</td>
<td>$Y = A \oplus B$</td>
</tr>
</tbody>
</table>

FIGURE A.2
2-1 Multiplexer: (a) Circuit diagram, (b) principle, (c) symbol.

inputs are given in Table A.1.

A multiplexer permits the transmission of only one of many digital inputs to the output. In general, a multiplexer with $2^k$ inputs and one output has $k$ select bits that are used to select the input to be connected to the output node. The circuit diagram, operation principle, and symbol of a 2-1 multiplexer are illustrated in Figure A.2. The Boolean expression for the output of the 2-1 multiplexer can be written as

$$Y = \begin{cases} A & \text{if } S = 0 \\ B & \text{if } S = 1, \end{cases} \quad (A.1)$$

or equivalently,

$$Y = A \cdot \overline{S} + B \cdot S, \quad (A.2)$$

where $S$ denotes the selection signal.

Decoding is necessary in applications such as interfacing, where it is often necessary to convert one digital format to another. In general, a binary decoder asserts one of $2^k$ output lines for each combination of the $k$ input signals, provided it is enabled. It is implemented using $k$ inverters and $2^k$ AND gates with $k + 1$ inputs. Figure A.3 shows the circuit diagram and symbol of a 2-4 decoder, which consists of two inverters and four AND gates. The Boolean equations of the outputs can be derived as

$$Z_0 = E \cdot \overline{X} \cdot \overline{Y}, \quad (A.3)$$

$$Z_1 = E \cdot \overline{X} \cdot Y, \quad (A.4)$$

$$Z_2 = E \cdot X \cdot \overline{Y}, \quad (A.5)$$
where $E$ is the enable signal, and $X$ and $Y$ represent the bits of the input code. For each input code, a different output line is asserted by the decoder. Note that each output line is numbered in accordance with the decimal equivalent of the input binary code.

A.2.2 CMOS implementation

A static CMOS inverter consisting of an nMOS transistor and pMOS transistor is shown in Figure A.4(a). It operates according to Table A.2. When the input is at $V_{DD}$, the nMOS transistor is on while the pMOS transistor is off. The output is then set to 0 V. On the other hand, when the input takes the
TABLE A.2
Truth Table of CMOS Inverter

<table>
<thead>
<tr>
<th>A</th>
<th>T₁</th>
<th>T₂</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>OFF</td>
<td>ON</td>
<td>Vᵢ₀</td>
</tr>
<tr>
<td>Vᵢ₀</td>
<td>ON</td>
<td>OFF</td>
<td>0</td>
</tr>
</tbody>
</table>

value of 0 V, the nMOS transistor is off while the pMOS transistor is on. As a result, the output level equals Vᵢ₀. Assuming that the leakage current is negligible, an unloaded inverter should not dissipate a static power because the path between the supply voltage and ground is interrupted in the steady state.

TABLE A.3
Truth Table of CMOS NAND Gate

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>T₁</th>
<th>T₂</th>
<th>T₃</th>
<th>T₄</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>OFF</td>
<td>OFF</td>
<td>ON</td>
<td>ON</td>
<td>Vᵢ₀</td>
</tr>
<tr>
<td>0</td>
<td>Vᵢ₀</td>
<td>ON</td>
<td>OFF</td>
<td>ON</td>
<td>OFF</td>
<td>Vᵢ₀</td>
</tr>
<tr>
<td>Vᵢ₀</td>
<td>0</td>
<td>OFF</td>
<td>ON</td>
<td>OFF</td>
<td>ON</td>
<td>Vᵢ₀</td>
</tr>
<tr>
<td>Vᵢ₀</td>
<td>Vᵢ₀</td>
<td>ON</td>
<td>ON</td>
<td>OFF</td>
<td>OFF</td>
<td>0</td>
</tr>
</tbody>
</table>

The circuit diagram of a two-input NAND gate is depicted in Figure A.4(b). By connecting two nMOS transistors in series between the output node and ground, the output will be set to 0 V only if the level of both inputs is Vᵢ₀. Due to the two parallel pMOS transistors connected between the supply voltage and the output node, the output level will equal Vᵢ₀ if either the input A or B is 0 V. This is summarized in Table. A.3.

TABLE A.4
Truth Table of CMOS NOR Gate

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>T₁</th>
<th>T₂</th>
<th>T₃</th>
<th>T₄</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>OFF</td>
<td>OFF</td>
<td>ON</td>
<td>ON</td>
<td>Vᵢ₀</td>
</tr>
<tr>
<td>0</td>
<td>Vᵢ₀</td>
<td>ON</td>
<td>OFF</td>
<td>OFF</td>
<td>ON</td>
<td>0</td>
</tr>
<tr>
<td>Vᵢ₀</td>
<td>0</td>
<td>OFF</td>
<td>ON</td>
<td>ON</td>
<td>OFF</td>
<td>0</td>
</tr>
<tr>
<td>Vᵢ₀</td>
<td>Vᵢ₀</td>
<td>ON</td>
<td>ON</td>
<td>OFF</td>
<td>OFF</td>
<td>0</td>
</tr>
</tbody>
</table>

A CMOS NOR gate can be implemented as shown in Figure A.4(c). Its
operation is illustrated by Table A.4. By inserting two nMOS transistors in parallel between the output node and ground, the output will be set to 0 V if either the input A or B is at $V_{DD}$. The connection of two pMOS transistors in series between the supply voltage and ground forces the output to be at $V_{DD}$ only if the level of both inputs is equal to 0 V.

FIGURE A.5
(a) Inverter and its implementations based on (b) NAND and (c) NOR gates.

FIGURE A.6
(a) XOR gate and its implementations based on (b) NAND and (c) NOR gates.

The NAND and NOR gates are universal logic elements. Each of them can be used for the implementation of any logic function, as illustrated in Figures A.5 and A.6 in the case of the inverter and XOR gate, respectively.

FIGURE A.7
CMOS implementation of (a) XOR gate and (b) 2-1 multiplexer.

Assuming that complementary signals are available, the XOR gate and multiplexer can also be realized as shown in Figure A.7. For the XOR gate, the pull-up transistors are configured based on the function $A \oplus B$, while the structure of the pull-down transistors is determined by the function $A \oplus \overline{B}$. 
The output is at the logic high level when only one of the inputs is set to the logic high level. When the logic level of both inputs is either high or low, that of the output is low. Considering the circuit diagram of the 2-1 multiplexer, which is also composed of pull-up and pull-down transistors, it can be shown that the implemented logic function is of the form \( A \cdot S + B \cdot \overline{S} \). For any given logic state of the selection signal, \( S \), the logic level of only one of the inputs is transferred to the output.

\[
Y = \begin{cases} 
  X, & \text{if } E = 1 \\
  Z, & \text{if } E = 0,
\end{cases}
\]

(A.7)

where \( Z \) denotes the high-impedance state. It can then assume one of three states: logic low, logic high, or high impedance state. In the transfer mode, that is, when \( E = 1 \), the tri-state buffer is equivalent to a closed switch. In the disconnect mode, that is, when \( E = 0 \), the tri-state buffer output is isolated from the input by a high impedance.

### A.3 Sequential logic circuits

Sequential circuits are digital circuits whose outputs depend not only on the current state of inputs, but also on the previous state of outputs. Basic sequential circuits include latch and flip-flop. A latch is sensitive to either the high level or the low level of its inputs and it is said to be level-sensitive or transparent, while a flip-flop can change its output state only at an edge of the clock signal and it is said to be edge-triggered.
A.3.1 Asynchronous SR latch

The asynchronous set-reset (SR) latch is one of the simplest sequential circuits. Figure A.9 shows the circuit diagram, symbol and truth table of an SR latch implemented with two NOR gates. The characteristic equation of the SR latch is given by

$$Q^+ = \overline{R} \cdot S + \overline{R} \cdot Q = \overline{R} \cdot (S + Q),$$  \hspace{1cm} (A.8)

where \( Q \) and \( Q^+ \) denote the current and next states of the output, respectively. In the case where the condition \( (R = S = 1) \) is not supposed to occur, we have

$$Q^+ = S + \overline{R} \cdot Q, \quad \text{with the assumption that} \quad S \cdot R = 0. \hspace{1cm} (A.9)$$

A.3.2 Asynchronous \( \overline{S} \overline{R} \) latch

Another simplest form of the latch circuit can be implemented using two NAND gates. Figure A.10 shows the circuit diagram, symbol, and truth table of the \( \overline{S} \overline{R} \) latch, whose characteristic equation is of the form

$$Q^+ = S + \overline{R} \cdot Q.$$  \hspace{1cm} (A.10)
A.3.3 D latch

A D (data) latch is used to capture the logic level of the signal at the data input when it is enabled by the control signal. Figure A.11 shows the circuit diagrams of D latches based on SR latch and \( \overline{S}\overline{R} \) latch, respectively, and the D-latch symbol. It can be found that the characteristic equation is

\[
Q^+ = D \cdot C + \overline{C} \cdot Q. \tag{A.11}
\]

Hence, the latch output follows the D input when the control signal \( C \) is at the logic high level. When the C input is low, the latch output is maintained at the state previously acquired when the C input was high. Note that the outputs \( Q \) and \( \overline{Q} \) of the D flip-flop are complementary.

A.3.4 D flip-flops

The operation of flip-flops is synchronized by either the rising or falling edge of a clock signal (CK). D flip-flops, whose outputs can only change at one edge of the clock signal, exhibit a characteristic equation of the form

\[
Q^+ = D. \tag{A.12}
\]

A D flip-flop can be implemented using a master-slave configuration, which
consists of two D latches that are connected in series and controlled by inverted phases of the clock signal. Figure A.12 shows the circuit diagram, symbol, and truth table of the master-slave D flip-flop. The input data are captured when the clock signal is low, but its state is transferred to the output only at the beginning of the next clock phase. Provided the setup and hold requirements are met, the aforementioned master-slave D flip-flop is referred to as a device triggered by the rising edge of the clock signal.

![Circuit Diagram](image)

**FIGURE A.13**
D flip-flop: (a) Circuit diagram, (b) symbol, (c) truth table.

A D flip-flop can also be realized by relying on the use of an edge detector so that the input pulse can occur synchronously with a transition of the clock signal. Figure A.13 shows the circuit diagram, symbol, and truth table of a D flip-flop triggered by the rising edge of the clock signal. Six NAND gates are required in this implementation of the D flip-flop. The state of the data input is captured at the rising edge of the clock signal. It is then transferred to the
output a short time after the edge occurrence due to the gate propagation delay.

In some applications, it may be necessary to asynchronously drive the flip-flop, thereby bypassing the clock signal control. Figure A.14 shows the circuit diagram, symbol, and truth table of a D flip-flop with asynchronous inputs. The D input is synchronous, while the preset and clear inputs, which are used to respectively set or reset the outputs regardless of the signal levels on the other input nodes (and especially the clock signal node), are asynchronous. The asynchronous set and reset functions are activated by the low level of signals, which are then denoted as $PR$ and $CLR$. Asynchronous inputs are required to determine the initial state of the flip-flop and are not used during the normal operation.

### A.3.5 CMOS implementation

**FIGURE A.15**
Circuit diagrams of conventional D latches (a) with a single data input and (b) with complementary data inputs.

**FIGURE A.16**
CMOS implementations of (a) dynamic and (b) static D latches.

D latches can be designed by substituting each logic gate of the circuit diagrams shown in Figure A.15 with its CMOS implementation. However, the resulting maximum operating frequency appears to be limited by the long delay of the critical path, especially at low supply voltages. An approach to reduce the critical path delay is to use latches with differential cascode structures [1], such as the ones depicted in Figure A.16. The first latch in Figure A.16(a)
is a dynamic logic circuit based on cross-coupled transistors, which can track the changes of the input data only during one phase of the clock signal, while the second latch in Figure A.16(b), which uses cross-coupled inverters acting as a storage element, can be considered a static logic circuit. A static latch possesses an output storage node that remains connected to either the supply voltage or ground, while a dynamic latch exhibits a conducting path to the supply voltage or ground only during the evaluation of the input data. In general, dynamic CMOS logic circuits require less silicon area due to the number of transistors needed than their static counterparts. However, they can be affected by charge sharing at the output nodes. One solution to prevent variations in the logic level consists of using sufficiently large static inverters to isolate the output nodes of the dynamic latch stage.

The latches of Figure A.16 have the drawback of being sensitive to the aspect ratio between the nMOS and pMOS transistors, especially in the case where the input transistor is of the pMOS type. This is due to the fact that the current delivered by input section should overcome that from the cross-coupled transistors in order for the latch to switch, thereby increasing the length of the switching period.

Ratio-insensitive latches can be designed as shown in Figure A.17. Extra transistors are used so that the input node can be formed by connecting together the gate terminals of nMOS and pMOS transistors.

Flip-flops can be realized using two latches in a master-slave configuration, as shown in Figure A.18. The state of the input is acquired by the master latch when the clock signal becomes low. It is then transferred to the outputs of the slave latch when the clock signal goes high. The master latch is transparent, while the slave latch remains opaque — and vice versa. This flip-flop has the advantage of using only one clock signal, but it can be prone to a substantial voltage drop at the outputs due to the capacitive coupling effect between the

---

**FIGURE A.17**
CMOS implementations of ratio-insensitive (a) dynamic and (b) static D latches.
Another approach to design flip-flop relies on the structure depicted in Figure A.19(a) [2, 3]. The first stage is based on a sense amplifier and the second stage is an SR latch, which can be implemented as shown in Figure A.19(b). When the clock signal becomes low, the input differential transistor pair is in...
the cutoff region and the output nodes of the sense amplifier are precharged through transistors $T_7$ and $T_8$ to the high logic state. The $\overline{S \overline{R}}$ latch then holds its previous logic state. When the rising edge of the clock signal occurs, the sense amplifier is enabled and can track the input data to produce a transition from the high state to the low state on one of the outputs. The $\overline{S \overline{R}}$ latch updates its outputs according to the actual state of the sense amplifier. By applying the high state of the input data to the node $D$, $T_3$, $T_1$, and $T_{10}$ provide a discharge path to the node $\overline{R}$, while $T_4$ and $T_6$ are biased in the cutoff and conduction region, respectively. On the other hand, when the high state of the input data occurs at the node $\overline{D}$, a discharge path is supplied to the node $\overline{S}$ by $T_1$, $T_2$, and $T_{10}$, while $T_3$ and $T_5$ operate in the cutoff and conduction region, respectively. After the completion of the state transition at one of the output nodes, the inputs become decoupled from the outputs and the sense amplifier then remains unaffected by any subsequent change of input data during the active clock phase. If the state of the input data changes, the discharge path will be interrupted, leaving the node at the low logic level floating. In order to prevent this floating node from being charged by the leakage or coupling currents, another discharge path should be provided by using the nMOS pass transistor $T_9$. This pass transistor also helps equalize the voltage values of the two differential branches during the pre-charge and reset the output nodes prior to the next sensing of the input data. The primary feature of the sense-amplifier flip-flop is the provision of high input impedance. However, the operation speed can be limited by the propagation delay introduced by the output latch.

More efficient circuits for D flip-flops can be derived using true single phase clocking (TSPC) techniques [4]. TSPC D flip-flops operate with only one clock signal, and offer advantages such as a small circuit area for clock lines, a reduced clock skew, and high-speed operation. Figure A.20 shows the circuit diagrams of the rising-edge and falling-edge triggered D-flip-flops, which consist of three clocked inverting stages. The output signal is available in an inverted version. When the clock slope is not sufficiently steep, both nMOS and pMOS clocked transistors simultaneously operate in the conduction region during the clock transition. As a result, the logic level of internal signals may become undefined and a race condition may occur.

A.4 Bibliography


Transistor sizing affects the performance characteristics (speed, power consumption, chip area, etc.) of integrated circuits. It is an iterative process that is generally achieved using SPICE-based simulation tools. Because the design parameters such as transistor sizes and bias currents depend on the performance metrics that are nonlinear functions, their optimal values may be derived only using computation-intensive programs. The effects of manufacturing yields are minimized by taking into account the process and operating-condition variations.

The design variables are the aspect ratios (width over length) of transistors, the value of the passive components (capacitors and resistors), and the value of bias currents and bias voltages. The optimization of the design variables for a component can only improve the operation characteristics (speed, precision, power dissipation, and area) to an extent allowed by the chosen topology.

For any given IC process, the determination of transistor sizes may require transistor matching data extracted from previous wafer fabrications. The minimum transistor area, $W/L$, is set by the matching requirements, while parasitic capacitances are increased by scaling up transistor dimensions. The $W/L$ ratio is determined by the drain current level and the operating region. For low power consumption, the bias currents should be chosen to be as small as possible while satisfying the noise and speed requirements.

**B.1 MOS transistor**

Two different types of MOS transistors are generally available for circuit design. In nMOS transistors, electrons are majority carriers in the source, which should operate at a voltage lower than the one of the drain, while in pMOS...
transistors, holes are generated in the source, which should be biased at a voltage higher than that of the drain. The operation of MOS transistors can be described as follows:

<table>
<thead>
<tr>
<th>nMOS</th>
<th>pMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutoff region</td>
<td></td>
</tr>
<tr>
<td>( V_{GS} &lt; V_{Tn} )</td>
<td>( V_{SG} &lt; -V_{Tp} )</td>
</tr>
<tr>
<td>( I_D = 0 )</td>
<td>( I_D = 0 )</td>
</tr>
</tbody>
</table>

| Linear region | | |
| \( V_{GS} > V_{Tn}, V_{DS} < V_{DS(\text{sat})} \) | \( V_{SG} > -V_{Tp}, V_{SD} < V_{SD(\text{sat})} \) |
| \( I_D = K_n[2(V_{GS} - V_{Tn})V_{DS} - V_{DS}^2] \) | \( I_D = K_p[2(V_{SG} + V_{Tp})V_{SD} - V_{SD}^2] \) |

| Saturation region | | |
| \( V_{GS} > V_{Tn}, V_{DS} \geq V_{DS(\text{sat})} \) | \( V_{SG} > -V_{Tp}, V_{SD} \geq V_{SD(\text{sat})} \) |
| \( I_D = K_n(V_{GS} - V_{Tn})^2(1 + \lambda_n V_{DS}) \) | \( I_D = K_p(V_{SG} + V_{Tp})^2(1 + \lambda_p V_{SD}) \) |

Note that, for the nMOS transistor,

\[
K_n = \mu_n(C_{ox}/2)(W/L), \quad V_{DS(\text{sat})} = V_{GS} - V_{Tn}, \quad \text{and} \quad V_{Tn} > 0;
\]

and for the pMOS transistor,

\[
K_p = \mu_p(C_{ox}/2)(W/L), \quad V_{SD(\text{sat})} = V_{SG} + V_{Tp}, \quad \text{and} \quad V_{Tp} < 0.
\]

The saturation voltage, \( V_{DS(\text{sat})} \) or \( V_{SD(\text{sat})} \), is also referred as the overdrive. The linear region is also known as the ohmic or triode region.

In the saturation region, the transconductance and conductance can be derived as

\[
g_m = \frac{\partial I_D}{\partial V_{GS}} = 2K_n(V_{GS} - V_{Tn})(1 + \lambda_n V_{DS}) = 2\sqrt{K_nI_D(1 + \lambda_n V_{DS})} = \frac{2I_D}{V_{GS} - V_{Tn}} \quad \text{(B.1)}
\]

and

\[
g_{ds} = \frac{\partial I_D}{\partial V_{DS}} = \frac{\lambda_n I_D}{1 + \lambda_n V_{DS}} \quad \text{(B.2)}
\]

for nMOS transistors, and

\[
g_m = \frac{\partial I_D}{\partial V_{SG}} = 2K_p(V_{SG} + V_{Tp})(1 + \lambda_p V_{SD}) = 2\sqrt{K_pI_D(1 + \lambda_p V_{SD})} = \frac{2I_D}{V_{SG} + V_{Tp}} \quad \text{(B.3)}
\]
and

\[ g_{sd} = \frac{\partial I_D}{\partial V_{SD}} = \frac{\lambda_p I_D}{1 + \lambda_p V_{SD}} \]  \hspace{1cm} (B.4)

for pMOS transistors. To simplify the circuit analysis, the effect of \( \lambda \) can at first be neglected in \( g_m \) expressions.

In submicron CMOS technology, transistors are characterized using Berkeley short-channel IGFET model (BSIM), which is supposed to better take into account short-channel effects. Let us consider an nMOS transistor with a known \( W/L \) aspect ratio. Given a value of the gate-source voltage, the values of the drain current can be obtained by running SPICE simulations with BSIM parameters for at least two values of the drain-source voltage. These values can then be inserted into an \( I - V \) characteristic of the form

\[ I_D = K_n' \frac{W_{eff}}{L_{eff}} (V_{GS} - V_{Tn})^2 (1 + \lambda_n V_{DS}) \]  \hspace{1cm} (B.5)

to determine the parameters \( K_n' \) and \( \lambda_n \) required for hand calculations. For a better fit, this must be achieved in a region around the drain-source saturation voltage, which defines the operating point of the transistor. Here, the effective channel width and length\(^1\), \( W_{eff} \) and \( L_{eff} \), are used due to the fact that the mask-defined sizes \( W \) and \( L \) are reduced by the amount of lateral diffusions, which are specified in the BSIM model card. Similarly, the values of \( K_p' \) and \( \lambda_p \) can be determined using the expression

\[ I_D = K_p' \frac{W_{eff}}{L_{eff}} (V_{SG} + V_{Tp})^2 (1 + \lambda_p V_{SD}). \]  \hspace{1cm} (B.6)

**TABLE B.1**

Simulated Drain Currents

<table>
<thead>
<tr>
<th></th>
<th>nMOS Transistor, ( V_{GS} = 0.95 ) V</th>
<th>pMOS Transistor, ( V_{SG} = 0.95 ) V</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{DS} ) (V)</td>
<td>0.50</td>
<td>1.10</td>
</tr>
<tr>
<td>( I_D ) (mA)</td>
<td>11.96</td>
<td>12.45</td>
</tr>
<tr>
<td>( V_{SD} ) (V)</td>
<td>0.50</td>
<td>1.10</td>
</tr>
<tr>
<td>( I_D ) (mA)</td>
<td>23.29</td>
<td>26.15</td>
</tr>
</tbody>
</table>

**Parameter extraction example**

Using BSIM models for a 0.13 \( \mu \)m CMOS process, the simulated drain currents for both nMOS and pMOS transistors with the effective aspect ratio of 20 \( \mu \)m/0.12 \( \mu \)m can be obtained as shown in Table B.1. Use the values of the threshold voltages, \( V_{Tn} = 0.46 \) V and \( V_{Tp} = -0.44 \) V, to determine the transistor parameters \( K_n' \), \( \lambda_n \), \( K_p' \), and \( \lambda_p \).

\(^1\)Based on BSIM3v3 parameters, the effective channel width and length are of the form \( W_{eff} = W - 2 \cdot WINT \) and \( L_{eff} = L - 2 \cdot LINT \), where \( WINT \) and \( LINT \) are specified in the BSIM model card.
### BSIM SPICE Model Card Example

* SPICE BSIM3 VERSION 3.1 PARAMETERS
* SPICE 3f5 Level 8, Star-HSPICE Level 49, UTMOST Level 8
* 0.13 µm CMOS process

* Temperature parameters=Default

```plaintext
.model CMOS NMOS ( 
+VERSION = 3.1 TNOM=27 TOX=3.2E-9 
+XJ=1E-7 NCH=2.3549E17 VTH0=0.0458681 
+K1=0.3661767 K2=-0.0334177 K3=1E-3 
+K3B=4.0506568 W0=1E-7 NLX=1E-6 
+DVT0W=0 DVT1W=0 DVT2W=0 
+DVT0=1.4508861 DVT1=0.1491907 DVT2=0.2337763 
+U0=436.7862785 UA=-3.86228E-10 UB=3.278288E-18 
+UC=4.781785E-10 VSAT=1.929894E5 A0=1.9927058 
+AGS=0.751416 B0=1.840348E-6 B1=5E-6 
+KETA=0.05 A1=7.776166E-4 A2=0.3 
+RDSW=150 PRWG=0.3498753 PRWB=0.1103551 
+WR=1 WINT=4.847999E-9 LINT=1.039837E-8 
+DWG=1.179843E-8 DWB=8.9979459E-9 VOFF=0.0270176 
+NFACCTOR=2.5 CIT=0 CDSC=2.4E-4 
+CDSCD=0 CDSCB=0 ETA0=2.751524E-6 
+ETAB=0.0111499 DSB=4.600052E-6 PCLM=1.9774199 
+PDIBLC1=0.9702431 PDIBLC2=0.01 PDIBLCB=0.1 
+DROUT=0.9994828 PSCBE1=7.965102E10 PSCBE2=5.021019E-10 
+PVAG=0.5368546 DELTA=0.01 RSH=7 
+MOBMOD=1 PRT=0 UTE=-1.5 
+KTI=0.11 KTI1=0 KT2=0.022 
+UA1=4.31E-9 UBI=-7.61E-18 UC1=5.6E-11 
+AT=3.3E4 WL=0 WLN=1 
+WW=0 WWN=1 WWL=0 
+LL=0 LLN=1 LW=0 
+LWN=1 LWL=0 CAPMOD=2 
+XPART=0.5 CGDO=3.74E-10 CGSO=3.74E-10 
+CGBO=1E-12 CJ=9.581273E-4 PB=0.9758836 
+MJ=0.4044874 CJSW=1E-10 PBSW=0.8002027 
+MJSW=0.6 CJSWG=3.3E-10 PBSWG=0.8002027 
+MJSWG=0.6 CF=0 PVTH0=2.009264E-4 
+PRDSW=0 PK2=1.30501E-3 WKETA=0.013236 
+LKETA=0.0327523 PU0=4.4729531 PUA=1.66833E-11 
+PUB=0 PVSAET=653.2294237 PETA0=1E-4 
+PKETA=-9.655097E-3 )
```
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Solution

Knowing the values of the threshold voltages, \( V_{Tn} \) and \( V_{Tp} \), we can solve Equations (B.5) and (B.6) for

\[ K'_{n} = 288.4 \, \mu A/V^2 \quad \lambda_n = 0.072 \, V^{-1} \]
\[ K'_{p} = 48.2 \, \mu A/V^2 \quad \lambda_p = 0.229 \, V^{-1} \]

Note that due to a further reduction of the transistor channel length, the value of the channel-length modulation parameter is increased, yielding a diminution of the small-signal drain-source resistance.


## B.2 Amplifier

Basically, there are two structure types for the design of amplifiers: single-stage and multistage structures. Using a given IC process, an amplifier can be designed to meet the following specifications:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply voltage</td>
<td>$V_{DD}$</td>
<td>(V)</td>
</tr>
<tr>
<td>Capacitive load</td>
<td>$C_L$</td>
<td>(pF)</td>
</tr>
<tr>
<td>Slew rate</td>
<td>$SR$</td>
<td>(V/µs)</td>
</tr>
<tr>
<td>Settling time</td>
<td>$t_s$</td>
<td>(µs)</td>
</tr>
<tr>
<td>DC voltage gain</td>
<td>$A_0$</td>
<td>(dB)</td>
</tr>
<tr>
<td>Gain-bandwidth product</td>
<td>GBW</td>
<td>(MHz)</td>
</tr>
<tr>
<td>Phase margin</td>
<td>$\phi_M$</td>
<td>(°)</td>
</tr>
<tr>
<td>Power consumption</td>
<td>$P$</td>
<td>(mW)</td>
</tr>
<tr>
<td>Input-referred noise</td>
<td>$v_{n,i}$</td>
<td>(nV/√Hz at f Hz)</td>
</tr>
</tbody>
</table>

For a given amplifier, the same dc common-mode voltage is applied to each input node. Its value can vary from the maximum $V_{ICM,max}$ to the minimum $V_{ICM,min}$. Similarly, the output dc voltage is assumed to be bounded by $V_{0,max}$ and $V_{0,min}$.

![Circuit diagram of a single-stage differential amplifier.](image)

**FIGURE B.1**

Circuit diagram of a single-stage differential amplifier.

One of the simplest single-stage differential amplifiers is depicted in Figure B.1. It consists of a differential transistor pair, a current mirror, and a biasing circuit. The slew rate can be expressed as

$$SR = I_5/C_L,$$  \hspace{1cm} (B.7)

where $I_5$ is the drain current of the transistor $T_5$. Hence,

$$I_5 = SR \cdot C_L.$$

(B.8)
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Ideally, the current $I_5$ should be equal to the bias current $I_B$. Because the accuracy achieved for the value of $I_5$ can be limited by the biasing circuit, it is good practice to set the bias current value with a safe margin, that is, $I_B = I_5(1 + x)$, where $x$ is a fractional number denoting the worst-case variation of the current.

The gain-bandwidth product or unity-gain frequency is of the form

$$GBW = \frac{g_{m1}}{C_L}. \quad (B.9)$$

The transcondutance of the transistor $T_1$ can be derived as

$$g_{m1} = 2K_n(V_{GS1} - V_{Tn}) = GBW \cdot C_L. \quad (B.10)$$

The aspect ratio of the transistor $T_1$ is then given by

$$\frac{W_1}{L_1} = \frac{GBW \cdot C_L}{\mu_n C_{ox}(V_{GS1} - V_{Tn})} = \frac{GBW \cdot C_L}{\mu_n C_{ox}V_{DS1(sat)}}, \quad (B.11)$$

where

$$V_{DS1(sat)} = \frac{2I_{D1}}{g_{m1}} = \frac{I_B}{GBW \cdot C_L}. \quad (B.12)$$

Note that the transistors $T_1$ and $T_2$ are matched, that is, $W_1/L_1 = W_2/L_2$.

Because the dc current flowing through the transistors $T_3$ and $T_4$ is $I_B/2$, we can obtain

$$\frac{W_3}{L_3} = \frac{2I_{D3}}{\mu_p C_{ox}(V_{SG3} + V_{Tp})^2} = \frac{I_B}{\mu_p C_{ox}(V_{SG3} + V_{Tp})^2}, \quad (B.13)$$

where

$$V_{SG3} = V_{DD} - V_{ICM,max} + V_{Tn} \quad (B.14)$$

and

$$\frac{W_4}{L_4} = \frac{W_3}{L_3}. \quad (B.15)$$

The bias current flows through the transistors $T_5$ and $T_6$ and it can be found that

$$\frac{W_5}{L_5} = \frac{2I_{D5}}{\mu_n C_{ox}(V_{GS5} - V_{Tn})^2} = \frac{2I_B}{\mu_n C_{ox}(V_{GS5} - V_{Tn})^2}, \quad (B.16)$$

where

$$V_{GS5} - V_{Tn} = V_{DS5(sat)} = V_{ICM,min} - V_{SS} - V_{GS1} \quad (B.17)$$

and

$$\frac{W_6}{L_6} = \frac{W_5}{L_5}. \quad (B.18)$$

The value of the resistor $R_B$ is given by

$$R_B = \frac{V_{DD} - V_{GS6} - V_{SS}}{I_B}, \quad (B.19)$$
where \( V_{GS6} = V_{DS6,\text{sat}} + V_{Tn} \).

The power consumption of the differential stage is estimated to be

\[
P = (V_{DD} - V_{SS})I_B.
\]  
(B.20)

For the above differential stage, the dc gain is typically about 35 dB, and the phase margin should be at least 60° to meet the stability requirement.

Let us consider the two-stage amplifier [1,2] shown in Figure B.2. The input stage consists of a differential transistor pair loaded by a current mirror, while the output stage is a common source amplifier with an active load. The frequency stabilization is achieved using a compensation network.

All transistors are biased to operate in the saturation region. Applying Kirchhoff’s voltage law between the positive input node and the positive supply voltage, we can obtain

\[
V_{DD} - V_{i}^+ = V_{SG3} + V_{DS1} - V_{GS1},
\]  
(B.21)

where \( V_{i}^+ = V_{ICM,max} \) and \( V_{DS1} = V_{GS1} - V_{Tn} \). The transistor \( T_1 \) operates in the saturation region provided

\[
\sqrt{\frac{2I_{D3}}{\mu_n C_{ox}(W_3/L_3)}} \leq V_{DD} - V_{ICM,max} + V_{Tp} + V_{Tn}.
\]  
(B.22)

On the other hand, the application of Kirchhoff’s voltage law between the positive input node and the negative supply voltage gives

\[
V_{i}^+ - V_{SS} = V_{GS1} + V_{DS5},
\]  
(B.23)

where \( V_{i}^+ = V_{ICM,min} \) and \( V_{GS1} = V_{DS1} + V_{Tn} \). The operation of the transistor \( T_5 \) in the saturation region then requires that

\[
\sqrt{\frac{2I_{D1}}{\mu_n C_{ox}(W_1/L_1)}} + \sqrt{\frac{2I_{D5}}{\mu_n C_{ox}(W_5/L_5)}} \leq V_{ICM,min} - V_{Tn} - V_{SS}.
\]  
(B.24)
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The source-drain voltage of the transistor $T_6$ is given by

$$V_{SD_6} = V_{DD} - V_0.$$  \hspace{1cm} (B.25)

To bias $T_6$ in the saturation region, the following condition must be fulfilled:

$$\sqrt{\frac{2I_{D_6}}{\mu n C_{ox}(W_6/L_6)}} \leq V_{DD} - V_{0,\text{max}}.$$ \hspace{1cm} (B.26)

In the case of the transistor $T_7$, the drain-source voltage is of the form

$$V_{DS_7} = V_0 - V_{SS}.$$ \hspace{1cm} (B.27)

The saturation condition corresponds to

$$\sqrt{\frac{2I_{D_7}}{\mu n C_{ox}(W_7/L_7)}} \leq V_{0,\text{min}} - V_{SS}.$$ \hspace{1cm} (B.28)

The spectral density of the output noise can be computed as

$$v_{n,o}^2 = g_m^2 R_2^2 [v_{n,6}^2 + v_{n,7}^2 + R_1^2 (g_m^2 v_{n,1}^2 + g_m^2 v_{n,2}^2 + g_m^2 v_{n,3}^2 + g_m^2 v_{n,4}^2)].$$ \hspace{1cm} (B.29)

Assuming that $g_{m_1} = g_{m_2}, g_{m_3} = g_{m_4}, v_{n,1} = v_{n,2}, v_{n,3} = v_{n,4},$ and $v_{n,6} = v_{n,7},$ the spectral density of the input-referred noise can be derived as

$$v_{n,i}^2 = \frac{v_{n,o}^2}{g_m^2 R_2^2 \frac{1}{g_m^2 R_1 R_2}} = 2 \left[ \frac{v_{n,6}^2}{g_m^2 R_1} + 2 \frac{v_{n,1}^2}{v_{n,1}^2} \left[ 1 + \left( \frac{g_m^2}{g_m^2} \right) \frac{v_{n,3}^2}{v_{n,1}^2} \right] \right].$$ \hspace{1cm} (B.30)

Because $g_m R_1 \gg 1, v_{n,1}^2 = 8kT/(3g_m), \text{ and } v_{n,3}^2 = 8kT/(3g_m),$ we obtain

$$v_{n,i}^2 \approx 2v_{n,1}^2 \left[ 1 + \left( \frac{g_m^2}{g_m^2} \right) \frac{v_{n,3}^2}{v_{n,1}^2} \right] = \frac{16kT}{3g_m} \left( 1 + \frac{g_m^2}{g_m^2} \right).$$ \hspace{1cm} (B.31)

To reduce the noise contribution due to the transistors acting as loads or current sources, the transconductance $g_{m_1}$ (or equivalently $g_{m_2}$) should be made as large as possible. The gain-bandwidth product is given by

$$GBW = \frac{g_{m_1}}{C_C},$$ \hspace{1cm} (B.32)

where $C_C$ is the compensation capacitor. The slew rate can be written as

$$SR = \frac{I_{D_7}}{C_C} = \frac{I_{D_7} - I_{D_5}}{C_L},$$ \hspace{1cm} (B.33)

where $C_L$ is the total load capacitor at the output node. Hence,

$$I_{D_7} = SR(C_C + C_L).$$ \hspace{1cm} (B.34)
Because the positive input common-mode range is of the form

\[ ICMR^+ = V_{DD} - V_{ICM,max} = V_{SD_3(sat)} - V_{T_n} \]  

(B.35)

and \( I_{D_3} = I_{D_1} = I_{D_5}/2 \), it can be found that

\[ g_{m3} = \frac{2I_{D_3}}{V_{SD_3(sat)}} = \frac{SR \cdot C_C}{ICMR^+ + V_{T_n}}. \]  

(B.36)

Substituting Equations (B.32) and (B.36) into (B.31) gives

\[ C_C = \frac{16kT}{3 \cdot GBW \cdot v_{n,i}^2} \left[ 1 + \frac{SR}{GBW(ICMR^+ + V_{T_n})} \right]. \]  

(B.37)

From Equation (B.32),

\[ g_{m1} = \sqrt{2\mu_n C_{ox}(W_1/L_1)I_{D_1}} = GBW \cdot C_C. \]  

(B.38)

Assuming that \( I_{D_1} = I_{D_5}/2 = SR \cdot C_C/2 \), we have

\[ \frac{W_1}{L_1} = \frac{GBW^2 C_C}{\mu_n C_{ox} SR}. \]  

(B.39)

Note that the aspect ratios of \( T_1 \) and \( T_2 \) are identical. The head room voltage for the negative input common-mode range input can be expressed as

\[ ICMR^- = V_{ICM,min} - V_{SS} = V_{DS_5(sat)} + V_{DS_1(sat)} + V_{T_n}, \]  

(B.40)

where \( V_{DS_1(sat)} = SR/GBW \). The current \( I_{D_5} \) is given by

\[ I_{D_5} = \mu_n C_{ox}(W_5/L_5)V_{DS_5(sat)}^2/2 = SR \cdot C_C \]  

(B.41)

Combining Equations (B.40) and (B.41), it can be shown that

\[ \frac{W_5}{L_5} = \frac{2 \cdot SR \cdot C_C}{\mu_n C_{ox}(ICMR^- - V_{T_n} - SR/GBW)^2}. \]  

(B.42)

Note that the transistors \( T_5 \) and \( T_B \) are designed with the same aspect ratio. The transistors \( T_5 \) and \( T_7 \) are biased in the saturation region and \( V_{GS_5} = V_{GS_7} \). Hence,

\[ \frac{I_{D_7}}{I_{D_5}} = \frac{W_7/L_7}{W_5/L_5}. \]  

(B.43)

From Equation (B.33), we find that

\[ \frac{I_{D_7}}{I_{D_5}} = 1 + \frac{C_L}{C_C} \]  

(B.44)
and therefore
\[
\frac{W_7}{L_7} = \left(1 + \frac{C_L}{C_C}\right) \frac{W_5}{L_5}.
\]  
(B.45)

Based on the small-signal analysis of the amplifier, the zero of the transfer function is rejected at infinity by choosing the compensation resistor such that
\[
R_C = \frac{1}{g_{m6}}.
\]  
(B.46)

The second pole of the transfer function is approximately located at
\[
\omega_{p_2} \simeq -\frac{g_{m6}}{C_L}.
\]  
(B.47)

where \(C_L\) is the load capacitor. The amplifier is designed to exhibit the behavior of a two-pole system, that is, \(\omega_{p_3} \geq 10 \cdot GBW\). That is, its phase margin is of the form
\[
\phi_M \simeq 90^\circ - \arctan\left(\frac{GBW}{|\omega_{p_2}|}\right).
\]  
(B.48)

Combining Equations (B.47) and (B.48) gives
\[
g_{m6} = GBW \cdot C_L \cdot \tan(\phi_M).
\]  
(B.49)

Note that, for a given angle \(x\), \(\tan(90^\circ - x) = 1/\tan(x)\). Because \(g_{m6} = \sqrt{2\mu_n C_{ox}(W_6/L_6)I_{D6}}\) and \(I_{D6} = I_{D7}\), we obtain
\[
\frac{W_6}{L_6} = \frac{[GBW \cdot C_L \tan(\phi_M)]^2}{2\mu_n C_{ox}I_{D7}}.
\]  
(B.50)

To reduce the offset voltage due to the difference, which can exist between the values of currents \(I_{D6}\) and \(I_{D7}\), when the amplifier input nodes are grounded, we should have \(V_{SD4} = V_{SD5} = V_{SG3}\) and \(V_{SD4} = V_{SG6}\). It can also be deduced that \(I_{D3} = I_{D4} = I_{D8} = I_{D7}\) and \(I_{D5} = I_{D5}\). The aspect ratios of transistors \(T_3\), \(T_4\), \(T_5\), \(T_6\), and \(T_7\) satisfy the following relation,
\[
\frac{W_3/L_3}{W_6/L_6} = \frac{W_4/L_4}{W_6/L_6} = \frac{W_5/L_5}{W_7/L_7}.
\]  
(B.51)

Equation (B.51) can be used for the determination of the aspect ratio of \(T_3\) and \(T_4\).

For the resulting amplifier, the dc gain is approximately given by
\[
A_0 = -\frac{g_{m1}}{g_2 + g_4} \cdot \frac{g_{m6}}{g_6 + g_7},
\]  
(B.52)
where $g_2$, $g_4$, $g_6$, and $g_7$ denote the drain-source conductance of transistors $T_2$, $T_4$, $T_6$, and $T_7$, respectively. The power dissipation can be computed as

$$P = (V_{DD} - V_{SS})(2I_{D_5} + I_{D_7}).$$  \hfill (B.53)

The results of the initial transistor sizing for the two-stage amplifier may be optimized using appropriate CAD programs [3]. The maximum and minimum sizes of transistors are primarily set by process-related variations and limitations of the IC fabrication technique.

![FIGURE B.3](image)

Circuit diagram of a folded-cascode amplifier.

In cases where a large gain is required with a high gain-bandwidth product and a limited power budget, a folded-cascode amplifier [4, 5], as shown in Figure B.3, is the architecture of choice. Due to symmetry, the transistors, $T_1$ and $T_2$, $T_3$ and $T_5$, $T_7$ and $T_8$, $T_9$ and $T_{10}$, and $T_{11}$ and $T_{12}$ are matched. As a result of the small-signal analysis, the $dc$ gain of the folded-cascode amplifier can be written as

$$A_0 = g_{m1}r_0,$$  \hfill (B.54)

where

$$r_0 = \frac{1}{(g_1 + g_5)g_7 + g_{11}g_9} \frac{g_{11}g_9}{g_{m7} + g_{mb7} + g_{m9} + g_{mb9}}$$  \hfill (B.55)

and $g_k (k = 1, 5, 9, 11)$ is the drain-source conductance of transistor $T_k$. The slew rate is given by

$$SR = \frac{I_{D_3}}{C_L},$$  \hfill (B.56)
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where $I_{D_3}$ is equal to the bias current $I_{B_1}$ of the differential transistor pair. The gain-bandwidth product is of the form

$$GBW = \frac{g_{m1}}{C_L}$$  \hspace{1cm} (B.57)

Because $g_{m1} = \sqrt{2\mu_p C_{ox} (W_1/L_1) I_{D_1}}$ and $I_{D_3} = I_{D_3}/2$, we obtain

$$\frac{W_1}{L_1} = \frac{GBW^2 C_L}{\mu_p C_{ox} SR}.$$  \hspace{1cm} (B.58)

Using Equation (B.56), the aspect ratios of transistors $T_3$ and $T_4$ can be computed as

$$\frac{W_3}{L_3} = \frac{2I_{D_3}}{\mu_p C_{ox} V_{SD_{3(sat)}}^2} = \frac{2 \cdot SR \cdot C_L}{\mu_p C_{ox} V_{SD_{3(sat)}}^2},$$  \hspace{1cm} (B.59)

and

$$\frac{W_4}{L_4} = \frac{2I_{D_4}}{\mu_p C_{ox} V_{SD_{4(sat)}}^2} = \frac{2 \cdot SR \cdot C_L}{\mu_p C_{ox} V_{SD_{4(sat)}}^2},$$  \hspace{1cm} (B.60)

where $V_{SD_{3(sat)}} = V_{SD_{4(sat)}}, V_{SD_{3(sat)}} = (V_{DD} - V_{SG_1} - V_{ICM,max})/2$, and $V_{SG_1} = V_{SD_{1(sat)}} - V_{T_p}$. The power consumption of the amplifier is of the form

$$P = (V_{DD} - V_{SS})(I_{B_1} + 2I_{B_2})$$  \hspace{1cm} (B.61)

where $I_{B_1} = I_{D_3} = I_{D_4}$ and $I_{B_2} = I_{D_5}$. Using Equations (B.56) and (B.61), the aspect ratio of the transistor $T_{11}$ is derived as

$$\frac{W_5}{L_5} = \frac{2I_{D_5}}{\mu_n C_{ox} V_{DS_{5(sat)}}^2} = \frac{P}{\mu_n C_{ox} V_{DS_{5(sat)}}^2} - SR \cdot C_L,$$  \hspace{1cm} (B.62)

Because

$$V_{i^-} = V_{SS} + V_{DS_{5(sat)}} + V_{SD_{1(sat)}} - V_{SG_1},$$  \hspace{1cm} (B.63)

it can be shown that

$$V_{DS_{S_{5(sat)}}} = V_{ICM,min} - V_{SS} - V_{T_p},$$  \hspace{1cm} (B.64)

where $V_{i^-} = V_{ICM,min}$. For the size of the transistor $T_7$, we find

$$\frac{W_7}{L_7} = \frac{2I_{D_7}}{\mu_n C_{ox} V_{DS_{7(sat)}}^2},$$  \hspace{1cm} (B.65)

where

$$I_{D_7} = I_{D_5} - I_{D_5}/2 = \frac{P}{2(V_{DD} - V_{SS})} - SR \cdot C_L$$  \hspace{1cm} (B.66)

and

$$V_{DS_{7(sat)}} = V_{0,min} - V_{SS} - V_{DS_{5(sat)}},$$  \hspace{1cm} (B.67)
The small-signal analysis indicates that the transfer function of the folded-cascode amplifier has four poles and two zeros [6]. Because two of the poles are approximately compensated by the zeros, the amplifier phase margin can be expressed as

$$
\phi_M \simeq 180^\circ - \arctan \frac{GBW}{|\omega_{p1}|} - \arctan \frac{GBW}{|\omega_{p2}|},
$$

(B.68)

where \( \omega_{p1} = -GBW/A_0 \) and \( \omega_{p2} = -g_{m7}/C_p \). Note that \( A_0 \) is the amplifier dc gain and \( C_p \) is the total parasitic capacitance at the source of the transistor \( T_7 \) (\( C_p \simeq C_{gs7} \simeq 2W_7L_7C_{ox}/3 \)). To proceed further, we can simplify Equation (B.68) to

$$
\phi_M \simeq 90^\circ - \arctan \frac{GBW}{|\omega_{p2}|},
$$

(B.69)

or equivalently

$$
g_{m7} = GBW \cdot C_p \cdot \tan \phi_M .
$$

(B.70)

Here, \( g_{m7} \) and \( C_p \) are functions of the width and length of the transistor \( T_7 \), making difficult the determination of the width-to-length ratio from Equation (B.70) alone.

The aspect ratios of transistors \( T_9 \) and \( T_{11} \) are respectively given by

$$
\frac{W_9}{L_9} = \frac{2I_{D9}}{\mu_p C_{ox} V_{SD9(sat)}^2} \quad \text{(B.71)}
$$

and

$$
\frac{W_{11}}{L_{11}} = \frac{2I_{D11}}{\mu_p C_{ox} V_{SD11(sat)}^2}, \quad \text{(B.72)}
$$

where

$$
I_{D9} = I_{D11} = I_{D7} = \frac{P}{2(V_{DD} - V_{SS})} - SR \cdot C_L \quad \text{(B.73)}
$$

and

$$
V_{SD9(sat)} = V_{SD11(sat)} = (V_{DD} - V_{0,max})/2. \quad \text{(B.74)}
$$

Given the current \( I_B \), the biasing circuit should be sized such that it can generate the required voltages \( V_{B1}, V_{B2}, V_{B3}, \) and \( V_{B4} \). All transistors, except \( T_{B10} \), are biased in the saturation region. Transistors \( T_{B1} - T_{B8} \) operate as a current mirror delivering the bias current to each of the load \( T_{B9} - T_{B10} \) and \( T_{B11} \). Hence,

$$
\frac{W_3}{L_3} = \frac{W_{B1}}{L_{B1}} = \frac{4(W_{B2}/L_{B2})}{W_{B3}/L_{B3}} = \frac{W_{B4}}{L_{B4}} = \frac{W_{B5}/L_{B5}}{W_{B6}/L_{B6}} = \frac{W_{B9}/L_{B9}}{W_{B10}/L_{B10}}. \quad \text{(B.75)}
$$
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Let \( I_{D_{B9}} = I_{D_{B10}} = I_B, V_{DS_{B9(sat)}} = V_{GS_{B9}} = V_{GS7}, \) and \( V_{DS_{B10(sat)}} = V_{DS_{5(sat)}}. \) The aspect ratio of the transistor \( T_{B9} \) can be computed as

\[
\frac{W_{B9}}{L_{B9}} = \frac{2I_{D_{B9}}}{\mu_p C_{ox} V_{DS_{B9(sat)}}^2}. \tag{B.76}
\]

Because the transistor \( T_{B10} \) operates in the triode region, we have

\[
\frac{W_{B10}}{L_{B10}} = \frac{2I_{D_{B10}}}{3\mu_p C_{ox} V_{DS_{B10(sat)}}^2}. \tag{B.77}
\]

In the case of the transistor \( T_{B11} \), it can be shown that

\[
\frac{W_{B11}}{L_{B11}} = \frac{2I_{D_{B11}}}{\mu_p C_{ox}(V_{GS_{B11}} - V_{T_n})^2}, \tag{B.78}
\]

where \( I_{D_{B11}} = I_B \) and \( V_{GS_{B11}} = V_{GS_5}. \)

In practice, due to IC process variations, a small safety margin is often added to \( V_{DS(sat)} \) or \( V_{SD(sat)} \) to ensure that the transistors remain in the saturation region. That is,

\[
V_{DS} - (V_{GS} - V_{T_n}) \geq V_{DS(sat)} \tag{B.79}
\]

and

\[
V_{SD} - (V_{SG} + V_{T_p}) \geq V_{SD(sat)}. \tag{B.80}
\]

For submicrometer circuit designs, the saturation voltage is generally in the range from 0.2 V to 0.6 V.

### B.3 Comparator and latch

One of the structures that can be used for the design of a comparator is depicted in Figure B.4(a). It consists of an input differential stage loaded by cross-coupled transistors. Due to the positive feedback provided by the loading transistors, the comparator transfer characteristic exhibits hysteresis as shown in Figure B.4(b).

Given the values of some specifications (slew rate, gain-bandwidth product, input common-mode voltage, input-referred noise, power dissipation), the sizes of transistors composing the input stage can be determined in the same way as in the case of an amplifier.

The difference between the positive and negative trigger points is the hysteresis band, which is given by

\[
V_{HB} = V_{trig^+} - V_{trig^-}. \tag{B.81}
\]
FIGURE B.4
(a) Comparator circuit with hysteresis; (b) comparator characteristics in the noninverting configuration.

Assuming that the transistors $T_1$ and $T_2$ are matched, that is, $W_1/L_1 = W_2/L_2$, we obtain

$$V_{trig+}^+ = \sqrt{\frac{I_B}{2K'(W_1/L_1)}} \frac{\sqrt{(W_5/L_5)/(W_3/L_3)} - 1}{\sqrt{1 + (W_5/L_5)/(W_3/L_3)}}$$

(B.82)

and

$$V_{trig-}^- = \sqrt{\frac{I_B}{2K'(W_1/L_1)}} \frac{1 - \sqrt{(W_6/L_6)/(W_4/L_4)}}{\sqrt{1 + (W_6/L_6)/(W_4/L_4)}}.$$  

(B.83)

For a symmetrical structure, it is required that $V_{trig+}^+ = -V_{trig-}^-$. Hence, $W_3/L_3 = W_4/L_4$ and $W_5/L_5 = W_6/L_6$. Given the values of $I_B$, $2K'(W_1/L_1)$ and the specification $V_{trig+}^+$, the ratio $x = (W_5/L_5)/(W_3/L_3)$ can be determined by solving the next equation, which is derived from Equation (B.82) and can be written as

$$x + 2 \Delta^2 - 1 \sqrt{x} + 1 = 0,$$

(B.84)

where $\Delta = V_{trig+}^+ \sqrt{2K'(W_1/L_1)/I_B}$. Solving Equation (B.84) gives

$$\sqrt{x} = -\frac{1}{\Delta^2 - 1} \pm \sqrt{\frac{1}{(\Delta^2 - 1)^2} - 1},$$

(B.85)

where $|\Delta| < \sqrt{2}$ and $\Delta \neq 1$. To choose between the plus and minus sign in the valid expression of $x$, we note that the condition $x > 1$ should be realized in order for the comparator to operate with a positive feedback.

A D latch [7] can be implemented as shown in Figure B.5(a). The input data are applied differentially to a pair of transistors connected through clocked transistors to two cross-coupled inverters.

Ideally, the transition between the low state and high state should occur
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FIGURE B.5
(a) Circuit diagram of a D latch; (b) output waveforms.

at the mid-point of the logic swing or $V_{DD}/2$ (see Figure B.5(b)). This is achieved when both transistors are in the saturation region. Hence,

$$\mu_n(W_5/L_5) = \mu_p(W_7/L_7)$$

and

$$\mu_n(W_6/L_6) = \mu_p(W_8/L_8).$$

Provided $\mu_n/\mu_p = r$, the difference in charge mobilities is compensated in an inverter by choosing the aspect ratio $(W/L)$ of the pMOS transistor to be $r$ times the one of the nMOS transistor.

To switch the latch from the low state to the high state, the low level of the circuit section $T_3 - T_1 - T_7$ should be below the switching threshold of the inverter $T_5 - T_7$. Assuming that the transistors are biased in the triode region, and transistors $T_1$ and $T_3$ can be reduced to a single transistor with the aspect ratio $W_k/L_k$, it can be shown that

$$K_{p7}[2(V_{SG7} + V_{TP})V_{SD7} - V_{SD7}^2] = K_{nk}[2(V_{GSk} - V_{TN})V_{DSk} - V_{DSk}^2],$$

where $V_{SG7} = V_{GSk} = V_{DD}$ and $V_{SD7} = V_{DSk} = V_{DD}/2$. With $V_{TN} \leq |V_{TP}|$, we arrive at the following condition:

$$K_{nk} \geq K_{p7}.$$

Substituting $K_{nk} = \mu_n C_{ox}(W_k/L_k)$ and $K_{p7} = \mu_p C_{ox}(W_7/L_7)$ into Equation (B.89) gives

$$(W_k/L_k) \geq (\mu_p/\mu_n)(W_7/L_7).$$

Because $(W_1/L_1) = (W_3/L_3) = 2(W_k/L_k)$, we can obtain

$$(W_1/L_1) = (W_3/L_3) \geq 2(\mu_p/\mu_n)(W_7/L_7) = 2(W_5/L_5).$$

Similarly, due to the circuit symmetry, it can be found that

$$(W_2/L_2) = (W_4/L_4) \geq 2(\mu_p/\mu_n)(W_8/L_8) = 2(W_6/L_6).$$

Because the above derivation of transistor sizes is based on first-order transistor models and simplified circuit operation, it may still be necessary to use simulation results to adequately adjust the transistor widths and lengths.
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Signal-flow graphs (SFGs) [1] are suitable for the representation of continuous-
time and discrete-time systems in the \( s \)-domain and \( z \)-domain, respectively. They can be considered a network diagram in which nodes are connected by unidirectional branches. Each node represents a system variable, and a scaling factor is indicated along each branch. The analysis and design of small and medium-size systems is often facilitated by the use of signal-flow graph techniques.

\[
Y = \alpha_1 X_1 + \alpha_2 X_2 - \alpha_3 X_3 .
\]  

FIGURE C.1
(a) Block diagram and (b) signal-flow graph representations of a system.

A block diagram and an SFG contain the same network information. They can represent a system of equations or an equation. The SFG representation is then not unique for a network, which can be characterized by equations in different forms. In the special case of Figure C.1, where the input nodes are labeled \( X_1, X_2, \) and \( X_3 \), the variable \( Y \) at the output node can be expressed as

\[
Y = \alpha_1 X_1 + \alpha_2 X_2 - \alpha_3 X_3 .
\]  

For the SFG, the summer is implemented by a node. Hence, a mixed node, that is, a node that receives both incoming and outgoing branches, sums the weighted signals of all incoming branches and the result is transmitted to all outgoing branches.
C.1 SFG reduction rules

<table>
<thead>
<tr>
<th>Initial signal–flow graph</th>
<th>Final signal–flow graph</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Initial signal–flow graph" /></td>
<td><img src="image2.png" alt="Final signal–flow graph" /></td>
</tr>
</tbody>
</table>

**Parallel rule**

**Series rule**

**Recursion rule**

**Node–splitting rule**

**FIGURE C.2**
Basic SFG reduction rules.

SFGs are often used in system analysis. Generally, the objective is to determine the relationship or transfer function between various variables. This can be achieved by the application of a set of rules such that nodes are absorbed and branches are combined to form new branches with the equivalent scaling factors. The reduction process is repeated until an SFG with the desired degree of complexity, or a residual graph in which only one path exists between the input node and the selected output node, is obtained. Basic SFG reduction rules are summarized in Figure C.2. However, the reduction procedure can become complicated as the system complexity increases. An alternative method for finding the relationship between system variables can be based on Mason’s gain formula [2].
C.2 Mason’s gain formula

To proceed further, it is necessary to give the following definitions:

- A path is a series connection of branches following the direction of the signal flow from one node to a given node.

- A forward path is a path from the input node to the output node that does not go through the same node twice.

- A loop is a path that starts and ends at the same node, without passing through any other node more than once.

- A path gain is the product of the gains or scaling factors of all its branches.

- Two loops are nontouching if they do not have any node in common.

Mason’s gain formula gives the transfer function $T$ from an input (or source) node to an output (or sink) node in the form

$$T = \frac{\sum_{k} T_{k} \Delta_{k}}{\Delta}, \quad (C.2)$$

where

$$\Delta = 1 - \text{(Sum of all individual loop gains)} + \text{(Sum of the product of the loop gains of all possible combinations of nontouching loops taken two at a time)} - \text{(Sum of the product of the loop gains of all possible combinations of nontouching loops taken three at a time)} + \text{(Sum of the product of the loop gains of all possible combinations of nontouching loops taken four at a time)} - \cdots + (-1)^{r}(\text{Sum of the product of the loop gains of all possible combinations of nontouching loops taken } r \text{ at a time}),$$

$P$ is the total number of forward paths between the input and output nodes,

$T_{k}$ is the gain of the $k$-th forward path between the input and output nodes,

$\Delta_{k}$ is the value of $\Delta$ for the part of the graph not touching the $k$-th forward path.

The term $\Delta$ can be considered the determinant of the graph, while $\Delta_{k}$ represents the cofactor of the $k$-th forward path.
Consider the circuit diagram of the RC network depicted in Figure C.3(a). Using Kirchhoff’s current law and Kirchhoff’s voltage law gives

\[ I_1 = \frac{V_i - V_1}{R_1}, \quad (C.3) \]

\[ V_1 = \frac{I_1 - I_2}{sC_1}, \quad (C.4) \]

\[ I_2 = \frac{V_1 - V_0}{R_2}, \quad (C.5) \]

and

\[ V_0 = \frac{I_2}{sC_2}. \quad (C.6) \]

An SFG of the RC network can then be derived as shown in Figure C.3(b). There are three individual loops with the gains \( P_{11} = -1/sC_1R_1 \), \( P_{21} = -1/sC_1R_2 \), and \( P_{31} = -1/sC_2R_2 \). Because the first and third loops are non-touching, we have \( P_{12} = 1/s^2C_1C_2R_1R_2 \). Hence, the determinant \( \Delta \) is given by

\[ \Delta = 1 - (P_{11} + P_{21} + P_{31}) + P_{12} \]

\[ = 1 + 1/sC_1R_1 + 1/sC_1R_2 + 1/sC_2R_2 + 1/s^2C_1C_2R_1R_2. \quad (C.7) \]

The gain of the forward path joining the input node and output node is

\[ T_1 = 1/s^2C_1C_2R_1R_2. \quad (C.8) \]

Because the forward path touches all three loops, it can be shown that

\[ \Delta_1 = 1. \quad (C.9) \]

Note that \( \Delta_1 \) is obtained from \( \Delta \) by removing the contributions due to the loops that touch the forward path. The circuit transfer function is then of the form

\[ T = \frac{V_0}{V_i} = \frac{T_1\Delta_1}{\Delta} \]

\[ = \frac{1}{s^2C_1C_2R_1R_2 + s(C_1R_1 + C_2R_1 + C_2R_2) + 1}. \quad (C.10) \]
It can be deduced that the aforementioned RC circuit is a second-order low-pass filter, whose transfer function only exhibits finite poles.

\[
\begin{align*}
V^- &= V_i - Z_1 I^- \\
I^- &= \frac{V^- - V_o}{Z_2} \\
V_o &= -AV^- + R_0 \left( I^- - \frac{V_o}{Z_L} \right).
\end{align*}
\]

The corresponding SFG representation is obtained as illustrated in Figure C.4(b). Four individual loops can be identified. Their gains are of the form \( P_{11} = -Z_1/Z_2, P_{21} = -R_0/Z_2, P_{31} = -AZ_1/Z_2, \) and \( P_{41} = -R_0/Z_L \).

We also have \( P_{12} = Z_1 R_0/Z_2 Z_L \) because the loops \( P_{11} \) and \( P_{41} \) are nontouching. The term \( \Delta \) is then given by

\[
\Delta = 1 - (P_{11} + P_{21} + P_{31} + P_{41}) + P_{12}
\]

\[
= 1 + Z_1/Z_2 + R_0/Z_2 + AZ_1/Z_2 + R_0/Z_L + Z_1 R_0/Z_2 Z_L.
\]

The SFG exhibits two forward paths, whose gains can be written as, \( T_1 = -A \) and \( T_2 = R_0/Z_2 \). Each forward path has a common node with all loops, and it can then be found that \( \Delta_1 = 1 \) and \( \Delta_2 = 1 \). Therefore, the transfer function between the input and output nodes reads

\[
T = \frac{V_o}{V_i} = \frac{T_1 \Delta_1 + T_2 \Delta_2}{\Delta}
\]

\[
= -\frac{Z_2}{Z_1}. \frac{1 - \frac{1}{A} \frac{R_0}{Z_2}}{1 + \frac{1}{A} \left( \frac{Z_2}{Z_1} + \frac{R_0}{Z_1} + \frac{R_0}{Z_L} + \frac{Z_2 R_0}{Z_1 Z_L} \right)}.
\]

For a high gain, \( A \), the transfer function is reduced to the ratio \(-Z_2/Z_1\) and an inverting amplifier is realized.
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CMOS Analog Integrated Circuits

HIGH-SPEED AND POWER-EFFICIENT DESIGN

High-speed and power-efficient analog integrated circuits can be used as standalone devices or to interface modern digital signal processors and micro-controllers in various applications, including multimedia, communication, instrumentation, and control systems. New circuit architectures and the ever-decreasing size of complementary metal-oxide semiconductor (CMOS) transistors have accelerated the trend toward system-on-a-chip design, which merges analog circuits with digital components onto a single chip. CMOS Analog Integrated Circuits: High-Speed and Power-Efficient Design describes the important aspects in designing these analog circuits and provides a comprehensive and in-depth examination of design techniques and circuit architectures, emphasising practical aspects of integrated circuit implementations.

Focusing on designing and verifying analog integrated circuits, the author reviews design techniques for important components such as amplifiers, comparators, and multipliers. The book details all aspects, from specifications to the final chip, of the development and implementation process of continuous-time and switched-capacitor filters, analog-to-digital converters (ADCs), digital-to-analog converters (DACs), phase-locked loops (PLLs), and delay-locked loops (DLLs). It addresses performance limitation issues affecting the operation of an analog circuit at the architecture and transistor levels, along with conceptual and practical solutions to problems that can arise in the design process.

This comprehensive and illustrative book provides balanced coverage of theoretical and practical issues that will allow the reader to design CMOS analog integrated circuits with improved electrical performance. The chapters contain easy-to-follow mathematical derivations of all equations and formulas, graphical plots, and open-ended design problems to help determine the most suitable circuit architecture for a given set of performance specifications. This practical text can serve as a valuable resource for analog circuit designers and electrical engineering students with background knowledge in basic microelectronics.