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Preface

Continued dimensional and functional\(^1\) scaling of CMOS\(^2\) integrated circuit technology is driving information processing\(^3\) systems into a broadening spectrum of new applications. Many of these applications are enabled by performance gains and/or increased complexity realized by scaling. Because dimensional scaling of CMOS eventually will approach fundamental limits, several new alternative information processing devices and microarchitectures for existing or new functions are being explored to sustain the historical integrated circuit scaling cadence and reduction of cost/function in future decades. This is driving interest in new devices for information processing and memory, new technologies for heterogeneous integration of multiple functions (a.k.a. “More than Moore”), and new paradigms for systems architecture.

This book is based on the ITRS Emerging Research Device (ERD) International Technical Work Group’s efforts over more than ten years to survey, research, and assess many of these new devices. As such, it provides an ITRS perspective on emerging research nanodevice technologies and serves as a bridge between CMOS and the realm of nanoelectronics beyond the end of CMOS dimensional and equivalent functional scaling. (Material challenges related to emerging research devices are addressed in a complementary ITRS chapter entitled Emerging Research Materials.)

An overarching goal of the ERD is to identify, assess, and catalog viable new information processing devices and systems architectures for their long-range potential and technological maturity, and to identify the scientific/technological challenges gating their acceptance by the semiconductor industry as having acceptable risk for further development. The intent is to provide an objective, informative resource for the constituent nanoelectronics communities pursuing: (1) research, (2) tool development, (3) funding support, and (4) investment, each directed to developing a new information processing technology. These communities include universities, research institutes, industrial research laboratories, tool suppliers, research funding agencies, and the semiconductor industry.

\(^1\) **Functional Scaling**: Suppose that a system has been realized to execute a specific function in a given, currently available, technology. We say that system has been functionally scaled if the system is realized in an alternate technology such that it performs the identical function as the original system and offers improvements in at least one of size, power, speed, or cost, and does not degrade in any of the other metrics.


\(^3\) Information processing refers to the input, transmission, storage, manipulation or processing, and output of data. The scope of this book is restricted to data or information manipulation, transmission, and storage.
This goal is accomplished by addressing two technology-defining domains: (1) extending the functionality of the CMOS platform via heterogeneous integration of new technologies, and (2) stimulating the invention of a new information processing paradigm. The relationship between these domains is schematically illustrated in Figure P.1. The expansion of the CMOS platform by conventional dimensional and functional scaling is often called “More Moore”. The CMOS platform can be further extended by the “More than Moore” approach which is a relatively new subject. On the other hand, new information processing devices and architectures are often called “Beyond CMOS” technologies and are the main subjects addressed in this book. The heterogeneous integration of “Beyond CMOS” and “More than Moore” onto the “More Moore” platform will extend CMOS functionality to form the ultimate “Extended CMOS”.

The book is partitioned into five sections: (1) Introduction, including a fundamental description of the physics of some nanodevices, (2) nanoelectronic memory devices, (3) nanoelectronic logic information processing devices, (4) concepts for emerging architectures, and (5) summary, conclusions, and outlook for nanoelectronic devices. Some detail is provided for each entry regarding operation principles, advantages, technical challenges, maturity, and its current and projected performance. Also included is a device and architectural focus combining emerging research devices offering specialized, unique functions as heterogeneous core processors integrated with a CMOS platform technology. This represents the nearer-term focus of this work, with the longer-term focus remaining on the discovery of an alternate information processing technology to supplement and to eventually replace digital CMOS.

---

**Figure P.1** Relationship between More Moore, More than Moore, and Beyond CMOS (Source: ERD, Japan)
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<th>Acronym</th>
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<tbody>
<tr>
<td>1D1R</td>
<td>1-Diode-1-resistor</td>
</tr>
<tr>
<td>1S1R</td>
<td>1-Selector-1-resistor</td>
</tr>
<tr>
<td>1T</td>
<td>One transistor</td>
</tr>
<tr>
<td>1T1C</td>
<td>1-Transistor-1-capacitor</td>
</tr>
<tr>
<td>1T1R</td>
<td>1-Transistor-1-resistor</td>
</tr>
<tr>
<td>2DEG</td>
<td>Two-dimensional electron gas</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>AD</td>
<td>Analog digital</td>
</tr>
<tr>
<td>AF</td>
<td>Anti-ferromagnetic</td>
</tr>
<tr>
<td>AIST</td>
<td>Silver (Ag) Indium (In) Antimony (Sb) Tellurium (Te)</td>
</tr>
<tr>
<td>ALD</td>
<td>Atomic layer deposition</td>
</tr>
<tr>
<td>AM</td>
<td>Associative memory</td>
</tr>
<tr>
<td>ASIC</td>
<td>Application specific integrated circuit</td>
</tr>
<tr>
<td>ASL</td>
<td>All-spin logic</td>
</tr>
<tr>
<td>BARRITT diode</td>
<td>Barrier-injection transit-time diode</td>
</tr>
<tr>
<td>BBE</td>
<td>Brain, body, environment based interactions</td>
</tr>
<tr>
<td>BBL</td>
<td>Buried bit line</td>
</tr>
<tr>
<td>BDA</td>
<td>1,4-Benzenediamine</td>
</tr>
<tr>
<td>BDC60</td>
<td>Bis(fullerocyclopentadiene)benzene</td>
</tr>
<tr>
<td>BDT</td>
<td>1,4-Benzenedithiol</td>
</tr>
<tr>
<td>BE</td>
<td>Bottom electrode</td>
</tr>
<tr>
<td>BEC</td>
<td>Bottom electrode contact</td>
</tr>
<tr>
<td>BEOL</td>
<td>Back end of line</td>
</tr>
<tr>
<td>BFO</td>
<td>Bismuth ferrite (BiFeO3)</td>
</tr>
<tr>
<td>BiSFET</td>
<td>Bilayer pseudo-spin field-effect transistor</td>
</tr>
<tr>
<td>BIST</td>
<td>Built-in self-test</td>
</tr>
<tr>
<td>BJT</td>
<td>Bipolar junction transistor</td>
</tr>
<tr>
<td>BL</td>
<td>Bit line</td>
</tr>
<tr>
<td>BLG</td>
<td>Bilayer graphene</td>
</tr>
<tr>
<td>BN</td>
<td>Beyond Neumann</td>
</tr>
<tr>
<td>CA</td>
<td>Cellular automata</td>
</tr>
<tr>
<td>CAM</td>
<td>Contend addressable memory</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>CBL</td>
<td>Cantilever bit line</td>
</tr>
<tr>
<td>CBRAM</td>
<td>Conductive-bridge random access memory</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code division multiple access</td>
</tr>
<tr>
<td>CMIS</td>
<td>Current-induced magnetization switching</td>
</tr>
<tr>
<td>CMOS</td>
<td>Complementary metal oxide semiconductor</td>
</tr>
<tr>
<td>CNT</td>
<td>Carbon nanotube</td>
</tr>
<tr>
<td>CNTFET</td>
<td>Carbon nanotube field-effect transistor</td>
</tr>
<tr>
<td>CO</td>
<td>Carbon monoxide</td>
</tr>
<tr>
<td>CoFeB</td>
<td>Cobalt iron boron</td>
</tr>
<tr>
<td>CoPt</td>
<td>Cobalt platinum</td>
</tr>
<tr>
<td>CP-AFM</td>
<td>Conducting probe–atomic force microscopy</td>
</tr>
<tr>
<td>CPP</td>
<td>Current perpendicular to plane</td>
</tr>
<tr>
<td>CPU</td>
<td>Central processing unit</td>
</tr>
<tr>
<td>CRS</td>
<td>Complementary resistive switch</td>
</tr>
<tr>
<td>CTAFM</td>
<td>Conductive-tip atomic force microscopy</td>
</tr>
<tr>
<td>D</td>
<td>Density of states</td>
</tr>
<tr>
<td>DC</td>
<td>Direct contact</td>
</tr>
<tr>
<td>DC8 to DC12</td>
<td>Eight to 12 carbon atoms in alkanedithiols</td>
</tr>
<tr>
<td>dCNT</td>
<td>Carbon nanotube diameter</td>
</tr>
<tr>
<td>DFT</td>
<td>Density functional theory</td>
</tr>
<tr>
<td>DIBL</td>
<td>Drain induced barrier lowering</td>
</tr>
<tr>
<td>DMRG method</td>
<td>Density matrix renormalization group method</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>DoM</td>
<td>Degree of match</td>
</tr>
<tr>
<td>DOS</td>
<td>Density of states</td>
</tr>
<tr>
<td>DRAM</td>
<td>Dynamic random access memory</td>
</tr>
<tr>
<td>DVD</td>
<td>Digital versatile disc</td>
</tr>
<tr>
<td>e</td>
<td>Elementary charge of an electron</td>
</tr>
<tr>
<td>EBIC</td>
<td>Electron beam induced current</td>
</tr>
<tr>
<td>EBJs</td>
<td>Electromigrated break junctions</td>
</tr>
<tr>
<td>EEPROM</td>
<td>Electrically erasable programmable read only memory</td>
</tr>
<tr>
<td>Eg</td>
<td>Energy bandgap</td>
</tr>
<tr>
<td>EM</td>
<td>Electromechanical</td>
</tr>
<tr>
<td>EMB</td>
<td>Electrochemical metallization bridge</td>
</tr>
<tr>
<td>EOT</td>
<td>Equivalent oxide thickness</td>
</tr>
<tr>
<td>ERD</td>
<td>Emerging research devices</td>
</tr>
<tr>
<td>FD</td>
<td>Fully depleted</td>
</tr>
<tr>
<td>FeFET</td>
<td>Ferroelectric field effect transistor</td>
</tr>
<tr>
<td>Fe-NAND</td>
<td>Ferroelectric NAND</td>
</tr>
<tr>
<td>FeRAM</td>
<td>Ferroelectric random access memory</td>
</tr>
<tr>
<td>FERET</td>
<td>Facial recognition technology</td>
</tr>
<tr>
<td>FET</td>
<td>Field-effect transistor</td>
</tr>
<tr>
<td>FIB</td>
<td>Focused ion beam</td>
</tr>
<tr>
<td>FinFET</td>
<td>Multi-gate MOSFET with fin-shaped active structure</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>FL</td>
<td>Free layer</td>
</tr>
<tr>
<td>FM</td>
<td>Ferromagnetic</td>
</tr>
<tr>
<td>FN</td>
<td>Fowler–Nordheim</td>
</tr>
<tr>
<td>FOPE</td>
<td>Fluorinated oligomer</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field programmable gate array</td>
</tr>
<tr>
<td>FRAM</td>
<td>Ferroelectric random access memory</td>
</tr>
<tr>
<td>FTJ</td>
<td>Ferroelectric tunnel junction</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full width at half maximum</td>
</tr>
<tr>
<td>GAA</td>
<td>Gate all around</td>
</tr>
<tr>
<td>GaAs</td>
<td>Gallium arsenide</td>
</tr>
<tr>
<td>GMR</td>
<td>Giant magnetoresistive</td>
</tr>
<tr>
<td>GNM</td>
<td>Graphene nanomesh</td>
</tr>
<tr>
<td>GNR</td>
<td>Graphene nanoribbon</td>
</tr>
<tr>
<td>GQ</td>
<td>Quantum conductance</td>
</tr>
<tr>
<td>GSHE</td>
<td>Giant spin Hall effect</td>
</tr>
<tr>
<td>GST</td>
<td>Germanium (Ge), Antimony(Sb), Tellurium(Te)</td>
</tr>
<tr>
<td>h</td>
<td>Planck’s constant</td>
</tr>
<tr>
<td>HAO</td>
<td>Hf-Al-O</td>
</tr>
<tr>
<td>HDD</td>
<td>Hard disk drive</td>
</tr>
<tr>
<td>HEMT</td>
<td>High electron mobility transistor</td>
</tr>
<tr>
<td>HF</td>
<td>Hydrofluoric acid</td>
</tr>
<tr>
<td>HKMG</td>
<td>High-k metal gate</td>
</tr>
<tr>
<td>HMAX</td>
<td>Hierarchical memory and X</td>
</tr>
<tr>
<td>HOMO</td>
<td>Highest occupied molecular orbital</td>
</tr>
<tr>
<td>HP</td>
<td>High performance</td>
</tr>
<tr>
<td>HRS</td>
<td>High resistance state</td>
</tr>
<tr>
<td>HTM</td>
<td>Hierarchical temporal memory</td>
</tr>
<tr>
<td>IC</td>
<td>Integrated circuit</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and communication technologies</td>
</tr>
<tr>
<td>IEDM</td>
<td>International Electron Devices Meeting</td>
</tr>
<tr>
<td>IETS</td>
<td>Inelastic electron tunneling spectroscopy</td>
</tr>
<tr>
<td>I-MOS</td>
<td>Impact-ionization MOS</td>
</tr>
<tr>
<td>InAlAs</td>
<td>Indium aluminum arsenide</td>
</tr>
<tr>
<td>InAs</td>
<td>Indium arsenide</td>
</tr>
<tr>
<td>InGaAs</td>
<td>Indium gallium arsenide</td>
</tr>
<tr>
<td>iNML</td>
<td>In-plane nanomagnet logic</td>
</tr>
<tr>
<td>InP</td>
<td>Indium phosphide</td>
</tr>
<tr>
<td>InSb</td>
<td>Indium antimonide</td>
</tr>
<tr>
<td>I_{off}</td>
<td>Off current</td>
</tr>
<tr>
<td>I_{on}</td>
<td>On current</td>
</tr>
<tr>
<td>IOP</td>
<td>Input–output processor</td>
</tr>
<tr>
<td>IPCM</td>
<td>Interfacial phase change memory</td>
</tr>
<tr>
<td>ITRS</td>
<td>International Technology Roadmap for Semiconductors</td>
</tr>
</tbody>
</table>
KJMA  Kolmogorov, Johnson and Mehl, and Avrami

$L_{ch}$  Channel length
LEC  Lyric error correction
$L_g$  Gate length
LLG  Landau–Lifshitz–Gilbert
LRS  Low resistance state
$L_{spr}$  Spacer length
LtN  Less than Neumann
LUMO  Lowest unoccupied molecular orbital

$m$  Carrier effective mass
MC  Magneto current ratio
MCBJs  Mechanically controllable break junctions
MEMS  Micro-electro-mechanical systems
MFIS  Metal ferroelectric insulator semiconductor
MFTJ  Multiferroic tunnel junctions
MG  Multigate
mHEMT  Metamorphic HEMT
MIEC  Mixed ionic electronic conduction
MIM  Metal–insulator–metal
MIT  Metal–insulator transition
MLC  Multi level cell
MO-BF  Metal oxide–bipolar filamentary
MOS  Metal oxide semiconductor
MoS$_2$  Molybdenum disulfide
MoSe$_2$  Molybdenum diselenide
MOSFET  Metal oxide semiconductor field-effect transistor
MO-UF  Metal oxide–unipolar filamentary
MQCA:  Magnetic quantum-dot cellular automata
MRAM  Magnetic random access memory
M-SCM  Memory class storage class memory
MTJ  Magnetic tunnel junction
MtN  More than Neumann

Nc  Nanocrystal
NCC  Nano-current channel
ND  Notre Dame
NEMory  Memory cell based on a NEMS switch
NEMS  Nano-electro-mechanical systems
NIST:  National Institute of Standards and Technology
NML  Nanomagnet logic
nMOSFET  n-Channel MOSFET
N-T  N-Terminal relay
NV  Nonvolatile
NVM  Nonvolatile Memory
NWFET  Nanowire field-effect transistor
<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ODT</td>
<td>Au-octanedithiol junction</td>
</tr>
<tr>
<td>ONO</td>
<td>Oxide–nitride–oxide</td>
</tr>
<tr>
<td>OOMMF</td>
<td>Object oriented micromagnetic framework</td>
</tr>
<tr>
<td>OPE</td>
<td>Oligophenyleneethynynylene</td>
</tr>
<tr>
<td>OPI</td>
<td>Oligophenyleneimine</td>
</tr>
<tr>
<td>OPV</td>
<td>Oligophenylenevinylene</td>
</tr>
<tr>
<td>OS</td>
<td>Operating system</td>
</tr>
<tr>
<td>OTP</td>
<td>One-time programmable</td>
</tr>
<tr>
<td>OTS</td>
<td>Ovonic threshold switch</td>
</tr>
<tr>
<td>PABA</td>
<td>Persistent asynchronous background activity</td>
</tr>
<tr>
<td>PC</td>
<td>Phase change</td>
</tr>
<tr>
<td>PCB</td>
<td>Phase change bridge</td>
</tr>
<tr>
<td>PCM</td>
<td>Phase change memory</td>
</tr>
<tr>
<td>PCRAM</td>
<td>Phase change random access memory</td>
</tr>
<tr>
<td>PDMS</td>
<td>Polydimethylsiloxane</td>
</tr>
<tr>
<td>PE</td>
<td>Piezoelectric</td>
</tr>
<tr>
<td>PE:</td>
<td>Processing element</td>
</tr>
<tr>
<td>PET</td>
<td>Piezoelectronic transistor</td>
</tr>
<tr>
<td>PF</td>
<td>Poole Frenkel</td>
</tr>
<tr>
<td>PFM</td>
<td>Piezoresponse force microscopy</td>
</tr>
<tr>
<td>pHEMT</td>
<td>Pseudomorphic HEMT</td>
</tr>
<tr>
<td>PIDS</td>
<td>Process integration, devices, and structures</td>
</tr>
<tr>
<td>PLA</td>
<td>Programmable logic array</td>
</tr>
<tr>
<td>PLL</td>
<td>Phase-locked loop</td>
</tr>
<tr>
<td>PM</td>
<td>Permanent magnet</td>
</tr>
<tr>
<td>pMA</td>
<td>Pars-mercaptoaniline</td>
</tr>
<tr>
<td>PMA</td>
<td>Perpendicular magnetic anisotropy</td>
</tr>
<tr>
<td>PMN-PT</td>
<td>Lead magnesium niobate – lead titanate</td>
</tr>
<tr>
<td>pMOSFET</td>
<td>p-Channel MOSFET</td>
</tr>
<tr>
<td>pNML:</td>
<td>Perpendicular nanomagnet logic</td>
</tr>
<tr>
<td>PR</td>
<td>Piezoresistive</td>
</tr>
<tr>
<td>PS-MOSFET</td>
<td>Pseudo-spin MOSFET</td>
</tr>
<tr>
<td>PZN-PT</td>
<td>Lead zinc niobate–lead titanate</td>
</tr>
<tr>
<td>PZT</td>
<td>Lead zirconate titanate</td>
</tr>
<tr>
<td>QCA</td>
<td>Quantum-dot cellular automata</td>
</tr>
<tr>
<td>R</td>
<td>Read</td>
</tr>
<tr>
<td>R6G</td>
<td>Rhodamine</td>
</tr>
<tr>
<td>RA</td>
<td>Resistance × area</td>
</tr>
<tr>
<td>RAM</td>
<td>Random access memories</td>
</tr>
<tr>
<td>$R_c$</td>
<td>Contact resistance</td>
</tr>
<tr>
<td>RC</td>
<td>Time constant of a circuit composed of resistors and capacitors</td>
</tr>
<tr>
<td>RDF</td>
<td>Random dopant fluctuation</td>
</tr>
<tr>
<td>ReRAM</td>
<td>Redox resistive random access memory</td>
</tr>
<tr>
<td>RF</td>
<td>Radio frequency</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>RIE</td>
<td>Reactive ion etch</td>
</tr>
<tr>
<td>RL</td>
<td>Reference layer</td>
</tr>
<tr>
<td>RQ</td>
<td>Quantum resistance</td>
</tr>
<tr>
<td>RRAM</td>
<td>Resistive random access memory</td>
</tr>
<tr>
<td>RTD</td>
<td>Resonant tunneling diode</td>
</tr>
<tr>
<td>RWL</td>
<td>Read word line</td>
</tr>
<tr>
<td>SAM</td>
<td>Self-assembled monolayer</td>
</tr>
<tr>
<td>SB</td>
<td>Schottky barrier</td>
</tr>
<tr>
<td>SBM</td>
<td>Suspended beam memory</td>
</tr>
<tr>
<td>SBT</td>
<td>SrBi$_2$Ta$_2$O$_9$</td>
</tr>
<tr>
<td>SCE</td>
<td>Short channel effect</td>
</tr>
<tr>
<td>SCLC</td>
<td>Space–charge limited conduction</td>
</tr>
<tr>
<td>SCM</td>
<td>Storage class memory</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscopy</td>
</tr>
<tr>
<td>SERS</td>
<td>Surface-enhanced Raman spectroscopy</td>
</tr>
<tr>
<td>SET</td>
<td>Single electron transistor</td>
</tr>
<tr>
<td>SEU</td>
<td>Single event upset</td>
</tr>
<tr>
<td>SFD:</td>
<td>Switching field distribution</td>
</tr>
<tr>
<td>SG</td>
<td>Suspended gate</td>
</tr>
<tr>
<td>Si</td>
<td>Silicon</td>
</tr>
<tr>
<td>SLL</td>
<td>Super lattice like</td>
</tr>
<tr>
<td>SNDM</td>
<td>Scanning nonlinear dielectric microscopy</td>
</tr>
<tr>
<td>SNM</td>
<td>Static noise margin</td>
</tr>
<tr>
<td>SoC</td>
<td>System on a chip</td>
</tr>
<tr>
<td>SOI</td>
<td>Silicon on insulator</td>
</tr>
<tr>
<td>SPDT</td>
<td>Single pole double-throw</td>
</tr>
<tr>
<td>SPT</td>
<td>Structural phase transition</td>
</tr>
<tr>
<td>SR</td>
<td>Structural relaxation</td>
</tr>
<tr>
<td>SR</td>
<td>Stochastic resonance</td>
</tr>
<tr>
<td>SRAM</td>
<td>Static random access memory</td>
</tr>
<tr>
<td>SS</td>
<td>Subthreshold swing</td>
</tr>
<tr>
<td>S-SCM</td>
<td>Storage class storage class memory</td>
</tr>
<tr>
<td>SSD</td>
<td>Solid state disk</td>
</tr>
<tr>
<td>STD</td>
<td>Spin torque device</td>
</tr>
<tr>
<td>STDP</td>
<td>Spike timing dependent plasticity</td>
</tr>
<tr>
<td>STM</td>
<td>Scanning tunneling microscopy</td>
</tr>
<tr>
<td>STM-BJ</td>
<td>Scanning tunnel microscope controlled break junction</td>
</tr>
<tr>
<td>STMG</td>
<td>Spin torque majority logic gate</td>
</tr>
<tr>
<td>STNO</td>
<td>Spin torque nano-oscillator</td>
</tr>
<tr>
<td>STS</td>
<td>Scanning tunneling spectroscopy</td>
</tr>
<tr>
<td>STS</td>
<td>Subthreshold slope</td>
</tr>
<tr>
<td>STT</td>
<td>Spin transfer torque</td>
</tr>
<tr>
<td>STT-MRAM</td>
<td>Spin torque transfer magnetic random access memory</td>
</tr>
<tr>
<td>SWD</td>
<td>Spin wave devices</td>
</tr>
<tr>
<td>SWNT</td>
<td>Single walled carbon nanotube</td>
</tr>
<tr>
<td>Acronyms</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td>TBR</td>
<td>Thermal boundary resistance</td>
</tr>
<tr>
<td>TE</td>
<td>Top electrode</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission electron microscopy</td>
</tr>
<tr>
<td>TER</td>
<td>Tunnel electro-resistance</td>
</tr>
<tr>
<td>TFET</td>
<td>Tunnel field-effect transistor</td>
</tr>
<tr>
<td>THz</td>
<td>Tera hertz</td>
</tr>
<tr>
<td>TMR</td>
<td>Tunneling magnetoresistance</td>
</tr>
<tr>
<td>$t_{ox}$</td>
<td>Dielectric thickness</td>
</tr>
<tr>
<td>TTR</td>
<td>Time domain thermo reflectance</td>
</tr>
<tr>
<td>TVS</td>
<td>Transition voltage spectroscopy</td>
</tr>
<tr>
<td>UHV</td>
<td>Ultra-high vacuum</td>
</tr>
<tr>
<td>ULSI</td>
<td>Ultra scale integration</td>
</tr>
<tr>
<td>UPS</td>
<td>Ultraviolet photoelectron spectroscopy</td>
</tr>
<tr>
<td>$v$</td>
<td>Carrier velocity</td>
</tr>
<tr>
<td>VCCPCM</td>
<td>Vertical chain cell type phase change memory</td>
</tr>
<tr>
<td>VCM</td>
<td>Valence change mechanism</td>
</tr>
<tr>
<td>VCMA</td>
<td>Voltage controlled magnetic anisotropy</td>
</tr>
<tr>
<td>$V_{dd}$</td>
<td>Supply voltage</td>
</tr>
<tr>
<td>$V_{ds}$</td>
<td>Drain–source bias</td>
</tr>
<tr>
<td>$v_F$</td>
<td>Fermi velocity</td>
</tr>
<tr>
<td>$V_{gs}$</td>
<td>Gate voltage</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very large scale integration</td>
</tr>
<tr>
<td>VMR</td>
<td>VLSI metallic CNT removal</td>
</tr>
<tr>
<td>$V_{\text{pull-in}}$</td>
<td>Pull-in voltage</td>
</tr>
<tr>
<td>$V_t$</td>
<td>Threshold voltage</td>
</tr>
<tr>
<td>$V_{\text{th}}$</td>
<td>Threshold voltage</td>
</tr>
<tr>
<td>W</td>
<td>Write</td>
</tr>
<tr>
<td>WL</td>
<td>Wordline</td>
</tr>
<tr>
<td>WS2</td>
<td>Tungsten disulfide</td>
</tr>
<tr>
<td>WTA</td>
<td>Winner take all</td>
</tr>
<tr>
<td>WWL</td>
<td>Write word line</td>
</tr>
<tr>
<td>XANES</td>
<td>X-ray absorption near-edge structure</td>
</tr>
<tr>
<td>$\Delta n$</td>
<td>Excess carrier density</td>
</tr>
<tr>
<td>$\phi_{SB}$</td>
<td>Schottky barrier height</td>
</tr>
</tbody>
</table>
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1.1 Introduction

Over the past 40 years, the global impact of the computer or digital age on most individuals, cultures, and their economies, has been nothing less than breathtaking; it has shifted the communication and human interaction paradigm and has sparked creation of several major new industries. In short, electronics technology based on semiconductor devices and integrated circuits has changed how many of us live our lives and how we do our business.

For example, semiconductor device technology of the 1960s enabled development of large, centralized, power-consuming, main frame computers using discrete transistors to replace vacuum tube binary switches. The 1970s saw the advent of e-mail, desktop and portable calculators, the earliest Internet, digital watches, and the first applications of microprocessors. As complementary metal oxide semiconductor (CMOS) gates became the dominant low-power semiconductor technology in the 1980s, its explosion following Moore’s Law\(^1\) [1] drove the development and broad application of personal and, later, laptop computers in the 1980s and 1990s. The world’s capacity to process bits of information grew from \(3.0 \times 10^8\) MIPS in 1986, to \(4.4 \times 10^9\) MIPS in 1993, to \(2.9 \times 10^{11}\) MIPS in 2000, and to \(6.4 \times 10^{12}\) MIPS in 2007 [2].

Broadened commercial applications in the twenty-first century include Smart Phones, Global Positioning Satellite navigation systems, Digital Cameras, high definition flat panel TVs, tablet PCs, smart dining utensils (for managing food and caloric intake), and a variety of automotive sensor and information-processing electronics.

Much of the commercial success of the semiconductor industry has been driven by its ability to relentlessly follow Moore’s Law in doubling the density of transistors every 2–3 years. This

\(^{1}\) Intel co-founder Gordon Moore’s bold prediction, popularly known as Moore’s Law, states that the number of transistors on a chip will double approximately every 2 years. Consequently, the number of transistors on a chip of constant area will double as the transistor’s linear dimension scales down by \(\sqrt{2}\). This scaling enables an average annual reduction of the cost per transistor of 29%.
phenomenal technology scaling not only enabled new, more complex, applications and lowered the cost per transistor by 25–30%/year [3], it provided faster circuits with lower power dissipation. In this time period, the number of transistors on a chip increased from a few hundred/cm² to several billion/cm².

The value of the semiconductor and related electronics systems industries also can be judged by their impact on the United States and global economies. For example, the annual revenues of the semiconductor-based device industry exceeded US$ 300B in 2013, and the related electronics systems industry revenues were projected to exceed US$ 1.55T in 2010 [4]. Also, from 1960 to 2007, the computer industry added only 0.3% of United States value, but it contributed 2.7% of economic growth and 25% of productivity gains [5].

As these examples illustrate, the rapid and ubiquitous penetration of information-processing technologies into new domains of application and their major economic impact combine to drive aggressive reduction of the size and cost of the basic information-processing element (i.e., the transistor or some new information processing element). However, as the size of the transistor continues to shrink, its structural composition is approaching a few hundred atoms and its operation is becoming prohibitively leaky thus enabling increased power dissipation. Eventually, the semiconductor industry will need a technology to supplement and extend CMOS beyond its fundamental scaling limit.

This raises the following questions: (1) how much further can the present CMOS-based electronics technology be scaled in size and cost; (2) what (if any) new physical mechanism and technology can either supplement, or eventually, replace CMOS as a medium for continued scaling of information-processing technology?

1.2 Technology Scaling: Impact and Issues

Scaling CMOS raises some additional important issues regarding increased power dissipation of aggressively scaled metal oxide semiconductor field effect transistors (MOSFETs) leading to unwieldy power density dissipated on a silicon CMOS chip. Historically, one could reduce the threshold voltage and, thereby, the source–drain voltage and power dissipation of a scaled MOSFET transistor in a CMOS gate. However, in recent years the allowable threshold voltage of a MOSFET has reached a minimum of 0.9–1.0 V. Consequently, as the transistor is further scaled its power dissipation increases. The power dissipation on a scaled chip has two sources. One source is the scaled transistors. The other source is the system of metal interconnects.

The physical operation of electronic devices ranging from the vacuum tube, to a variety of transistors and integrated circuits, has centered on the manipulation and storage of electronic charge. The next section discusses the limits of charge confinement and relates them to a fundamental scaling limit of CMOS.

1.3 Technology Scaling: Scaling Limits of Charge-based Devices

Operation of MOSFETs is based on manipulation of electronic charge transport from source to drain controlled by another charge placed on a gate [6]. Electrons placed on the source are prohibited (for the most part) from flowing spontaneously to the drain by an energy barrier formed by the gate/source and the source/drain potentials. Lowering this energy barrier by placing a positive charge on the gate allows electrons on the source to flow to the drain when assisted by a forward bias voltage. Conversely, these electrons on the drain are blocked from
returning to the source by the drain/source energy barrier. The question then is: What is the minimum height \( E_b \) and width \( a \) of the gate/source potential energy barrier necessary to allow an electron to have equal probability of being either in the source or the drain?

Figure 1.1 illustrates manipulation of the energy barrier between the source and drain of a MOSFET by application of a voltage, \( V_{gs} \), from the gate to the source, and another voltage, \( V_{ds} \), from the drain to the source. Altering these voltages changes the height and, to a lesser extent, the width of this energy barrier and, thereby, changes the confinement of electronic charge in either of two potential wells. One is defined by the source and the other by the drain. An idealized model of this source–gate–drain potential well structure is illustrated in Figure 1.1b.

The model illustrated in Figure 1.2 is used to estimate the minimum width, \( a_{\text{min}} \), and height, \( E_{b_{\text{min}}} \), needed to provide a 50% probability that a single electron is either in the source or drain potential well. Figure 1.2 also illustrates two processes for transmitting electrons either over the barrier by thermionic emission or through the barrier by quantum mechanical tunneling. Using these criteria, a limit value of \( a_{\text{min}} = 1.5 \text{ nm} \) and \( E_{b_{\text{min}}} = kT\ln2 \), where \( k \) is the Boltzmann constant, and \( T \) is absolute temperature in degrees Kelvin. An additional constraint requiring minimization of energy dissipated in changing potential wells sets \( a_{\text{min}} = 5 \text{ nm} \).

Since high-volume manufacturing technology for the 16 nm node is currently being ramped to full production, the 5 nm generation may go into manufacturing in 7 years or in 2020. The 8 nm generation may be in manufacturing as early as 2018. Consequently, scaling of CMOS-based information-processing technology will face fundamental limits within the next 5–7 years or by 2020. This determines a need to have any new technology for extending CMOS in place by that time. Furthermore, this analysis suggests that the search for a new information-processing technology and paradigm should consider a new “token” to replace the electronic charge or a new information-processing paradigm that does not depend on confinement of the electronic charge.

**Figure 1.1** Energy model for limiting device. (a) Cross-section of a MOSFET illustrating potential distributions and their effect on the potential barrier separating the source drain potential wells. (b) Idealized model of the potential barrier separating the source drain potential wells where: \( w \) = width of left-hand well (LHW) and right-hand well (RHW); \( a \) = barrier width; \( E_b \) = barrier energy.
1.4 The International Technology Roadmap for Semiconductors

Formed in 1991 by the United States Semiconductor Industry Association (SIA) assisted by Semiconductor Research Corp. (SRC) and SEMATECH, the United States National Technology Roadmap for Semiconductors (NTRS) brought together scientists and technologists from the United States microelectronics manufacturing, supplier, and academic communities and tasked them to forecast technological scaling of MOSFET integrated circuits and all related technologies 15 years into the future. The first NTRS was published in 1992.

Recognizing the value of including international microelectronics communities, the International Roadmap Committee (IRC) established the International Technology Roadmap for Semiconductors (ITRS) in 1998. The ITRS was tasked to develop and maintain a 15 year assessment of the semiconductor industry’s future technology requirements. These future needs drive present-day strategies for world-wide research and development among manufacturers’ research facilities, universities, national laboratories, and tool manufacturers in 17 topical areas ranging from basic or emerging research materials and emerging research devices to design and systems drivers. This book is focused on Emerging Research Devices.

---

2 The ITRS is sponsored by the European Semiconductor Industry Association (ESIA), the Japan Electronics and Information Technology Industries Association (JEITA), the Korean Semiconductor Industry Association (KSIA), the Taiwan Semiconductor Industry Association (TSIA), and the United States Semiconductor Industry Association (SIA).
1.5 ITRS Emerging Research Devices International Technology Working Group

As the size of the transistor continues to shrink, its structural composition is approaching a few hundred atoms and its operation is becoming prohibitively leaky, thereby leading to increased power dissipation. Briefly mentioned above, the semiconductor industry eventually will need a technology to supplement and extend CMOS beyond its fundamental scaling limit and one day even to replace CMOS.

As this need took on some urgency, the ITRS International Roadmap Committee (the ITRS governance committee) formed a new technical work group; this group became the Emerging Research Devices (ERD) International Technology Working Group (ITWG).

1.5.1 ERD Editorial Team

The ERD International Technology Working Group (ERD ITWG) is a large international group of approximately 80 individuals who contribute in some way to the work of the ERD Team over a 2 year cycle to produce a new ERD chapter for each updated ITRS. The ERD Editorial Team consists of approximately 12 actively engaged individuals, 8 of whom represent eight companies, 2 represent two universities, and 2 represent one consortium. This Editorial Team provides leadership for the ERD ITWG. Many ERD active contributors manage research groups that address nanoelectronics topics within their organizations and a few members of ERD are actively engaged practicing researchers contributing to this field. Much of the text in the ERD chapter is written by practicing researchers well-recognized for their leadership in the field in which they make their contributions. Their contributions are then vetted by the ERD Editorial Team and the IRC to ensure balance and accuracy of any claims or projections made for a Technology Entry.

1.5.2 Vision and Mission

The vision of the ERD is to assist the nanoelectronics research community to invent and demonstrate feasibility of new technologies to extend information processing beyond the reach of Si technology and to be a resource to the Semiconductor Industry in their evaluation of these nanodevices.

The mission of the ERD ITWG is to offer substantive input to our reader communities related to the viability of proposed nanoelectronic devices to live up to their claimed potential in heir maturity. The targeted reader communities include the global research community (including industrial, university, and government laboratories), relevant government agencies, industry technology directors and managers, and the supplier communities. ERD evaluates significant new concepts for nanodevices proposed to supplement and/or replace the silicon MOSFET for information processing. This is accomplished by critically assessing the suitability and maturity of a nanodevice concept for sustaining information processing beyond that attainable with ultimately scaled CMOS thereby leading to promising new approach(es) to memory and logic technologies to be implemented by 2020–2026.

1.5.3 Scope

The scope of ERDs activities embraces evaluating emerging research memory (including solid state storage), logic, information processing, More-than-Moore, and new nanoarchitecture technologies enabled by promising new nanodevices together with the requisite materials and
process technologies chosen to fabricate the device and test structures [in collaboration with the Emerging Research Materials (ERM) work group].

Evaluation of a candidate nanodevice includes assessing its scaling potential, power dissipation, speed, operation temperature, internal gain, technological, and/or architectural compatibility with CMOS. The primary question addressed by this evaluation process is: “Assuming a device reaches its full maturity in fabrication and operation, how would it compare with ultimately scaled CMOS and to what extent can it be scaled further?” Evaluation also includes identifying the most important scientific and technological questions and issues that must be resolved to advance acceptance of the device for further attention and accelerated development. The scope includes modeling and simulation and those metrologies required by the research community to establish and demonstrate the operation and feasibility of a new device.

Evaluation is further discussed in Section 1.6.1.

1.6 Guiding Performance Criteria

1.6.1 Nanoinformation Processing

First, we need a clear understanding of just what is meant by “information.” Webster’s New International Dictionary defines information for broad popular use as “the communication or reception of knowledge or intelligence.” For focused digital computing and digital signal-processing applications, information is defined in its most restricted technical sense “as a sequence of symbols that can be interpreted as a message.” These symbols take on a specific meaning when they are encoded according to a particular algorithm. The questions addressed by the ERD work group in considering a proposed new technology include:

- In a new technology, how can a single bit of information be physically represented – what is the operative information-bearing token?” (e.g., the electron in electronic circuits or the bead in an abacus.)

- What property of the information “token” is used as the “state variable” to define and sense the state? (e.g., for an electron the commonly used state variable is charge and its presence/absence is sensed by a voltage across the drain load capacitance.3 For the abacus the state variable is the mass and physical position of a bead.)

- How can the state variable be manipulated to reliably change the logic state? (e.g., in a CMOS gate the voltage of the load capacitor can be increased and decreased by placement and removal of electrons on to and off of the load capacitor. For the abacus it is the movement of a bead to and from a defined position.)

- How can the state variable in one position communicate with a state variable in another position to perform a function? (e.g., in CMOS, copper metal interconnect wires conduct charge/voltage from one site another, and in an abacus, nimble fingers perform the task of moving a bead from one position to another.)

- What is the performance claimed for the new technology in terms of its power dissipation, switching speed, and so on? How does this compare with the performance of ultimately scaled silicon?

- What fabrication and manufacturing issues need to be addressed and resolved?

- What fundamental and technology issues need to be addressed and resolved to demonstrate the promise and feasibility of the proposed technology?

---

3 The state variable for an electron could also be its spin, its mass, or its wave function.
1.6.2 Nanoelectronic Device Taxonomy

Information processing to accomplish a specific system function, in general, requires several different interactive layers of technology. The objective of this section is to carefully delineate a taxonomy of these layers to further distinguish the scope of this book from that of the Emerging Research Materials chapter and the Systems Design chapter in the ITRS. The scope of this book addresses the Device and the Data Representation layers shown in Figure 1.3.

One comprehensive top-down list of these layers begins with the required application or system function, leading to system architecture, micro- or nanoarchitecture, circuits, devices, and materials. As shown in Figure 1.3 a different bottom-up representation of this hierarchy begins with the lowest physical layer represented by a computational or information token (e.g., the electron) and ends with the highest layer represented by the architecture. In this more schematic representation, focused on generic information processing at the device/circuit level, a fundamental unit of information (e.g., a bit) is represented by the value of a property (e.g., presence or absence of electronic charge or the polarity of spin) of a computational information token, for example, the position of a bead in the ancient abacus calculator or the electronic charge or voltage state of a nodal capacitance in CMOS logic. A device provides the physical means of representing and manipulating a property (e.g., position of an electronic charge) of a computational information token among its two or more allowed discrete states. Eventually, device concepts may transition from simple binary switches to devices with more complex information processing functionality.

The device is a physical structure resulting from the assemblage of a variety of materials possessing certain desired properties obtained through exercising a set of fabrication processes. An important layer, therefore, encompasses the various materials and processes necessary to fabricate the required device structure, which is the domain of the ERM International Technical Work Group. The data representation layer is how the state variable property of the information
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token is encoded by the assemblage of devices to process the bits or data. Two of the most
common examples of data representation are binary digital and continuous or analog signaling. In
some cases, the data are represented as arrays or images which then become the fundamental
datum of computation in either primitive or compressed form. This layer is within the scope of the
ERD ITWG. The architecture plane encompasses three subclasses of this taxonomy: (1) the
nanoarchitecture or physical arrangement or assemblage of devices to form higher level
functional primitives to represent and enable execution of a computational model, (2) the
computational model that describes the algorithm by which information is processed using the
primitives, for example, logic, arithmetic, memory, cellular nonlinear network (CNN), and
(3) the system-level architecture that describes the conceptual structure and functional behavior
of the system exercising the computational model. Subclass (1) is within the scope of the ERD
Technical Work Group, and subclasses (2) and (3) are within the scope of the Design Technical
Work group. The elements shown in the red-lined yellow boxes (left side of Fig. 1.3) represent
the current CMOS platform technology that is based on electronic charge as a binary information
token. This state token serves as the foundation for the von Neumann computational system
architecture. Analog data representation also is included in the current CMOS platform
technology. The other entries grouped in these five categories summarize individual approaches
that, combined in some yet to be determined highly innovative fashion, may provide a new highly
scalable information-processing paradigm.

1.6.3 Fundamental Guiding Principles – “Beyond CMOS”

In considering the many disparate new approaches proposed to provide order of magnitude
scaling of information processing beyond that attainable with ultimately scaled CMOS, the
ERD Editorial Team proposed the following comprehensive set of guiding principles. We
believe these “Guiding Principles” provide a useful structure for directing research on any
information-processing technology to dramatically enhance scaling of functional density and
performance while simultaneously reducing the energy dissipated per functional operation.
Further this new technology would need to be realizable using a highly manufacturable
fabrication process.

1.6.3.1 Computational Information Variable(s) other than Solely Electron Charge

In seeking new device opportunities, it is important to understand not only the device
caracteristics, but also how connected systems of these devices might be used to perform
complex logic functions [7]. The basic computational element in current digital information
processing systems is the binary switch. In its most fundamental form, it consists of:

1. Two states 0 and 1 (state variables), which are equally attainable and distinguishable;
2. A means to control the change of the state (WRITE);
3. A means to read the state;
4. A means to communicate with other binary switches (TALK).

The system state representation controls (WRITE), and the READ and TALK operations are
all represented by a physical property of entities such as particles, quasi-particles, collections of
particles, and so on. These physical entities are called tokens. Each token has a set of physical
attributes associated with it (e.g., charge, mass, spin) and it is the physical interaction between
the token attributes within the device structure that determines the operation and the resulting state of the device. In most cases, an attribute can assume several values and for this reason, we also call them state variables.

The estimated performance comparison of devices utilizing an alternative token (e.g., an electron, position of an atom) with an alternative “state variable” (e.g., charge and voltage, spin, current) to ultimately scaled CMOS should be made as early in a program as possible to down-select and identify key trade-offs.

1.6.3.2 Nonthermal Equilibrium Systems

These are systems that are out of equilibrium with the ambient thermal environment for some period of their operation, thereby reducing the perturbations of stored information energy in the system caused by thermal interactions with the environment. The purpose is to allow lower energy computational processing while maintaining information integrity.

1.6.3.3 Novel Energy Transfer Interactions

These interactions could provide the interconnect function between communicating information processing elements. Energy transfer mechanisms for device interconnection could be based on short-range interactions including, for example, quantum exchange and double exchange interactions, electron hopping, Förster coupling (dipole–dipole coupling), tunneling and coherent phonons.

1.6.3.4 Nanoscale Thermal Management

This could be accomplished by manipulating lattice phonons for constructive energy transport and heat removal.

1.6.3.5 Sublithographic Manufacturing Process

One example of this principle is directed self-assembly of complex structures composed of nanoscale building blocks. These self-assembly approaches should address nonregular, hierarchically organized structures, be tied to specific device ideas, and be consistent with high-volume manufacturing processes.

1.6.3.6 Alternative Architectures

In this case, architecture is the functional arrangement on a single chip of interconnected devices that includes embedded computational components. These architectures could utilize, for special purposes, novel devices other than CMOS to perform unique functions.

1.6.4 Current Technology Requirements for CMOS Extension and Beyond CMOS Memory and Logic Technologies

Some emerging nanoscale devices discussed in this book are charge-based structures proposed to extend CMOS to the end of the current roadmap. Other emerging devices offer new computational information “tokens” and will likely require new fabrication technologies.

A set of relevance or evaluation criteria, defined below, are used to parameterize the extent to which proposed “CMOS Extension” and “Beyond CMOS” technologies are applicable to memory or information-processing applications. The relevance criteria are: (1) scalability,
(2) speed, (3) energy efficiency, (4) gain (logic) or ON/OFF ratio (memory), (5) operational reliability, (6) operational temperature, (7) CMOS technological compatibility, and (8) CMOS architectural compatibility. Definitions of these evaluation criteria follow:

1. **Scalability:** First and foremost the major incentive for developing and investing in a new information-processing technology is to discover and exploit a new domain for scaling information-processing functional density and throughput per Joule substantially beyond that attainable by ultimately-scaled CMOS. Silicon-based CMOS has provided several decades of scaling of MOSFET densities. The goal of a new information-processing technology is to replicate this success by providing additional decades of functional and information throughput rate scaling using a new technology. In other words, it should be possible to articulate a Moore’s Law for the proposed technology over additional decades.

2. **Speed:** A future information-processing technology must continue to provide (at least) incremental improvements in speed beyond that attainable by ultimately scaled CMOS technology. In addition, nanodevices that implement both logic and memory functions in the same device would revolutionize circuit and nanoarchitecture implementations.

3. **Energy Efficiency:** Energy efficiency has become the limiting factor of any beyond CMOS device using electronic charge or electric current as a computational information token used to represent a state variable. It also appears that it will be a dominant criterion in determining the ultimate applicability of alternate state variable devices. Clock speed versus density trade-offs for electron transport devices will dictate that for future technology generations; clock speed will need to be decreased for very high densities or conversely, density will need to be decreased for very high clock speeds. Nanoscale electron transport devices will best suit implementations that rely on the efficient use of multi-core processing to minimize energy dissipation.

4a. **$I_{on}/I_{off}$ Ratio (Memory Devices):** The $I_{on}/I_{off}$ ratio of a memory device is the ratio of the resistance of a memory storage element in the $I_{on}$ state to its resistance in the $I_{off}$ state. For nonvolatile memories, the $I_{on}/I_{off}$ ratio represents the ratio between the read current of a selected memory cell to the leakage current of an unselected cell. In cross-point memories, a very large $I_{on}/I_{off}$ ratio is required to minimize power dissipation and maintain adequate read signal margin.

4b. **Gain (Logic Devices):** The internal gain of nanodevices is an important limitation for presently used combinatorial logic where gate fan-outs require significant drive current and low voltages make gates more noise sensitive. New logic and low fan-out circuit approaches will be needed to use most of these nanodevices for computing applications. Signal regeneration for large circuits of nanodevices may need to be accomplished by integration with CMOS.

5. **Operational Reliability:** Operational reliability is the ability of the memory and logic devices to operate reliably within their operational error tolerance given in their performance specifications. The error rate of all nanoscale devices and circuits is a major concern. These errors arise from the difficulty of providing highly precise dimensional control needed to fabricate the devices and also from interference from the local environment. Large-scale and powerful error detection and correction schemes will need to be a central theme of any architecture and implementations that use nanoscale devices.

6. **Operational Temperature:** Nanodevices must be able to operate close to a room temperature environment for most practical applications with sufficient tolerance for higher temperature (e.g., 100°C) operation internal to the device structure.
7. **CMOS Technological Compatibility:** The semiconductor industry has been based for the last 40 years on incremental scaling of device dimensions to achieve performance gains. The principal economic benefit of such an approach is it allows the industry to fully apply previous technology investments to future products. Any alternative technology as a goal should utilize the tremendous investment in infrastructure to the highest degree possible. Furthermore, in the near term, integratability of nanodevices with silicon CMOS is a requirement due to the need for signal restoration for many logic implementations and to be compatible with the established technology and market base. This integration will be necessary at all levels from design tools and circuits to process technology.

8. **CMOS Architectural Compatibility:** This criterion is motivated by the same set of concerns that motivate the CMOS technological compatibility, namely the ability to utilize the existing CMOS infrastructure. Architectural compatibly is defined in terms of the logic system and the data representation used by the alternative technology. CMOS utilizes Boolean logic and a binary data representation and, ideally, an alternative technology would need to do so as well.

### 1.7 Selection of Nanodevices as Technology Entries

Candidate Technology Entries are identified through a variety of means including a minimum of four workshops held in each 2 year cycle, extensive literature searches, personal knowledge of ERD ITWG members, ERD critiques, and so on.

These candidate Technology Entries are considered for inclusion in the ITRS ERD chapter based on their potential for accomplishing the objectives for a new technology, level of published research activity, credibility, and progress. In addition a candidate Technology Entry should have attained significant maturity in its research domain. Its continued inclusion is governed by progress in resolving those research issues gating demonstration of feasibility.

In addition to the requirements discussed above, specific criteria for including a Technology Entry in any one of the Research Devices and Architectures sections are: (1) research on the proposed Technology Entry is published by two or more groups in archival literature and peer reviewed conferences, or (2) research on the proposed Technology Entry is published extensively by one group in archival literature and in peer reviewed conferences.

### 1.8 Perspectives

Development and scaling of CMOS over the past 40+ years has revolutionized many aspects of our lives and has been a driver of the world-wide economy. We communicate globally at any time using a paper-thin computer—telephone, no larger than a wallet, with the computational power far exceeding that of a dated mainframe computer. Similar hand-held devices coupled to a complex satellite network system (Global Positioning System or GPS) can locate our position with an accuracy of a few feet and can navigate us through completely unknown terrain (e.g., a large metropolitan area or an arid desert). Soon automobiles will be able to talk to each other to operate an automobile safely making the human driver obsolete. These technologies have been enabled by ever-shrinking MOSFETs providing lower cost, higher speed, and lower power dissipation per transistor in silicon-based integrated circuits. Scaling of silicon MOSFETs will likely continue to the 8 nm, and possibly even to the 5 nm technology generation, at which point individual MOSFETs will have reached their fundamental scaling limit defined by the relatively small number of atoms making up a transistor.
Given this approaching limit on physical scaling of the MOSFET structure and its properties, how can the semiconductor industry continue to provide lower cost, higher density, and higher performance ICs? In the relative short-term, the design community will continue its efforts and successes to obtain performance gains and cost savings by deriving more value from current technology. Also, some important applications can be addressed by current technology for speed, but need lower power dissipation, at a lower cost per chip (e.g., a smart cell phone). Also, More-than-Moore technology, in which current IC technology is integrated with other current technologies (e.g., sensors, RF components) on a circuit board or in a package, is being used to provide many functions for new applications.

In the longer term, a new information-processing technology, capable of providing additional scaling of the primitive element’s size, cost, and power dissipation together with increased data throughput, would have invaluable impact. Undoubtedly, it would set off the discovery of another round of new applications, some opening completely new possibilities such as nanomorphic microsystems used \textit{in vivo} to diagnose and attack disease cells \cite{zhirnov2010}.

Perhaps Kroemer had the best perspective on application of a new technology when in his Nobel Lecture he stated \cite{kroemer2000}: “The principal applications of any sufficiently new and innovative technology always have been – and will continue to be – applications created by that technology.”

So, as a community of pioneers seeking to discover a new information-processing technology, let us remain alert to new applications for our current findings.
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2.1 The Search for a Better Switch

A basic element in digital logic is a switch or an inverter comprising a pair of complementary metal oxide semiconductor (CMOS) nanotransistors (Figure 2.1a) whose resistances $R_1$ and $R_2$ change in a complementary manner in response to the input voltage $V_{in}$. As $V_{in}$ changes from 0 to $V_{DD}$, the resistance $R_1$ of the “NMOS” transistor gets smaller while the resistance $R_2$ of the “PMOS” transistor gets larger making the output voltage

$$V_{out} = V_{DD} \frac{R_1}{R_1 + R_2}$$

change from $V_{DD}$ to 0 as shown in Figure 2.1b so that the output represents an inverted version of the input.

For some time now it has been recognized that one of the biggest obstacles to continued downscaling is the heat dissipated [1,2]. Every time a switch changes state, the charge $Q$ stored in an input or an output capacitors gets dumped thus dissipating an energy of $QV_{DD}$. If there are $N_{act}$ number of active switches switching at a frequency $f$ per second, the power dissipated can be written as

$$P = N_{act}QV_{DD}f$$

(2.1)

To estimate the energy $QV_{DD}$ dissipated per switch, we could use the numbers for the Intel® Core™ i3-530 Processor taken from their Web site at http://ark.intel.com/products/46472 [3].
Since the power dissipated cannot increase too much beyond 73 W we cannot increase the number of active switches $N_{act}$ or their speed of operation $f$ very much, unless we discover switches that dissipate less energy without compromising the speed. It was this recognition that prompted the Semiconductor Research Corporation (SRC) together with the National Science Foundation (NSF) to launch the Nanoelectronics Research Initiative (NRI) in 2005 with the objective of exploring the possibility of realizing a better switch based on any known physical mechanism.

Outline: In this chapter we would like to share our perspective on the question of what constitutes a “transistor-like switch,” and how we could build one based on novel physical mechanisms and assess its performance. As an example of a radically different physical mechanism, we will focus on spintronics and nanomagnetics where there has been enormous progress in the last two decades. But we will try to phrase our discussion and conclusions in general terms so that it could be easily adapted to other phenomena as well.

The new discoveries in spins and magnets are already finding use in memory devices both to Read ($R$) information from magnets and to Write ($W$) information onto magnets. Many other new phenomena are being investigated for nanoelectronic memory as described in Part Two of this book. It seems natural to ask whether these advances in W&R units for memory devices could also translate into a new class of logic devices.

In Section 2.2 we start with a very brief and oversimplified discussion of the most common switch used to implement digital logic based on CMOS transistors stressing the key property of gain that allows us to interconnect them into complex circuits without the use of external amplifiers or clocks. To harness spins and magnets for logic applications one could either integrate them onto CMOS devices that provide the gain (see for example [4]) or try to design transistor-like spin–magnet devices having gain. It is the latter option that we will explore in this chapter.

Figure 2.1 (a) CMOS inverter comprises an NMOS transistor ($R_1$) and a PMOS transistor ($R_2$). (b) Input–output characteristics of the inverter

$$P = 73 \text{ W}, \quad f = 2.93 \text{ GHz}$$

$$N_{act} = \frac{559 \times 10^6 \times 10\%}{\text{Total number of transistors}} \times \frac{\text{activity factor}}{10\%}$$

$$QV_{DD} \approx \frac{73 \text{ W}}{2.93 \text{ GHz} \times (559 \times 10^6 \times 10\%)} \approx 2785 \text{ eV} \approx 445 \text{ aJ}$$
We will argue that a CMOS switch can be viewed as an integrated $W$--$R$ unit, using the word “Write” in a somewhat unconventional sense. The purpose is not to provide any new insight into CMOS, but to help understand how $W$ and $R$ units used for memory devices can be combined to build transistor-like switches.

In Section 2.3 we discuss the standard $W$ and $R$ devices used for magnetic memory devices and present one way to integrate them into a single unit where the input and output are electrically isolated, but we argue that such a unit would not provide the key transistor-like property of gain. We will then show (Section 2.4) that the recently discovered giant spin Hall effect (GSHE) could be used to construct a $W$--$R$ unit with gain [5].

Other possibilities for transistor-like $W$--$R$ units with gain are briefly discussed in Section 2.5 including all-spin logic (ASL) [6] along with new possibilities based on newly discovered phenomena. Indeed, with the growing research interest in STT-MRAM (spin transfer torque magnetic random access memory) for both stand-alone [7] and embedded memory applications [8,9] it is likely that many more new phenomena will be discovered that could be used to construct transistor-like $W$--$R$ units for logic applications.

Also we should mention that there are other independent proposals like the trans-spinor [10] and m-logic [11] that could be viewed as examples of the same $W$--$R$ paradigm for logic that we are discussing here.

In Section 2.6 we end with a brief discussion of how these alternative transistor-like switches could be evaluated in terms of possible applications. A key metric is the energy–delay product and we will argue that new materials and phenomena for $W$ and $R$ units are needed to provide any improvement over standard CMOS switches. On the other hand the nonvolatility and reconfigurability of switches based on magnets is a novel feature that could enable a whole new class of circuits very different from those currently possible.

### 2.2 Complementary Metal Oxide Semiconductor Switch: Why it Shows Gain

To understand the key characteristics of a transistor-like switch it is useful to take a brief look at a standard transistor. The simplest transistor is an NMOS or a PMOS, but we choose a CMOS switch which combines the two into a single switch that performs a logic operation, namely NOT, and has an input–output characteristic resembling those obtained from the spin switches discussed later in the chapter.

A CMOS switch is made of an NMOS and a PMOS transistor, which constitute the voltage-controlled resistors $R_1$ and $R_2$ shown in Figure 2.1a. Let us briefly describe the characteristics of an NMOS and a PMOS transistor, which can then be combined to obtain the input–output characteristics of the CMOS inverter shown in Figure 2.1b.

**NMOS transistor:** The resistor $R_1$ in Figure 2.1a is an NMOS transistor whose resistance

$$R_1 = \frac{V_{out}}{I_1}$$

is reduced by a positive input voltage $V_{in}$. For small input voltages the conductance $(1/R_1)$ increases exponentially with $V_{in}$ (see for example [12])

$$\frac{I_1}{V_{out}} \sim e^{QV_{in}/kT}$$
Also, the resistance is not constant and ideally the current saturates for large \( V_{\text{out}} \). We could describe this behavior approximately as (\( I_0 \): constant)

\[
I_1 = I_0 e^{qV_{\text{in}}/kT} \times e^{qV_{\text{out}}/\beta kT} \times \left( 1 - e^{-qV_{\text{out}}/kT} \right)
\]  

(2.2)

With \( \beta = 10^6 \) the current saturates perfectly, which is what we would ideally like; but with \( \beta = 10 \) we have a characteristic looking more like real transistors, with the current showing an increase with \( V_{\text{out}} \) due to “drain-induced barrier lowering (DIBL).”

**PMOS transistor:** The other resistor (\( R_2 \)) in Figure 2.1a is a PMOS transistor whose resistance is increased by a positive input voltage and we will assume that the characteristics can be described by an expression similar to Equation 2.2 but with \( V_{\text{in}} \) and \( V_{\text{out}} \) replaced by \((V_{DD} - V_{\text{in}})\) and \((V_{DD} - V_{\text{out}})\) respectively.

\[
I_2 = I_0 e^{q(V_{DD} - V_{\text{in}})/kT} \times e^{q(V_{DD} - V_{\text{out}})/\beta kT} \times \left( 1 - e^{-q(V_{DD} - V_{\text{out}})/kT} \right)
\]  

(2.3)

In general the NMOS and PMOS need not be symmetric with the same constant \( I_0 \) appearing in both current expressions (see Equations 2.2 and 2.3) but we will ignore such “details”, since our objective is to use the simplest model just to illustrate the main points.

**Switch characteristics:** The input–output characteristics of a CMOS inverter are obtained by solving Equation 2.2 for \( R_1 \) (NMOS) and Equation 2.3 for \( R_2 \) (PMOS) simultaneously. For any particular \( V_{\text{in}} \) we adjust \( V_{\text{out}} \) numerically so as to make \( I_1 = I_2 \). This leads to the switch characteristics shown in Figure 2.2 for different values of the parameter \( \beta \) reflecting different degrees of current saturation as discussed earlier.

**Gain:** A key attribute of a logic unit is its *gain* defined as the change in the output voltage for a given change in the input voltage

\[
\text{Gain} \equiv \frac{\Delta V_{\text{out}}}{\Delta V_{\text{in}}}
\]  

(2.4)
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(a) NMOS, (b) PMOS and (c) Input-output characteristics of a CMOS input–output characteristics of a CMOS inverter obtained by solving Equation 2.2 for \( R_1 \) (NMOS) and Equation 2.3 for \( R_2 \) (PMOS) simultaneously for different values of \( \beta \).
A logic unit should have a gain $>1$ in order to drive another in a circuit. It is evident from Figure 2.2 that while with large values of $\beta$ the inverter has a sizeable gain, the gain $\leq 1$ if $\beta = 1$. Our $\beta$ is a parameter introduced (see Equations 2.2 and 2.3) to account for the drain voltage dependence of the current and is usually far bigger than one for any real transistor. And so the situation with $\beta = 1$ is not of any real practical significance.

We are simply using the factor $\beta$ to make the point that in order to have gain $>1$, one needs an input–output asymmetry whereby the current is controlled largely by $V_{\text{in}}$, and very little by $V_{\text{out}}$. This is evident if we rewrite the current in Equation 2.2 for large $V_{\text{out}}$

$$I_1 \approx I_0 e^{qV_{\text{in}}/kT} \times e^{qV_{\text{out}}/\beta kT}$$

showing that the factor $\beta$ represents the asymmetry in the response of the current to the input and output voltages. With $\beta = 1$, this asymmetry is lost and so is the gain.

**Switch as a Write–Read pair:** Before we move on, let us point out that a CMOS switch could be viewed as a Write–Read ($W$–$R$) pair, if we use the word Write in a somewhat unconventional sense. This viewpoint may seem artificial and probably does not provide any insight into the operation of CMOS switches. Our reason for introducing it is as an aid to understand how Write and Read units based on spins and magnets can be combined to form switches.

We could define the state $S$ of the complementary pair in terms of the ratio of the two resistances $R_1$ and $R_2$:

$$S = \log\left(\frac{R_2}{R_1}\right)$$

and create two plots: the Write ($W$) characteristics showing $S$ as a function of the input voltage $V_{\text{in}}$ (Figure 2.3a) and the Read ($R$) characteristics showing the output voltage $V_{\text{out}}$ as a function of the state $S$ (Figure 2.3b).

The former describes the $W$ operation whereby the state $S$ of the CMOS inverter is set according to the input voltage $V_{\text{in}}$, while the latter describes the $R$ operation in that the supply voltage $V_{\text{DD}}$ results in an output voltage $V_{\text{out}}$ depending on the state $S$ as shown symbolically in Figure 2.3c:

$$V_{\text{in}} \rightarrow S \rightarrow V_{\text{out}}$$

**Figure 2.3** (a) “Write” operation in a CMOS inverter: State of the CMOS pair defined as $S = \log(R_2/R_1)$ as a function of the input voltage $V_{\text{in}}$. (b) “Read” operation: Output voltage $V_{\text{out}}$ as a function of the state $S$. (c) Symbolic representation depicting the switch as a Write–Read pair.
Note that we are stretching the meaning of the Write operation somewhat, since the state $S$ does not persist once the input $V_{in}$ has been removed: Unlike real memory devices, the Read operation needs to be carried out while $V_{in}$ is present. Our purpose here is simply to connect the language of memory devices involving $W$ and $R$ units to that of CMOS so that we can understand and adapt the key property of gain that distinguishes logic units.

To integrate $W$ and $R$ into a transistor-like switch, an input–output asymmetry seems important: the gain of a CMOS switch seems intimately related to the fact that the input voltage $V_{in}$ is far more effective in controlling the state of the switch $S$ than the output voltage $V_{out}$. This input–output asymmetry and the resulting gain make a transistor very different from reversible Hamiltonian systems often discussed in the context of nanoscale systems. To harness spins and magnets for logic devices we have two broad options:

- Integrate them onto CMOS devices which provide the gain.
- Design transistor-like spin–magnet devices that have gain.

It is the latter possibility that we are discussing in this chapter.

### 2.3 Switch Based on Magnetic Tunnel Junctions: Would it Show Gain?

Since $W$ and $R$ units based on magnetic tunnel junctions (MTJs) are now well-known, it seems natural to ask whether these could be combined into a transistor-like switch. Before addressing that question let us briefly summarize how an MTJ-based $W$ and $R$ device works.

#### 2.3.1 Operation of an MTJ

Figure 2.4a shows a simplified MTJ structure having one layer with a reference magnet $\hat{M}$ separated by a tunnelling barrier from a free layer magnet of nanometre scale thickness whose
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**Figure 2.4** (a) A simplified schematic of a magnetic tunnel junction (MTJ). (b) A typical resistance versus current characteristic of an MTJ taken from Kubota et al. [13]. Reprinted by permission from Macmillan Publishers Ltd: Nature Physics, Ref. [13], copyright 2008
magnetization \( \hat{m} \) represents the stored information. Figure 2.4b shows a typical resistance versus current characteristic of an MTJ taken from Kubota et al. [13] which illustrates the basic physical phenomena underlying both the \( R \) and \( W \) operations.

At low currents the resistance can have one of two values: The smaller one (\( R_P \)) corresponds to the \( P \) configuration with the two magnetizations parallel: \( \hat{m} \parallel + \hat{M} \) while the larger one corresponds to the \( AP \) configuration with the magnetizations anti-parallel: \( -\hat{m} \parallel + \hat{M} \). This phenomenon allows one to Read the state of the free magnet \( \hat{m} \) relative to the fixed magnet \( \hat{M} \) by applying a small voltage \( V \).

On the other hand Figure 2.4b shows that at sufficiently high positive currents the free layer switches from a \( P \) to an \( AP \) configuration while at high negative currents it switches from an \( AP \) to a \( P \) configuration. This phenomenon allows one to Write information contained in the polarity of the current onto the magnetization of the free layer.

Figure 2.5 shows the basic characteristics of the Write and Read unit based on MTJ device and their symbolic operations. The Write unit converts the input current \( V_{in} \) into the magnetization \( \hat{m} \) of the free magnet, while the Read unit converts the information stored in \( \hat{m} \) into an output current \( V_{out} \) given by

\[
I_{out}(\hat{m}) = \frac{V}{R(\hat{m}) + R_L} \tag{2.7}
\]

where \( V \) is the supply voltage and \( R_L \) is a fixed load resistance.

### 2.3.2 W–R Unit with Electrical Isolation

We can now proceed to combine an MTJ Read (R) device with a Write (W) device to obtain a composite unit as shown in Figure 2.6a where the magnet \( \hat{m} \) from \( R \) is coupled to the magnet \( \hat{m}' \) from \( W \) through their dipolar magnetic field as indicated by a dashed line. This allows the information to propagate from input to output: An input current \( I_{in} \) switches the Write magnet (\( \hat{m}' \)) which in turn switches the Read magnet (\( \hat{m} \)) through the dipolar coupling causing a change in the output current \( I_{out} \) as described by Equation 2.7. At the same time the input is electrically isolated from the output allowing these units to be interconnected to form large circuits. This
feature has some similarity to m-logic [11] which proposes to use exchange coupling to couple input domains to the output.

The $W$–$R$ unit in Figure 2.6a can be modelled with an equivalent circuit of the form shown in Figure 2.6c which leads to the overall input–output characteristic shown in Figure 2.6d.

2.3.3 Does This $W$–$R$ Unit Have Gain?

So far things seem straightforward, combining a $W$ unit with an $R$ unit using magnetic coupling to allow information transfer while maintaining electrical isolation. But can this unit exhibit gain, so that the swing in the output current will exceed that in the input current?

The swing in the output current is proportional to the voltage as in Equation 2.7 or Figure 2.6d. It seems that we could make it exceed $\Delta I_{in}$ simply by choosing a large enough supply voltage $V$.

The problem, however, is this. The voltages $V$ of MTJs in the Read unit also give rise to a spin current $I_s$ that acts on the Read magnet $\hat{m}$. Ordinarily Read voltages are kept small enough such that the resulting spin current $I_s$ does not disturb the free layer whose information we are trying to read. But if we do that, the output current would be much smaller than what is needed as input to drive the next stage and we could not build circuits without using an external amplifier.

To obtain an output spin current comparable to the critical spin current needed to drive the input of the next stage we have to make the supply voltage $V$ even larger and the resulting spin current $I_S$ acting on the Read magnet $\hat{m}$ would exceed the spin current $I_{S'}$ acting on the Write magnet $\hat{m}'$. The state of the magnet $\hat{m}$ will then be determined by the output rather than the input. This is analogous to building a CMOS inverter (Section 2.2) using transistors whose current is controlled more strongly by the drain than by the gate, described by a $\beta$ lesser than one.

We need to design the magnet pair such that it “feels” the influence of the input current far more strongly than that of the output current. It may be possible to design composite magnets...
with different materials to achieve this, but a relatively straightforward design seems possible utilizing a relatively recent discovery, namely the giant spin Hall effect (GSHE) as we will describe next.

### 2.4 Giant Spin Hall Effect: A Route to Gain

The GSHE is exhibited by materials with spin–orbit coupling where the flow of charge current $I$ is accompanied by a spin current $I_s$ in the perpendicular direction, such that the spin current density equals the charge current density times the spin Hall angle [14]:

$$\frac{I_s}{L} = \theta_H \frac{I}{t}$$

so that

$$I_s = \theta_H \frac{L}{t} I \equiv \beta I$$

![Diagram showing spin Hall effect](image)

The spin Hall angle $\theta_H$ is usually quite small, but recently a number of GSHE materials have been discovered which have $\theta_H$ values as high as 0.3 [15]. More interestingly, a proper choice of geometry with $L \gg t$ can give values of $\beta$ in excess of one, corresponding to a spin current $I_s$ that exceeds the current $I$.

We can make use of this natural gain provided by the GSHE material, by replacing the MTJ-based Write unit in Figure 2.6a with the one shown in Figure 2.7a. To get better magnetic coupling between the Write and Read magnets it may be advisable to stack them vertically as shown in Figure 2.7b. In any case the $W$–$R$ unit can be modelled with an equivalent circuit of the form shown in Figure 2.7c obtained by combining the $W$ unit with a separate equivalent circuit for the $R$ unit. Here $G_m$ is the conductance of the MTJ device and it can be related to $G$ and $\Delta G$ representing the sum and difference respectively of the parallel and anti-parallel conductances.

$$G_m = \frac{G}{2} + \frac{\Delta G}{2} \hat{m} \hat{M}$$

(2.9)
The parameters $G$ and $\Delta G$ can be related to experimentally reported quantities like the tunnelling magnetoresistance (TMR)

$$TMR \equiv \frac{G_P}{G_{AP}} - 1$$ (2.10a)

or the polarization $P \equiv \Delta G/G$

$$P \equiv \frac{G_P - G_{AP}}{G_P + G_{AP}} = \frac{TMR}{TMR + 2}$$ (2.10b)

The input–output characteristic (Figure 2.7d) was obtained from the equivalent circuit in Figure 2.7c using the same method as described in [5] with the spin currents coupled to the Landau–Lifshitz–Gilbert (LLG) equation for the magnet pair $\mathbf{m}' - \mathbf{m}$. For a small supply voltage $V(\rightarrow 0)$ the characteristic is symmetric about the origin but it shifts to the left as $V$ is increased because the spin current $I_s$ injected by the Read unit makes it easier to switch from +1 to −1 than to switch from −1 to +1. Indeed if the voltage $V$ were too large we would not have a useful switch. But the GSHE allows us to use a relatively small $V$ and still have gain.

The key point is that the gain $\beta$ from the GSHE allows the use of a relatively low voltage. A Write unit based on an ordinary spin–torque device (like the one discussed in the last section) has a spin current that is less than the charge current $I$, corresponding to a $\beta$ less than one and thus requires a much larger voltage $V$ to drive the next unit.
2.4.1 Concatenability

Although the switch in Figure 2.7 exhibits gain and input–output isolation, it is not “concatenable” because the output from the Read unit is purely positive (assuming $V$ is positive) and is not appropriate for driving the Write unit of the next stage which requires a bipolar input that takes on both positive and negative values. One can think of two broad approaches to addressing this concatenability issues:

- Design a Write unit that can be driven with purely positive voltages.
- Design a Read unit that produces a bipolar output.

One possible design, based on the second approach [5], is shown in Figure 2.8a. It requires a more complicated fabrication process since two MTJs are required: if they had the same resistance the output voltage would be zero since one is connected to $+V$ and one to $-V$. But the two MTJs will never have the same resistance, since their fixed magnets are antiparallel, namely $+M$ and $-\hat{M}$. Depending on whether the free layer magnetization $\hat{m}$ is parallel to $+\hat{M}$ or $-\hat{M}$, one MTJ will be in its low resistance or $P$ configuration while the other will be in its high resistance or $AP$ configuration.

![Figure 2.8](image-url)
If the MTJ connected to \(+V\) is in its low resistance state then the output will be closer to \(+V\) and hence positive. If the MTJ connected to \(-V\) is in its low resistance state then the output will be closer to \(-V\) and hence negative. This dual MTJ Read unit should thus do what we want, namely convert positive or negative magnetization into a bipolar (that is, positive or negative) output voltage; and hence a bipolar output current.

For quantitative modelling we could use the equivalent circuit shown in Figure 2.8b, where \(G\) and \(\Delta G\) are the same as the ones used in Equation 2.9. This equivalent circuit shows that the open circuit voltage is proportional to \(\hat{m} \cdot \hat{M}\), the component of \(\hat{m}\) along \(\hat{M}\), giving an output current of

\[
I_{\text{out}} = \frac{V \Delta G}{R_L + 1/G} \hat{m} \cdot \hat{M}
\]

Figure 2.8c shows the input–output characteristic calculated using the equivalent circuit shown in Figure 2.8b and coupling the spin currents to the LLG equation for the magnet pair \(\hat{m}' - \hat{m}\) [5].

The gain can be estimated by noting that from Figure 2.8c

\[
\frac{\Delta I_{\text{out}}}{V(\Delta G/1 + R_L G)} \approx 2 \frac{\Delta I_{\text{in}}}{4 I_{s,c}/\beta}
\]

so that

\[
Gain \equiv \frac{\Delta I_{\text{out}}}{\Delta I_{\text{in}}} \approx \frac{V \Delta G}{1 + R_L G} \frac{\beta}{2 I_{s,c}}
\]

(2.11)

For an approximate gain of \(\sim 2\), we need a voltage of

\[
V \approx \frac{4 I_{s,c}}{\beta \Delta G}, \quad \text{if} \quad R_L G \ll 1
\]

which only has a minor effect on the input–output characteristic (Figure 2.8c).

### 2.4.2 Proof of Gain and Directionality

A good test for switches with gain and directionality is the following. It should be possible to connect an odd number of such switches to form a ring oscillator (Figure 2.9). If the voltages \(V\) on the Read units exceed the threshold value needed to drive the following Write unit, then each unit switches the next unit anti-parallel to itself. With an odd number of magnets, three in this case, in the loop, there is no way for all three units to be anti-parallel to each other and there is no satisfactory steady state. Unit 1 switches unit 2, which in turn switches unit 3, which goes on to switch unit 1 and the result is an oscillatory output as obtained from detailed simulation [5].

Such oscillations are well known using an odd number of CMOS switches, and should provide a good test for the properties of gain and directionality which ensure that a signal can propagate without losing strength or compounding errors.
2.5 Other Possibilities for Switches with Gain

So far we have seen two examples of switches, the standard CMOS switch and a proposed one based on spins and magnets. Both can be viewed as integrated $W-R$ units where the input $V_{\text{in}}$ or $I_{\text{in}}$ writes the internal state $S$ which is then read to generate an output. As noted earlier, in the case of CMOS we are stretching the meaning of Write somewhat.

For the CMOS switch, the internal state $S$ can be defined in terms of the resistances of the NMOS and PMOS transistors, while for the spin switch $S$ represents the magnetizations of the magnet pair:

$$S \equiv \log\left(\frac{R_2}{R_1}\right)$$

$$S \equiv \hat{m}$$

We have argued that a spin switch with gain could be implemented by combining a dual MTJ-based Read unit with a GSHE-based Write unit. However, this is by no means the only
possibility. For example, the Write unit could involve a voltage-controlled multiferroic [16] as shown in Figure 2.10.

Note, however, that in order for one unit to be able to drive another, the output voltage $V_{out}$ has to be large enough to switch the multiferroic, thus requiring a minimum voltage $V$ on the Read device. This voltage should not be too large, or the resulting spin current could control the magnet pair $\hat{m}' - \hat{m}$ instead of the input voltage. As we have argued, a suitable degree of input–output asymmetry is needed and whether it can be achieved has to be assessed carefully for each individual proposal. Indeed many other phenomena like voltage-controlled magnetic anisotropy (VCMA) (see for example [17–19]) could potentially be used to design improved W units.

A key difference with the CMOS switch is that unlike the resistance of an NMOS or a PMOS transistor, the magnetization represents a nonvolatile state $S$. However, it may be possible to use other mechanisms for voltage-controlled resistance based on phase transition phenomena (like the Mott transition) [20] which could provide a nonvolatile internal state $S$ like magnets.

### 2.5.1 All-spin Logic

Both the CMOS and the spin switch that we have described involve ordinary voltages and currents as the input and output variables and can be interconnected with ordinary wires to form circuits.

One could also envision switches based on spin voltages and spin currents as the input and output variables. An input spin current switches the Write magnet $\hat{m}'$ which through the dipolar coupling switches the Read magnet $\hat{m}$ causing the output spin current to switch (Figure 2.11). This is similar to the all-spin logic (ASL) device [6,21] with the difference that the magnets $\hat{m}'$ and $\hat{m}$ are electrically isolated in the present version. It was shown theoretically in [6,21] that switches with gain and directionality can be implemented with voltages as low as 10 mV.

Spin currents could in principle carry more information than ordinary currents and enable devices one step closer to quantum information processing. However, unlike ordinary charge currents, spin currents die out within a spin coherence length which can vary widely from tens of nanometers to tens of microns depending on the material and the temperature of operation.
As it stands, this could still allow information transfer up to the first layer of interconnects (Metal layer 1, M1), but not for longer lengths (M2 and higher).

2.6 What do Alternative Switches Have to Offer?

We have tried to present a general perspective on how Write and Read units can be integrated into switches with gain. But what do these alternative switches have to offer relative to the standard CMOS switches that are widely used?

2.6.1 Energy–Delay Product

We started this chapter pointing out that a key roadblock on the path of miniaturization is the energy it takes to operate a switch. It is well-known that the switching energy can be reduced by going slow, so that the energy per se is not a fundamental property of a particular switch. It makes more sense to look at the energy–delay product. Consider for example [22] the charging of a capacitor $C$ through a resistance $R$ from a voltage $V$, for which it is well known that

\[
\text{Energy, } E \sim QV \\
\text{Delay, } \tau \sim RC = RQ/V
\]

Combining the two relations we obtain

\[
\text{Energy-Delay Product : } E\tau \sim Q^2R \tag{2.12}
\]

suggesting that the energy–delay product is determined simply from two quantities:

1. How much charge $Q$ is being switched?
2. What is the resistance $R$ through which it is being switched?
For CMOS switches the resistance $R$ is $\sim$ tens of kilo-ohms, while the charge $Q$ is more difficult to estimate. In our introduction we used system level numbers to estimate the quantity $QV_{DD}$ as $\sim 3000$ eV, suggesting that $Q \sim 3000$ electrons, since $V_{DD} \sim 1$ volt. On the other hand if we look at the gate charge on an individual transistor it would be over an order of magnitude smaller. We believe the discrepancy is because the former estimate $Q$ includes additional parasitic charges.

How does this compare with spin switches? Spin switches being all metallic structures usually have lower resistances of several tens of ohms. But the charge $Q$ is ordinarily much larger, making $Q^2R$ much larger. It has been shown [23] that the minimum charge $Q$ needed to switch a magnet through an ordinary spin–torque mechanism (Slonczewski spin transfer torque) is given by:

$$Q \geq 2qN_s$$  \hspace{1cm} (2.13)

where $N_s$ is the number of spins comprising the magnet which is related to the saturation magnetization through the relation

$$N_s = \frac{M_s\Omega}{\mu_B}$$  \hspace{1cm} (2.14)

where $\mu_B$ is the Bohr magneton, $\Omega$ is the volume of magnet.

Typical values of $M_s \sim 10^6$ A/m give an $N_s$ of about 100 spins in a volume of 1 nm$^3$. This means that even a magnet as small as $\sim 10 \times 10 \times 1$ nm has $10^4$ spins, and from the inequality in Equation 2.13, the charge $Q$ is at least 20 000 electrons well in excess of the CMOS numbers.

How fundamental is the inequality in Equation 2.13? One could understand this inequality by noting that the process of switching a magnet with a stream of incident electrons can be written as

$$\text{Incident Electrons} + N_s\hat{m} \rightarrow \text{Reflected Electrons} - N_s\hat{m}$$

During switching the magnet spin changes by $2N_s$ and it takes at least $2N_s$ electrons to conserve spin.

This argument, however, assumes that there is no other source of spin and the phenomenon of GSHE allows us to bypass this argument since the strong spin–orbit coupling provides a source of spin.

An electron on its way through the GSHE material gets deflected towards the magnet, flips its spin, has its spin randomized and then is deflected again by the spin–orbit coupling towards the magnet and so on. In other words the same electron on its way through the GSHE material is incident repeatedly on the magnet and transfers many units of spin to it.
Indeed there is experimental evidence [14] that the GSHE material allows us to switch a magnet with less number of electrons than $2N_s$. It would seem that we could reduce the charge transferred from Equation 2.13 to

$$Q \geq \frac{2qN_s}{\beta}$$  \hspace{1cm} (2.15)

However, the GSHE gain $\beta$ depends on the length of the magnet (Equation 2.8) which also makes the magnet longer and increases $N_s$. The possible improvement is thus useful but not unlimited. It thus seems that magnet-based switches will not provide the low power solution we are looking for unless more suitable Write mechanisms can be identified. Moreover, the dual MTJ Read unit fails with respect to another impressive characteristic of the CMOS switch: negligible standby power. These are the issues that need increased attention in the coming years.

### 2.6.2 Beyond Boolean Logic

Barring a major improvement is it worth pursuing alternative switches? We believe the answer is yes because of many other nonconventional applications that may be possible.

Consider for example the reconfigurable correlator shown in Figure 2.12 which should provide an output that correlates the incoming signal $\{X_n\}$ with a reconfigurable reference signal $\{Y_n\}$ stored in the $m_z$ of the switches that could be any string of $+1$’s and $-1$’s of length $N$, $N$ being a large number.

**Figure 2.12** An example of a device that could be implemented by interconnecting spin switches (Figure 2.8a) which should provide an output that correlates the incoming signal $\{X_n\}$ with a reconfigurable reference signal $\{Y_n\}$ stored in the switches. Inset shows response of output magnetization as a function of time (normalized). Threshold is adjusted such that the magnet is switched only if all 20 bits of $\{Y\}$ match all 20 bits of $\{X\}$. With even one mismatch the output fails to switch. Note that no middle circuitry for signal conversion or amplification is involved. Reprinted with permission from [5]. Copyright 2012, AIP Publishing LLC
Since the output current of each Read unit is a product of \( V \sim X_n \) and \( m_z \sim Y_n \), it is determined by \( X_n Y_n \) which are all added up to drive the output magnet. If the sequence \( \{X\} \) is an exact match to \( \{Y\} \), then the output voltage will be \( N \), since every \( X_n Y_n \) will equal \( +1 \), being either \((+1)^n(+1)^n\) or \((-1)^n(-1)^n\). If \( \{X\} \) matches \( \{Y\} \), in \((N - n)\), instances with \( n \) mismatches, the output will be \( N - 2n \) since every mismatch lowers output by \( 2 \). If we set the threshold for the output magnet to \( N - 2N_e \), then the output will respond for all \( \{X\} \) that matches the reference \( \{Y\} \) within a tolerance of \( N_e \) errors. The inset in Figure 2.12 shows an example with \( N_e = 0 \).

This is a rather unique device which would allow us to correlate an input analog signal with a stored digital code to produce an analog output. This could be useful in mobile phones for decoding CDMA signals. Moreover it has an intriguing similarity to biological systems which correlate weak analog signals from cellular processes with a digital code stored in DNA molecules.

\[2.7 \ \text{Perspective}\]

But let us not go too far out on a limb with speculations. The objective here is simply to present our perspective viewing switches as \textit{Write–Read} units underlining the key role played by gain and directionality in enabling large scale circuits. Hopefully this will help guide the search for new \textit{Write} and \textit{Read} mechanisms that could lead to fast low energy switches allowing miniaturization to continue for many more generations. But even otherwise, additional features like reconfigurability and nonvolatility could enable new functionalities currently not available. For example, the Spin Switch [5] could provide a compact implementation for neuron and synapse [24] as well as logic gates that compute with spins and magnets [25].

\[2.8 \ \text{Summary}\]

This chapter presents our perspective on how \( W \) and \( R \) devices in general, spintronic or otherwise, can be integrated into switches having gain and directionality like transistors. Such switches could be interconnected to build complex circuits without external amplifiers or clocks. We start with a very brief and oversimplified discussion about CMOS transistors and argue that a CMOS switch can be viewed as an integrated \( W–R \) unit having an input–output asymmetry that give it gain and directionality. Next we discuss the standard \( W \) and \( R \) units used for magnetic memory devices and present one way to integrate them into a single unit with the input electrically isolated from the output. But this integrated \( W–R \) unit would not provide the key property of gain. We then show that the recently discovered GSHE could be used to construct a \( W–R \) unit with gain and suggest other possibilities for spin switches with gain.

We end with a brief evaluation of these alternative switches in terms of possible applications. For conventional Boolean logic, at the present magnet-based switches will not provide the low power solution over standard CMOS switches unless more suitable \textit{Write} mechanisms can be identified. On the other hand the nonvolatility and reconfigurability of switches based on magnets is a novel feature that could enable a new class of circuits that are very different from those currently possible.
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3.1 Introduction: Baseline Memory Technologies

Memory devices are a crucial component of current and future Information and Communication Technologies (ICT). There is a common distinction between ICT memory and storage. Memory often implies devices which are random-access, fast, evanescent, and relatively expensive. Typical examples are Random Access Memories (RAM) put on a microprocessor chip or installed in a computer, such as Static Random Access Memory (SRAM) and Dynamic Random Access Memory (DRAM). In contrast, storage technologies are sometimes defined as sequentially accessed, slow, permanent, and inexpensive. Classical examples are magnetic Hard Disk Drives (HDD) and flash memory based on a floating gate FET cell. It should be noted however, that the distinction between memory and storage is fluid; moreover, new emerging nonvolatile memory technologies may considerably reduce the separation between memory and storage. For example, storage-class memory is emerging as a new technology with attributes of both memory and storage devices [1].

Current baseline memory technologies include dynamic random-access memory, static random-access memory, and flash memory based on a floating gate FET structure. Because all new memory concepts attempt to mimic and improve on the capabilities of a present day memory technology, this chapter provides an outlook for key performance parameters and scaling and performance projections for the baseline memory technologies.

The memory device is viewed in this chapter as being composed of three fundamental components: (a) the “Storage node,” which is usually characterized by the physics of operation of different memory devices; (b) the “Sensor” which reads the state, and is an electrical device such as transistor, and (c) the “Selector” (select device), which allows a given memory cell in an array to be addressed for read or write, and is a nonlinear element, such as transistor or diode. All three components impact performance and scaling limits for all memory devices.
It should be noted that the treatment in this chapter covers the fundamentals and develops theoretical scaling limits for several memory technologies. In a number of instances, the chapter deals with idealized or simplified structures, which may be different from practical memory realizations.

3.2 Essential Physics of Charge-based Memory

The current baseline memory technologies (DRAM, SRAM, and flash) are based on storing an electron charge in a storage node. Two distinguishable states 0 and 1 are created by the presence (i.e., state 0) or absence (i.e., state 1) of electrons in a specific location (the charge storage node). In order to prevent losses of the stored charge, the storage node is defined by energy barriers of sufficient height $E_b$ to retain charge (as shown in Figure 3.1). The properties of the barrier, that is, barrier height, $E_b$, and width, $a$, determine the retention time of a memory cell.

There are two fundamental mechanisms for the losses of the stored charge. The first is the thermal over-barrier transitions (thermionic emission), which is related to the Boltzmann probability. The electron escape frequency is given by:

$$f_{\text{therm}} = f_0 \exp\left(-\frac{E_b}{k_B T}\right)$$

(3.1a)

Where $f_0 \sim 10^{12} \text{ s}^{-1} \text{ nm}^{-2}$ is the thermal attempt frequency.

Correspondingly, the retention time for one electron in a system with cross-sectional dimension $L$ is:

$$t_r = \frac{1}{L^2 f_{\text{therm}}} = \frac{1}{L^2 f_0} \exp\left(\frac{E_b}{k_B T}\right)$$

(3.1b)

For a specified $t_r$, the required minimum barrier height is:

$$E_{b_{\text{min}}} = k_B T \ln \left(t_r \cdot f_0 \cdot L^2\right)$$

(3.1c)

In the case of the “nonvolatility requirement,” that is, $t_r > 10$ years, gives $E_{b_{\text{min}}} \geq 1.42$ eV at $T = 300$ K. For small retention times, for example, 50–100 ms, typical for DRAM, Equation 3.1c yields $E_{b_{\text{min}}} \geq 0.8$ eV.

![Figure 3.1 A generic electron charge-based memory element](image-url)
A second source of charge loss is electron tunneling. The tunneling escape frequency for a rectangular barrier is:

\[ f_T = f^*_0 \cdot \exp \left( -\frac{2\sqrt{2m}}{\hbar} \cdot a \cdot \sqrt{E_b} \right) \]  

(3.2a)

Where \( f^*_0 \approx 10^{13} \text{ s}^{-1} \text{ nm}^{-2} \) is the tunneling attempt frequency.

The electron escape time due to tunneling is:

\[ t_T = \frac{1}{L^2 f^*_0} \exp \left( \frac{2\sqrt{2m}}{\hbar} \cdot a \cdot \sqrt{E_b} \right) \]  

(3.2b)

Suppose that the barrier height is large enough to suppress over-barrier escape, that is, \( E_b \gg E_{b_{\text{min}}} \), where \( E_{b_{\text{min}}} \) is given by Equation 3.1c. In this case, the store time will be determined by the tunneling time, \( t_T: t_s \approx t_T \). The minimum barrier width for a specified store time, can be estimated from Equation 3.2b, for example, for \( t_s = 10 \text{ years} \):

\[ a_{\text{min}} = \frac{h}{2\sqrt{2mE_b}} \ln \left( f^*_0 \cdot t_s \cdot L^2 \right) \]  

(3.2c)

As a numerical estimate for \( t_s > 10 \text{ years} \), \( E_{b_{\text{min}}} \geq 1.42 \text{ eV} \), \( m = m_e \) and \( T = 300 \text{ K} \), Equation 3.2c gives \( a_{\text{min}} \sim 5 \text{ nm} \).

As follows from the above, in order to obtain an electronic memory cell, sufficiently high barriers must be created to retain the charge for a long period of time. In physical systems the barrier can be created by combining materials with different properties, such as semiconductors with different doping structure, for example, n-p-n or conductor–insulator heterojunctions.

### 3.3 Dynamic Random Access Memory

Several schematic representations of a DRAM cell are shown in Figure 3.2: a schematic electrical diagram, a DRAM cell cross-section, and a simplified energy barrier diagram. Each DRAM cell in an array consists of a cell capacitor (Storage Node) in series with a FET (Selector).

The minimum DRAM cell capacitance should be \( C_{\text{cell}} \sim 25 \text{ fF} \), matched to the line capacitance to enable remote sensing and soft error resilience. The capacitor needs to be charged to a minimum voltage of \( V_{\text{cell}} \approx 0.4\text{–}0.5 \text{ V} \) for a reliable reading. Thus, the number of electrons stored in DRAM is:

\[ N_{\text{el}} = \frac{C_{\text{cell}} V_{\text{cell}}}{e} \approx 10^5 \]  

(3.3)

The energy of charging the cell capacitor is:

\[ E_{\text{cell}} = C_{\text{cell}} V_{\text{cell}}^2 = eN_{\text{el}} V_{\text{cell}} \approx 10^{-14} \text{ J} \]  

(3.4)

The capacitor insulator forms a fixed-height barrier in DRAM cell (Figure 3.2). The second (controllable height) barrier in Figure 3.2 is formed by the DRAM transistor. The
transistor also provides a means to select a given cell in the array. The maximum height of
the FET barrier is limited by the bandgap of silicon (1.1 eV), which limits the retention time
to a fraction of seconds. The Joint Electron Device Engineering Council (JEDEC) standards
specify a minimum of 64 ms for DRAM retention time, for which the barrier height
$E_{b_{\text{min}}} > 0.8$ eV is needed [2,3], and the corresponding FET gate control voltage should be
$>1$ V (in practice 1.5–2.0 V).

As argued in [3], the cell capacitor is the main factor limiting DRAM scalability. The
maximum capacitance is limited by two non-scalable parameters of the capacitor insulator:
the thickness $d_{C}$, which is limited by tunneling leakage current between the electrodes, and the
dielectric constant, which is limited by materials physics (e.g., the maximum dielectric constant
which can be realized in stable materials structure is $\sim 300$ for single-crystal SrTiO$_3$).
According to [3], a theoretically minimal capacitor insulator thickness calculated is
$d_{C_{\text{min}}} \sim 5$ nm, and the minimum external dimension of the cell capacitor are $\sim 10$ nm. (For
this limiting case the capacitor must be very tall (with height $h \sim 100 \mu$m) and the capacitor
serial resistance is large, $R_C \sim 10^8$ Ohm – see Table 3.1).

Figure 3.2 DRAM cell: (a) schematic electrical diagram, (b) cross-section, (c) energy barrier diagram
The DRAM write energy is the energy needed to "pump" \( N_e \) electrons through the bitline into a cell to charge the cell’s capacitor, plus the energy to control the barrier of the FET. The voltage \( V_g \) is applied to the entire word line, and the corresponding portion of energy is \( C_{\text{line}} V_g^2 \) (for a switching cycle). Combining both terms an estimate is obtained for the energy required to write a bit of information into a memory cell in an array:

\[
E_{\text{DRAM}} = C_{\text{line}} V_g^2 + (C_{\text{line}} + C_{\text{cell}}) V_{\text{cell}} \sim 10^{-13} \text{ J}
\]

(3.5)

3.3.1 Total Energy Required to Create/Maintain the Content of a Memory Cell

An application specific parameter of a memory system is the user’s access interval \( t_a \), which is the average time between memory accesses [3]. This parameter enables comparison across different memory classes, including volatile and nonvolatile. In Equation 3.6, \( E_{\text{tot}} \) is the energy required to first write and then maintain the memory state, given the retention time \( t_r \), for the cell:

\[
E_{\text{tot}} = E_{\text{DRAM}} + \frac{t_a}{t_r} E_{\text{DRAM}} = E_{\text{DRAM}} \left(1 + \frac{t_a}{t_r}\right)
\]

(3.6)

The \( (t_a/t_r)E_{\text{DRAM}} \) part of Equation 3.6 represents the retention cost. As a numerical example, \( E_{\text{tot}} \sim 10^{-12} - 10^{-11} \text{ J/bit for } t_a \sim 1-10 \text{ s (} t_r = 64 \text{ ms).} \)

In memory systems additional energy is needed to support the peripheral circuitry. The average DRAM system-level energy per bit is \( (3-6) \times 10^{-11} \text{ J}, \) as shown in Figure 3.3.

3.3.2 DRAM Access Time (WRITE or READ)

The access time accumulates delays due to different resistances and capacitances present in a memory array. In a simplified form, the RC-bounded minimum access time can be written as:

\[
t_{\text{DRAM}} = (R_C + R_{\text{FETon}} + R_{\text{line}}) \cdot (C_{\text{cell}} + C_{\text{line}})
\]

(3.7)

All characteristic resistances and capacitances in Equation 3.7 are summarized in Table 3.1 and the characteristic access times for several DRAM cell sizes are given in Table 3.2.
3.3.3 Energy–Space–Time Compromise for DRAM

In [3] the Space–Action metric for the evaluation of the performance of memory elements operating with different physical principles has been proposed. This metric is defined as the product of energy, space (e.g., volume) and read/write time (Action = Energy × Time). The Space–Action function of DRAM shown in Figure 3.4 has a distinct minimum suggesting that from the Energy–Space–Time metric point of view, the DRAM will achieve optimum performance in the 40–50 nm regime.

Table 3.2 Scaling and performance projections for DRAM

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Current</th>
<th>Minimal</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature size $F$</td>
<td>$28–45$ nm</td>
<td>$&gt;10$ nm$^a$</td>
<td>45 nm</td>
</tr>
<tr>
<td>Access time</td>
<td>Practical</td>
<td>$&lt;10$ ns</td>
<td>$&gt;25$ ns</td>
</tr>
<tr>
<td>Retention time</td>
<td>$64$ ms</td>
<td>$64$ ms</td>
<td>$64$ ms</td>
</tr>
<tr>
<td>Write cycles</td>
<td>$&gt;10^{16}$</td>
<td>$&gt;10^{16}$</td>
<td>$&gt;10^{16}$</td>
</tr>
<tr>
<td>Operating voltage</td>
<td>$\sim 2$ V</td>
<td>$\sim 2$ V</td>
<td>$\sim 2$ V</td>
</tr>
<tr>
<td>Number of stored electrons</td>
<td>$10^5$</td>
<td>$10^5$</td>
<td>$10^5$</td>
</tr>
<tr>
<td>Write energy (J bit$^{-1}$)</td>
<td>Cell level</td>
<td>$10^{-14}$</td>
<td>$10^{-14}$</td>
</tr>
<tr>
<td></td>
<td>Array level</td>
<td>$10^{-13}$</td>
<td>$10^{-13}$</td>
</tr>
<tr>
<td></td>
<td>System level</td>
<td>$(3–6)\times10^{-11}$</td>
<td>$&gt;10^{-11}$</td>
</tr>
</tbody>
</table>

$^a$ Corresponds to the minimum of the Energy–Space–Time product.

$^b$ Limited by the dimensions of the cell capacitor; “minimal” only refers to the node size and area (in this case, the timing and energy for “minimal” is greater than “current” or “optimal” nodes.

$^c$ Expected RC delay at 16 nm.
Table 3.2 summarizes essential parameters of DRAM. The cell capacitor appears to be the main factor limiting DRAM scalability to >10 nm. Note that as the scaling limit is approached, the access time will dramatically increase due to the growing serial resistance of the capacitor.

### 3.4 Flash Memory

The flash memory is a nonvolatile electron charge-based memory, the basic building block of which is a floating gate cell [5], shown in Figure 3.5. The term “flash” refers to the erase operation where many cells are cleared to one state (erased) in a large block simultaneously, thereby allowing the realization of an electrical programmable and erasable cell using only
one transistor, and at the same time decreases the erase time at the expense of a more complicated memory handling. In a flash memory cell, the charge storage node is either on a conductive electrode surrounded by insulators (floating gate) or in discrete traps within a defective insulator layer (charge trapping layer) or in nanocrystals embedded in the insulator layer. The fundamental physics of device operation is similar for each type of floating memory.

In order to prevent loss of the stored charge, the storage node is defined by energy barriers of sufficient height $E_b$ to retain charge (as shown in Figure 3.1). Such barriers are formed by using layers of insulator (I), which surround a metallic storage node (M). Such an I-M-I structure forms the storage node in floating gate memory cell, the basic element of flash memory. The barrier height $E_b$ is fixed, as it is a material-specific property. A simple estimate in Section 3.2 for the minimal barrier height and width to satisfy the “nonvolatility requirement” yielded $E_{b_{\text{min}}} \geq 1.42 \text{ eV}$ and a minimum width of $\sim 5 \text{ nm}$. More detailed calculations in [5] that take into account different practical constrains result in the somewhat larger barrier height of $1.73 \text{ eV}$ required to achieve 10 year retention. Such a barrier height can be achieved only with a limited number of materials, some of which are listed in Table 3.3. Note that the effective electron mass in solids is, in most cases, smaller than the free electron mass (used in the simple estimates in Section 3.2). According to Equation 3.2c the smaller mass will result in a wider barrier or thicker insulator layer (Table 3.3). The theoretical barrier width must be $>5 \text{ nm}$ for all known dielectric materials (typically $>7 \text{ nm}$ in practical devices). The corresponding practical minimum size of the floating gate cell is $\sim 10 \text{ nm}$ [5].

The presence of fixed barriers confining the storage node, while enabling storage, represents a considerable challenge for charge transfer across the barriers, that is, for read, write, and erase operations. For example, the sensing device, which detects presence or absence of electric charge stored in a “floating” node should be in immediate proximity to the storage node. A field effect transistor (FET) is commonly used as a sensor, thus a complete nonvolatile floating gate memory cell consists of a stack of metallic and insulating layers on the top of an FET channel, as shown in Figure 3.5.

All operations of a floating-gate memory cell correspond to different shapes of the storage node barriers. While for store operation, a low conductive barrier is needed, switching to a more conductive barrier is needed for a fast write. Such a switching is achieved by applying sufficiently high voltage to external electrodes, which causes the barrier shape to change from trapezoidal/rectangular (Figure 3.6a) to triangular (Figure 3.6b). Electron tunnel transport through the trapezoidal/rectangular barriers occurs in the direct tunneling mode, which can be very slow if both the height and width of the barrier are sufficiently large, as discussed in Section 3.2. In the case of a triangular barrier, the electron transport occurs in the

<table>
<thead>
<tr>
<th>Material</th>
<th>Dielectric constant, $K$</th>
<th>Barrier height, $E_b$ (with Si)</th>
<th>Effective electron mass, $m^*$</th>
<th>$a_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$</td>
<td>3.9</td>
<td>3.1 eV</td>
<td>$0.50m_0$</td>
<td>5.0 nm</td>
</tr>
<tr>
<td>Si$_3$N$_4$</td>
<td>7.6</td>
<td>2.4 eV</td>
<td>$0.43m_0$</td>
<td>6.0 nm</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>9</td>
<td>2.8 eV</td>
<td>$0.30m_0$</td>
<td>6.8 nm</td>
</tr>
</tbody>
</table>
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Fowler–Nordheim tunneling mode, which can be sufficiently fast, resulting in a small write/erase time. The shape of the barrier depends on the voltage difference between the two sides of the barrier, as can be seen from Figure 3.6a–d:

- **Trapezoidal barrier (direct tunneling):** \( e\Delta V_b < E_b \)
- **Triangular barrier (F-N tunneling):** \( e\Delta V_b \geq E_b \)

The above relations set fundamental limitations on all operations of the floating gate memory cells, as discussed in the following.

**Figure 3.6** Energy barrier shapes in three basic operations of flash memory: (a) store; (b) write by F-N tunneling; (c) write by channel hot-electron injection and (d) read
3.4.1 Store

Generally speaking, a larger number of electrons representing a state is preferable, because: (a) larger charge is easier to detect by the sensing device, (b) increased robustness to statistical fluctuations, and (c) the possibility to store more than one bit per cell. However there are limitations on the number of stored electrons due to the barrier deformations. When a number $N_{el}$ of electrons is placed in the storage node, the node charge $q = eN_{el}$ (where $e$ is electron charge) results in an increase of the node potential $V_s$ (Figure 3.6a).

$$V_s = \frac{eN_{el}}{C_m}$$  \hspace{1cm} (3.8)

$C_m$ is the capacitance of the memory cell, formed by the capacitances $C_1$ and $C_2$ as shown in Figure 3.6a. The standard parallel-plate capacitor formula can be used to estimate the capacitance:

$$C = \frac{\varepsilon_0 KA}{a}$$  \hspace{1cm} (3.9a)

Where $\varepsilon_0 = 8.85 \times 10^{-12} \text{ F m}^{-1}$, $A = L^2$ is the cross-sectional area, $a$ is the capacitor dielectric thickness (equal to the barrier width), and $K$ is the dielectric constant of barrier material.

Assuming a symmetrical barrier structure with $C_1 = C_2$, one obtains:

$$C_m = C_1 + C_2 = \frac{2\varepsilon_0 K}{a} L^2$$  \hspace{1cm} (3.9b)

Note that the potential shift $V_s$ changes the barrier shape from rectangular to trapezoidal, when $eV_s < E_b$ (Figure 3.6a), or triangular, when $eV_s > E_b$ (Figure 3.6b). The barrier deformations considerably increase the tunneling leakage and therefore decrease the retention. In particular, the tunneling leakage dramatically increases when $eV_s > E_b$ (the triangle barrier), due to decreased tunnel distance as can be seen in Figure 3.6b. Thus, the barrier deformations limit the maximum number of stored electrons, and for long retention the requirement holds $eV_s < E_b$ and in practice $eV_s \approx 0.5 \ E_b$ represents a reasonable compromise between the sense and retention requirements. For this condition, the maximum number of electrons stored in the floating gate cell from Equation 3.9 is

$$N_{el_{max}} \approx \frac{C_m E_b}{2e^2} = \frac{\varepsilon_0}{e^2} \cdot K \cdot E_b \cdot \frac{L^2}{a}$$  \hspace{1cm} (3.10)

As an example, consider a barrier structure formed by insulating layers of SiO$_2$. From Table 3.3 for SiO$_2$, $E_b = 3.1 \text{ eV}$ and $K = 3.9$. Let thickness $a = 5 \text{ nm}$ and spatial dimensions $L = 20 \text{ nm}$. Substituting these parameters in Equation 3.3 results in $C_1 = C_2 = 2.76 \times 10^{-18} \text{ F}$ and $N_{el_{max}} \approx 54$ electrons. The small number of stored electrons causes a severe problem of reliability degradation due to statistical variations [6].

3.4.2 Write

During the write operation (Figure 3.6b), electrons are injected into the storage node, and this requires operation in the Fowler–Nordheim (F-N) tunneling regime for faster injection. This mechanism is employed in NAND flash memory. The condition for F-N tunneling is $eV_b > E_b$, that is, the potential difference across the barrier between the storage node and the external
contact must be larger than the barrier height. Since the storage node is isolated from the external contacts by two barriers (i.e., it is floating), this requires the total write voltage applied to the opposite external contacts of the memory cell to be more than the doubled barrier height: \( eV_{\text{write}} > 2E_b \) as is shown in Figure 3.6b. Thus, the floating gate structure inherently requires high voltage for the write operation: for example, for SiO\(_2\) barriers, \( V_{\text{write min}} > 6 \) V, and the write voltage should be \( >10-15 \) V for faster (\( \sim \) ms to \( \mu \) s) operations.

Another way to perform the WRITE operation is to supply the electrons with sufficient energy to overcome the barrier (e.g., for a classical floating gate cell, the barrier between Si and SiO\(_2\) is \( E_b = 3.1 \) eV). To gain this energy, electrons are accelerated in the FET channel by applying a sufficiently high drain voltage (in general \( eV_d > E_b \), typically \( V_d = 4-5 \) V). This process is called channel hot electron injection (Figure 3.6c) and is typically used in NOR flash memory. Also a positive voltage has to be applied to the control gate that attracts the generated electrons. This method allows for faster write speed (in \( \mu \) s) at lower voltage, than the F-N tunneling mechanism. However, writing via hot electron injection is very inefficient: Typically about \( 10^5-10^6 \) channel electrons (\( \eta \)) are needed to inject one electron in the storage node. This requires high FET channel current in the range of 100 \( \mu \)A. The corresponding energy for WRITE is quite large, for example, for a number of stored electrons \( N_{\text{el}} = 100 \) and drain voltage \( V_d = 5 \) V, the write energy can be estimated as:

\[
E_{\text{write}} \sim \eta N_{\text{el}} \cdot eV_d = 10^6 \cdot 100 \cdot 1.6 \cdot 10^{-19} \cdot 5 \approx 10^{-10} \text{ J} \quad (3.11)
\]

Note that the cell-level write energy using hot electrons Equation 3.11 is considerably larger than the cell-level F-N write energy, derived below in Equation 3.12. Also, a severe limitation on the FET channel length arises if the channel hot electron injection is used from write operation. In this case, applying a large voltage to a very short channel (e.g., 20–30 nm) will result in punchthrough or junction breakdown.

### 3.4.3 Read

The sensing FET is controlled by the voltage, \( V_{\text{read}} \), applied to an external control gate electrode (Figure 3.6c). The source–drain current of the FET depends on the presence or absence of charge in the floating gate, thus the memory state can be sensed by measuring the FET current. The control gate allows modulation of the semiconductor channel of the FET by external commands, similar to the logic FET. However, unlike a conventional transistor, the degree of accessibility of the channel from the control gate is rather limited. First, the control gate is physically far from the channel, since the minimal thickness of both top and bottom dielectric layers is large due to the retention requirements, and the minimal thickness of the insulator stack is \( >10 \) nm. Second, the control gates affects the channel only indirectly, as the floating gate lies between the control gate and the channel. Therefore a large read voltage must be applied to the control gate for reliable ON/OFF transitions of the sense transistor. The maximum read voltage is, however, limited by the condition for the F-N tunneling discussed above, and for the read operation is \( eV_{\text{read}} < 2E_b \), for example, for SiO\(_2\) barriers, \( V_{\text{read max}} < 6 \) V for a nondisturbing read. In practice, a typical read voltage is 4.5–5.0 V [5].

### 3.4.4 Energetics of Flash Memory

The cell-level write energy using hot electrons derived above in Equation 3.11 is \( \sim 10^{-10} \) J. For NAND flash memory, if only one isolated floating gate cell is considered, its energy of
operation is remarkably low. For example, considering the write operation of Figure 3.6b, the write energy can be estimated as the sum of energy of barrier deformation (which is equivalent to the charging the stack capacitance to the voltage $V_{\text{write}}$) and the energy needed to “pump” $N_{\text{el}}$ electrons through the barrier into the storage node:

$$E_{\text{FG}} = \frac{C_1 C_2}{C_1 + C_2} \cdot V_{\text{write}}^2 + e N_{\text{el}} \cdot V_{\text{write}}$$  \hspace{1cm} (3.12)

(Note that the stack capacitances $C_1$ and $C_2$ are connected in series in the write mode.) For the model stack parameters used for numerical calculations in Equation 3.10 and $V_{\text{write}} = 15$ V, Equation 3.11 yields $E_{\text{FG}} \sim 4 \times 10^{-16}$ J.

For flash memory arrays, due to the regular wiring, the properties of interconnecting array wires determine the operational characteristics of the memory system. A given cell in an array is selected (e.g., for read operation) by applying appropriate signals to both interconnect lines, thus charging them. The large operating voltage of flash results in rather large line charging energy, $\sim C_{\text{line}} V^2$. For $V_{\text{write}} \sim 15$ V, and the line capacitance from Table 3.1, the write energy is $\sim 10^{-11} - 10^{-12}$ J. In addition, in practical flash memory systems large energy is consumed in high-voltage peripheral circuitry, such as multiplexers and voltage pumps, which raises the system level write energy to $10^{-9} - 10^{-10}$ J bit$^{-1}$ write [7,8]. Hence, it is important to note that the total write energy of a flash memory system is dominated by the high-voltage peripheral circuitry – which requires energy several orders of magnitude above that of the individual floating gate cells.

Table 3.4 summarizes essential parameters of flash memory. The cell stack appears to be the main factor limiting flash scalability to $>10$ nm. Note that the operational parameters of flash memory are not expected to improve with scaling. Moreover, as recently argued, reliability, endurance and performance could decline as further scaling continues [9].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>NAND</th>
<th>NOR</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Current</td>
<td>Minimal</td>
<td>Current</td>
<td>Minimal</td>
</tr>
<tr>
<td>Feature size $F$</td>
<td>16–32 nm</td>
<td>&gt;10 nm</td>
<td>45 nm</td>
<td>25 nm</td>
</tr>
<tr>
<td>Access time</td>
<td>Write$^a$</td>
<td>~100 $\mu$s</td>
<td>~100 $\mu$s</td>
<td>~10 $\mu$s</td>
</tr>
<tr>
<td>Retention time</td>
<td>Read$^b$</td>
<td>~10 $\mu$s</td>
<td>~10 $\mu$s</td>
<td>60–120 ns</td>
</tr>
<tr>
<td>Write cycles</td>
<td>Write</td>
<td>~10$^5$</td>
<td>&lt;10$^4$</td>
<td>10$^5$</td>
</tr>
<tr>
<td>Operating voltage</td>
<td>Read</td>
<td>5</td>
<td>5</td>
<td>8–10</td>
</tr>
<tr>
<td>Number of stored electrons</td>
<td>Cell level</td>
<td>~50</td>
<td>~10</td>
<td>~200</td>
</tr>
<tr>
<td>Write energy (J bit$^{-1}$)</td>
<td>Array level</td>
<td>$4 \times 10^{-16}$</td>
<td>$\sim 10^{-16}$</td>
<td>$2 \times 10^{-10}$</td>
</tr>
<tr>
<td></td>
<td>System level</td>
<td>$10^{-11} - 10^{-12}$</td>
<td>$\sim 10^{-12}$</td>
<td>$&gt;2 \times 10^{-10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$10^{-10} - 10^{-9}$</td>
<td>$\sim 10^{-9}$</td>
<td>$\sim 10^{-9}$</td>
</tr>
</tbody>
</table>

$^a$ Random write.  
$^b$ Random read.  
$^c$ Ref. [10].  
$^d$ Ref. [7].  
$^e$ Ref. [8].
3.5 Static Random Access Memory

SRAM consumes about a half or more of the area of a modern CPU chip. An SRAM cell is a bistable transistor structure typically made of two CMOS inverters connected back to back, as shown in Figure 3.7. The output potential of one inverter is applied as input of the other, forming a feedback loop that “freezes” the cell in a given state. Two access transistors in the off state are used to “isolate” the cell in the store or standby mode. The structure in Figure 3.7 represents the standard six-transistor (6 T) SRAM cell. The estimates offered in this section are

![Figure 3.7 SRAM 6 T cell showing electrons stored between barriers: (a) schematic; (b) an example layout](image-url)
based on simplified assumptions, and mainly serve to illustrate the basic principles of SRAM. For a more detailed analysis of SRAM operational parameters the reader can refer to a number of publications [11–14].

In order to change the state, the access transistors are turned on and external signals are simultaneously applied to inputs of both inverters from the bit line and the inverse bit line, so that the two inverters are set in the opposite states, for example, 0,1 or 1,0. If now the access transistors are turned off, the set state will be preserved, and thus the data stored.

SRAM cell looks very different from the DRAM or flash cells, for example it is built entirely from logic-type FETs and has no dedicated storage element, similar to a DRAM capacitor, or flash floating gate. However, the SRAM cell still can be represented by the generic two-barrier structure of Figure 3.1. The barriers are formed by FET channels (red lines) and by gate insulators. Since the height of the FET barrier is low, ∼0.5 eV) the stored charge retention time is small – the charge leaks out the system. The lost charge in SRAM is replenished from an external source. In Figure 3.7a such a source is schematically shown as an electron reservoir formed by a galvanic cell. Thus, SRAM operates in an “instant refresh” mode and needs always be connected to a power supply. The SRAM internal storage node is formed by gate capacitances of an inverter and conductive lines of the cell.

The internal storage node capacitance is composed of gate and junction capacitances of FETs and the connecting wires within the cell (see a SRAM cell layout in Figure 3.7b)

\[ C_{\text{cell}} \approx 2C_g + 2C_j + C_w \quad (3.13) \]

All components of the cell capacitances can be calculated using standard capacitance formulas. In these estimates the following normalized capacitance values will be used: \(C_g \approx 0.8 \text{ fF} \mu\text{m}^{-1}\) (per FET channel width) [15], \(C_j = 1 \text{ fF} \mu\text{m}^{-2}\) [16], \(C_w = 1.9 \text{ fF} \text{ cm}^{-1}\) (per wire length) [15].

The estimated SRAM node capacitance for several technology generations are shown in Table 3.5 along with nominal operation voltages. The corresponding number of stored electrons can be calculated using Equation 3.3 by substituting \(C_{\text{cell}}\) and \(V_{\text{cell}} = V_{dd}\) in Table 3.5. The cell-level write energy includes the energy of charging the storage node plus the energy of opening the two access transistors:

\[ E_{\text{cell}} = (C_{\text{cell}} + 2C_g)V_{dd}^2 \quad (3.14) \]

### Table 3.5 SRAM cell and array parameters for advanced technology nodes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>45 nm</th>
<th>32 nm</th>
<th>22 nm</th>
<th>16 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{\text{cell}}), F</td>
<td>(1.4 \times 10^{-15})</td>
<td>(8.8 \times 10^{-16})</td>
<td>(5.3 \times 10^{-16})</td>
<td>(3.7 \times 10^{-16})</td>
</tr>
<tr>
<td>(V_{dd}), V</td>
<td>1</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>(N_{el})</td>
<td>(~8700)</td>
<td>(~5000)</td>
<td>(~2600)</td>
<td>(~1600)</td>
</tr>
<tr>
<td>(E_{\text{cell}}), J</td>
<td>(2.2 \times 10^{-15})</td>
<td>(1.2 \times 10^{-15})</td>
<td>(5.7 \times 10^{-16})</td>
<td>(2.9 \times 10^{-16})</td>
</tr>
<tr>
<td>(C_{\text{line}}), F (^a)</td>
<td>(9.4 \times 10^{-14})</td>
<td>(7.8 \times 10^{-14})</td>
<td>(6.3 \times 10^{-14})</td>
<td>(5.2 \times 10^{-14})</td>
</tr>
<tr>
<td>(R_{\text{line}}, \Omega (^a)</td>
<td>1700</td>
<td>3500</td>
<td>4000</td>
<td>6300</td>
</tr>
<tr>
<td>(R_{\text{line}}C_{\text{line}}, \text{ns} (^a)</td>
<td>0.16</td>
<td>0.20</td>
<td>0.25</td>
<td>0.30</td>
</tr>
</tbody>
</table>

\(^a\) 256 × 256 SRAM array.
The estimated number of electrons and the cell-level write energy are also tabulated in Table 3.5.

The total dynamic energy for a write operation in array is mostly determined by the capacitances of the word and bit lines (see e.g., [17]).

\[
E_w = n \cdot C_{WL} \cdot V_{dd}^2 + m \cdot C_{BL} \cdot V_{dd}^2 - (n + m)C_{line} \cdot V_{dd}^2
\]  

(3.15)

where \( n \) is the number columns, \( m \) is the number of rows, and it is assumed in this simple estimate that \( C_{WL} \sim C_{BL} \sim C_{line} \). The values for \( C_{line} \) calculated using Equation 3A.4b in the Appendix, and assuming the line length factor \( \beta = 10 \), are shown in Table 3.5. The estimated array-level access energy is \( \sim 10^{-13} \) J (Table 3.6).

In practical memory systems additional energy is needed to support the peripheral circuitry. An example of recently reported SRAM system-level energy is 133 fJ per bit [18].

### 3.5.1 SRAM Access Time

The access time accumulates delays due to different resistances and capacitances present in a memory array. In a simplified form, the RC-bounded minimum access time can be written as:

\[
t_{SRAM} = (R_{FETon} + R_{line}) \cdot (C_{cell} + C_{line})
\]  

(3.16)

All characteristic resistances and capacitances in Equation 3.16 are summarized in Table 3.5 (see also Table 3A.2 in the Appendix) and the characteristic access times for several SRAM cell sizes are given in Table 3.6.

### 3.5.2 SRAM Scaling

In contrast with other electro charge-based memories, that is, DRAM and Flash, SRAM scalability has no obvious “hard” physical barriers above the FET scaling limits, that is, \( \sim 5 \) nm according to ITRS (Scaling limits for both DRAM and Flash are well above the 5 nm FET limit). In case of SRAM, the scaling limits are rather “soft.”

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Current</th>
<th>Minimal</th>
<th>Optimal(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature size ( F )</td>
<td>32–45 nm</td>
<td>Unknown</td>
<td>45 nm</td>
</tr>
<tr>
<td>Access time</td>
<td>Practical</td>
<td>&lt;10 ns</td>
<td>&lt;10 ns</td>
</tr>
<tr>
<td></td>
<td>RC limit</td>
<td>0.2 ns</td>
<td>0.2 ns</td>
</tr>
<tr>
<td>Write cycles</td>
<td>&gt;10(^{16})</td>
<td>&gt;10(^{16})</td>
<td>&gt;10(^{16})</td>
</tr>
<tr>
<td>Operating voltage</td>
<td>1 V</td>
<td>~0.3 (V)</td>
<td>0.2 (V)</td>
</tr>
<tr>
<td>Number of stored electrons</td>
<td>((2–8) \times 10^3)</td>
<td>~10(^{3})</td>
<td>~8000</td>
</tr>
<tr>
<td>(Cell level)</td>
<td>~10(^{-15})</td>
<td>~10(^{-16})</td>
<td>~10(^{-15})</td>
</tr>
<tr>
<td>(Array level)</td>
<td>10(^{-13})</td>
<td>~10(^{-14})</td>
<td>10(^{-13})</td>
</tr>
<tr>
<td>(System level)</td>
<td>~10(^{-12})</td>
<td>&gt;10(^{-13})</td>
<td>~10(^{-12})</td>
</tr>
</tbody>
</table>

\(^a\)Estimate based on \( V_{\text{min}} \) and DRV minimization, while maintaining the minimum cell area layout [20].

\(^b\)Expected RC delay at \(<16\) nm.
A significant challenge for SRAM scaling arises for process variation impacting the fluctuation of the parameters of the transistors forming an SRAM cell, for example, different threshold voltage. The mismatch between SRAM transistors can result in the failure of the cell [19], for example, flipping the cell data during read operation or during cell data holding when the supply voltage is decreased. Important performance measures of SRAMs stability are the lowest supply voltage for reliable read/write operation, $V_{\text{min}}$ and data retention voltage, $DRV$. Typically, the smallest possible transistors are used in the high-density SRAM, which makes the above challenges more difficult. For example as was argued in [20] based on $V_{\text{min}}$ and $DRV$ minimization, the minimum cell area cannot be maintained below 45 nm, and has to be increased as the node size decreases.

Also, single event upset (SEU) due to strikes of ionizing particles [21] is a difficult problem for SRAM scaling. SEU rate depends on the number of stored electrons which is decreasing with scaling. In addition, in advanced technology nodes the effects of multiple-node charge collection creates additional challenges [21].

Another challenge is increasing SRAM standby leakage due to increased gate, subthreshold, and junction leakage of the minimum-sized FETs so that the leakage power can be very significant in SRAM [14]. Larger-size transistors help to reduce leakage, and there is a clear trade-off between the memory cell area and the leakage power [14].

There are a number of SRAM design solutions to address above scaling challenges, including different layout topologies for the 6 T cells [22,23] and new cell design utilizing more transistors per cell, for example, 8 T and 10 T cells [24,25].

Also replacing the conventional planar CMOS with a 3-D Tri-Gate transistor technology allows to continue the SRAM scaling; recently a 22 nm SRAM was implemented in the 3-D Tri-Gate technology [26]. The viability of the Tri-Gate SRAM even at 10 nm has been confirmed by simulations [27].

### 3.6 Summary and Perspective

This chapter provides an outlook for the current baseline memory technologies, which include DRAM, SRAM, and Flash, all based on storing electron charge in a storage node. The physics of all charge-based memory devices have been analyzed using the barrier model, which allows derivation of the key performance parameters as well as scaling and performance projections.

Both for DRAM and flash memories, the scalability is likely to be limited to $>10$ nm. The main limiting factor of DRAM is the cell capacitor, while the scalability of flash cell is limited by the gate stack. In contrast with DRAM and Flash, SRAM scalability has no obvious “hard” physical barriers above the FET scaling limits ($\sim 5$ nm according to ITRS). In case of SRAM, the scaling limits are rather “soft.” The limiting factors include parameter variation, single event upsets, standby leakage; all of which can be addressed by design solutions, at least in principle.

This chapter has a special emphasis on the energetics of charge-based memory, including cell, array and system levels. This analysis of can be extended to new memory concepts, which would be helpful for better understanding of energetics of emerging memory including, for example, array parasitics and peripheral circuitry considerations.

### Appendix: Memory Array Interconnects

In a typical memory system, the memory cells are connected to form an array, and in many instances the properties of interconnecting array wires determine the operational characteristics.
of the memory system, size as speed or energy. The memory device is located at the point of intersection of bitline (BL) and wordline (WL). The length of interconnects line to accommodate \( N \) memory cells is:

\[
L_{\text{line}} \sim \beta \cdot F \cdot N
\]  

(3A.1)

where \( F \) is the nominal feature size. The line length factor, \( \beta \), depends on the memory types, for example, \( \beta \sim 2 \) for NAND flash, \( \beta \sim 2-4 \) for DRAM, and \( \beta \sim 10 \) for SRAM.

The basic parameters of array interconnects are their resistance \( R_{\text{line}} \) and capacitance \( C_{\text{line}} \) and these are directly related to \( L \) and \( F \). The line resistance can be estimated as:

\[
R_{\text{line}} = \rho \frac{L}{F^2}
\]  

(3A.2)

Now the resistivity of the metal line, \( \rho \), is different from the bulk resistivity of a metal for small cross-sections due to dimensional effects, \( \rho = \rho(F) \), when the wire width, \( w \), is less than the electron mean free path, \( \lambda \). The Fuchs–Sondheimer approximation [28–30] can be used to calculate resistance of nano-scale metal wires, which in the commonly used simplified form is:

\[
\rho(F) = \rho_{\text{bulk}} \left[ 1 + \frac{3}{4F} \lambda (1-p) \right]
\]  

(3A.3)

where \( \rho_{\text{bulk}} \) is the bulk resistivity of metal wire and \( p \) is specularity, that is, the probability of an electron being scattered elastically at the side surface of the wire. The resistance parameters, used for scaling analysis of array interconnects, are given in Table 3A.1. Table 3A.2 contains example data on line resistance calculated using Equations 3A.1–3A.3 and assuming that both the width and the height of the wire’s cross section is equal to the nominal feature size: \( w = h = F \).

Table 3A.1 Parameters for scaling analysis of array interconnects

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Numerical value</th>
<th>Rational</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk resistivity, ( \rho_{\text{bulk}} )</td>
<td>2.37 ( \mu \Omega \cdot \text{cm} )</td>
<td>Cu, ( T = 400 \text{ K} )</td>
</tr>
<tr>
<td>Mean free path, ( \lambda )</td>
<td>28 nm</td>
<td>Cu, ( T = 400 \text{ K} )</td>
</tr>
<tr>
<td>Specularity, ( p )</td>
<td>0.5</td>
<td>Experimental value in Cu interconnects: ( p = 0.3–0.5 ) [30]</td>
</tr>
</tbody>
</table>

Table 3A.2 Resistances and capacitances in memory array interconnects in a 256 \( \times \) 256 array with \( L_{\text{line}} = 2F \cdot N \)

<table>
<thead>
<tr>
<th>( F ), nm</th>
<th>90</th>
<th>70</th>
<th>60</th>
<th>50</th>
<th>40</th>
<th>20</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_{\text{line}} ) (( \Omega ))</td>
<td>151</td>
<td>199</td>
<td>238</td>
<td>294</td>
<td>383</td>
<td>925</td>
<td>2490</td>
</tr>
<tr>
<td>( r_{\text{line}} ) (( \Omega/\mu\text{m} ))</td>
<td>3.27</td>
<td>5.56</td>
<td>7.74</td>
<td>11.5</td>
<td>18.7</td>
<td>90.4</td>
<td>486</td>
</tr>
<tr>
<td>( C_{\text{line}} ) (fF)</td>
<td>55</td>
<td>50</td>
<td>45</td>
<td>40</td>
<td>35</td>
<td>24c</td>
<td>160c</td>
</tr>
<tr>
<td>( c_{\text{line}} ) (fF/( \mu\text{m} ))</td>
<td>1.19</td>
<td>1.40</td>
<td>1.46</td>
<td>1.56</td>
<td>1.71</td>
<td>2.32</td>
<td>156</td>
</tr>
</tbody>
</table>

\(^a\) Calculated using Equations 3A.1–3A.3.
\(^b\) 3-D calculations for practical 256 \( \times \) 256 DRAM array [31].
\(^c\) Extrapolation of the data calculated \( F = 40–90 \text{ nm} \) using Equation 3A.4.
The line capacitance is, in general, proportional to the wire length, \( C_{\text{line}} \sim \varepsilon_0 L \). However, the capacitance calculations in a memory array are more complicated, since in practical arrays, the total capacitance is considerably larger than the 2-D capacitance of wires. The array capacitance is increased due to additional contributions arising, for example, from the junction and gate capacitances of select transistors, 3-D effects, sense amplifier capacitance, and so on. Examples of the values of DRAM bitline capacitance, derived from measurements and 3-D capacitance simulations [31] are given in Table 3.2. An extrapolation of these data by a power function yields scaling for a 256 bit line and \( \beta = 2 \):

\[
C_{\text{line}}(F) \approx a F^k
\]  

or per unit length, using Equation 3A.1:

\[
\left( \frac{C_{\text{line}}}{L_{\text{line}}} \right) = \frac{a F^k}{\beta F N} = \frac{a}{256 \beta} F^{k-1}
\]

where \( a \approx 4.28, k \approx 0.57 \); \( C_{\text{line}} \) and \( F \) are measured in fF and nm respectively. Example values of line capacitances are given in Table 3A.2.
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4.1 Chapter Overview

Over the past years, there has been a significant effort in developing the next generation of nonvolatile memory (NVM) which would be used to replace or be integrated with current technologies. Semiconductor-based memory technologies such as SRAM and Flash are predicted to soon reach their fundamental limits in term of scaling [1]; therefore, an alternative technology capable of high areal density and low-power operation which can be embedded for memory applications is highly desirable. One potential NVM, Spin Transfer Torque Magnetic Random Access Memory (STT-RAM), emerged more than one decade ago and demonstrates the potential to replace most of today’s semiconductor memory technologies [2]. It provides faster and more cost-effective solutions for future applications. In this chapter, STT-RAM technology development is reviewed.

Table 4.1 summarizes characteristics of different memory technologies [1]. It compares current state of the art technologies including DRAM, SRAM, and Flash memories, as well as other prototype technologies including STT-RAM, FeRAM, and PCM. STT-RAM utilizes magnetic materials for data storage, is a nonvolatile memory, and unlike DRAM, does not require periodic refreshing of stored information. This also enables instant-on capabilities. The endurance of Flash memory is about $10^5$ cycles and the writing time ranges from micro- to milli-seconds. STT-RAM is predicted to perform over $10^{15}$ write cycles and have writing times of less than 1 ns. Since transistors are not the main storage element of STT-RAM, its power dissipation during the “off state” of the device is much less than corresponding transistor-based memories. The fast writing speed combined with the extremely high endurance of STT-RAM meets the technical demands of CMOS-based memories. This makes STT-RAM a potential candidate for “universal memory” in future information technology.
4.2 Spin Transfer Torque

4.2.1 Background of Spin Transfer Torque

STT-RAM utilizes the magnetization direction of a ferromagnetic layer for data storage similar to magnetic media in Hard Disc Drives. As shown in Figure 4.1a, an STT-RAM cell stack consists of a ferromagnetic free layer (FL) and a reference layer (RL) separated by a nonmagnetic space layer (SL). The self-sustained ferromagnetic free layer (FL) can maintain the data in the event of power loss and results in data nonvolatility. The changes in the magnetization configuration of the FL and RL result in a difference in the resistance of the STT-RAM cell such that it is low (high) when the two layers are parallel (antiparallel).

In 1996, Slonczewski and Berger independently predicted that a nanomagnet could be directly switched by a current flowing through a tri-layer structure [4,5]. This switching behavior is known as the spin transfer torque effect. When electrons pass through a ferromagnetic (FM) layer, FM1, as shown in Figure 4.1b, the current becomes spin polarized.
due to the s-d interactions inside FM1. With the correct choice of the spacer layer material and thickness, the spin polarization is preserved during the traveling of the electrons from FM1 to FM2. At FM2, the polarized electrons exert a torque on the local magnetic moment due to a transfer of angular momentum. Given a sufficiently large injected spin polarized current, the spin torques can be large enough to change the magnetization of FM2.

Slonczewski derived an expression to represent this torque and put it into the Landau–Lifshits–Gilbert equation [4,6]:

\[
\frac{dM_2}{dt} = \gamma M_2 \times H_{\text{eff}} + \alpha \frac{dM_2}{dt} M_2 + \frac{Ig}{e} M_2 \times \frac{M_1 \times M_2}{M_1 M_2}
\]  

(4.1)

where \( g \) factor is defined as:

\[
g = \frac{\text{sgn}(P)}{-4 + \frac{(1 + |P|)^{\frac{3}{2}}(3 + \cos \theta_{12})}{4|P|^3}}
\]  

(4.2)

\( M_i \) is magnetic moment of the spin in the \( i \)th layer (\( i = 1, 2 \)), \( \gamma \) is gyromagnetic ratio \((\gamma = -e\hbar/m_e)\), \( H_{\text{eff}} \) is the effective field that \( M_2 \) feels, \( \alpha \) is the Gilbert damping constant, \( I \) is the electrical current, \( e \) is the electron charge, \( P \) is the spin polarization ratio, and \( \theta_{12} \) is the angle between \( M_1 \) and \( M_2 \). The first term of Equation 4.1 represents the precession of spin about the effective field direction. The last two terms represent the damping and the current induced spin torque terms, respectively.

In 2000, Sun reported more details about the spin transfer torque mechanism [7]. He showed that there are three steps involved in the spin current induced magnetization switching: spin precession excitation, spin precession, and spin rotation. Figure 4.2a shows the model geometry for the calculation. The magnetic element has a geometric size of \( a \times a \times l_m \). \( M \) represents the magnetic moment and the current flow, \( I \), with polarized spin \( S \) is along the \( -e_x \) direction. With an effective field \( H_{\text{eff}} \), the \( M \) motion under applied spin current follows a spiral shape as shown in Figure 4.2b.

**Figure 4.2** (a) Schematic showing various parameters used in the spin transfer torque critical switching current calculation. (b) Trajectory of the \( M \) under applied spin current. Switching of \( M \) is not instant, but rather it follows a spiral motion [7]
The spin torque from the spin current shifts the moment from its initial direction. Then, the moment starts to precess due to the precession torque of $M \times H_{\text{eff}}$ as shown in Figure 4.2a. The angle between $M$ and its initial magnetization direction becomes larger by increasing the input current density. With sufficient spin current, the precession angle of $M$ becomes large enough to switch to the opposite direction. Sun also provided the critical switching current to induce the switching [7], given by:

$$I_c = \frac{1}{\eta} \left( \frac{2e}{h} \right) \frac{\alpha}{|\cos \phi|} (a^2 l_m M)(H_k + 2\pi M + H)$$ (4.3)

Where $\eta$ is the spin polarization ratio, $\alpha$ is the damping constant, $H_k$ is the anisotropy field, and $H$ is the applied field. Equation 4.3 provides guidance to reduce the critical switching current. For example, the switching current reduces upon increasing the magnetic spin polarization ratios or by having a magnetic layer with a smaller damping constant.

### 4.2.2 Experimental Observation of Spin Transfer Torque

Spin transfer torque provides an alternative way to drive a spintronic device. Magnetization can be switched directly by spin current instead of a magnetic field. There are extensive research studies on the current induced spin transfer torque for the switching of the magnetization. Spin transfer torque effect was first observed in magnetic nanowires [8,9]. When a current is injected along a magnetic nanowire, it is polarized within a nanometer range [10]. Spin current flows along the nanowire until it reaches a domain wall where the spin current exerts torques on the magnetic moments in the domain wall and forces the local magnetic moments to follow the direction of the spin current through exchange coupling. Therefore, for a constant input current, the domain wall is pushed along the current flow direction. It was demonstrated that the domain structure remains unaltered for the current density less than $10^7$ A/cm$^2$ where there is no breakdown in the domain wall structure [11]. Spin transfer torque effect was also observed in the point contact structure with Co/Cu multilayers and Co/Cu/Co sandwich structures [12,13] in which a sharp tip ($D \sim 100$ nm) was used to contact a magnetic multilayer surface. The magnetic state of the multilayer is monitored by measuring the magnetoresistance of the contact. The point contact structure provides a relatively simple method to detect spin transfer torque effect. Since spin transfer occurs within, at most, a few magnetic domains beneath the tip and the domains are coupled to the continuous magnetic film, the dynamics of the spin transfer effects are affected. As a result, the current density required to observe spin transfer is an order of magnitude larger than in isolated magnetic structures, that is, nanopillar structures. There are other limitations with the structure: the point contact tip can damage the layers; the sample fabrication (i.e., contact formation) is not fully reproducible; the sample size can only be deduced from the resistance of the device.

Due to difficulties in the fabrication process, the first successful spin transfer torque switching was observed in 2000 by Katine et al. [14], four years after the theoretical prediction. A giant magnetoresistive (GMR) stack was prepared by sputtering the structure Cu(120 nm)/Co(10 nm)/Cu(6 nm)/Co(2.5 nm)/Cu(15 nm)/Pt(3 nm)/Au(60 nm) onto an oxidized Si substrate. A current perpendicular to plane (CPP) nanopillar structure with 100 nm diameter was fabricated and a schematic drawing of the device is shown in Figure 4.3a. The difference in thickness for the Co layers allows the magnetization direction of the thicker layer to be held fixed so that the polarity of the current bias associated with the spin transfer excitations in the
A thinner layer can be determined. Figure 4.3b shows the resistivity curve of the nanopillar with the applied current swept from negative to positive values. The high (low) resistance corresponds to the antiparallel (parallel) configuration between the thin and thick Co layers.

### 4.3 STT-RAM Operation

#### 4.3.1 Design of STT-RAM Cells

Magnetic RAM, or MRAM, is operated by magnetic fields which are generated from write line 1 which lies along the easy axis and a bit line (write line 2) which lies along the hard axis of the magnetic elements (Figure 4.4a and b). The MRAM element selected to be written lies at the intersection of a word line and bit line. The total magnetic field generated from the two lines is strong enough to switch the magnetization of the MRAM element, while the field produced from a single line seen by other elements is not large enough to induce switching. A single word or bit line cannot produce a field sufficient to induce switching, while their sum at their intersection is larger than the switching threshold required for writing.
However, this writing process makes it difficult to efficiently scale MRAM. The magnetic orientation for MRAM elements relies on the shape anisotropy, which is sensitive to geometrical parameters of the cell. Small geometry variation or defects, which are unavoidable in fabrication, could induce large switching field distributions. Other memory cells along the bit line or word line may be switched when writing a specific cell. As a result, the operation window for such MRAM designs is narrow and is known as the half-field selection problem. The switching field distribution worsens with MRAM cell size shrinking. Therefore, it is difficult to achieve high density MRAM in this writing scheme.

Spin transfer torque provides a promising scheme to solve the half-field selection problem in field driven MRAM. Figure 4.5 shows a STT-RAM design operated by spin transfer torque where no magnetic field is required. The writing current directly goes through the memory element under the word line (transistor) control. Such design reduces the unintended writing errors. In addition, the writing current has better scalability since it is proportional to the device area according to Equation 4.3. STT-RAM has attracted attention due to its advantages, including scalability, speed, and power consumption [15,16].

A typical STT-RAM cell consists of one transistor to supply the current for writing and reading and one MTJ element for the actual storage of data (Figure 4.5). The generated voltage, which is proportional to $I_{\text{sense}} \times R_{\text{low}} \times TMR$, where $I_{\text{sense}}, R_{\text{low}},$ and TMR are the sense currents, low (parallel) resistance states, and TMR value, is then compared to a reference MTJ element to determine the state of the memory bit. In STT-RAM design, to achieve high memory density, the memory cell size can be as small as $4F^2$ based on the one MTJ and one transistor design scheme [17], where the width of transistor and MTJ is $1F$.

It imposes great challenges in STT-RAM design as the lowest $J_c$ ($J_c = I_c/a^2$) required for writing STT-RAM (above $10^6$ A/cm$^2$) exceeds what a transistor can supply at $1F$ width. Although drive current of a transistor is proportional to its channel width, a larger transistor is not an option due to its negative impact to the STT-RAM capacity. Thus the current density required to switch the magnetization of the FL has to be reduced. With a low $J_c$, the voltage across the tunneling barrier is also low, thus improving the endurance and stability of STT-RAM.

### 4.3.2 Key Parameters for Operation

STT-RAM utilizes MTJ structures instead of metallic giant magnetoresistive (GMR) structures. Metallic GMR devices have resistances of several ohms and small GMR ratios ($<20\%$) [18–21]. As such, it is not a suitable structure to integrate with CMOS transistors
and provide a sufficient signal to noise ratio. The MTJ structure is optimized to gain a high TMR signal as well as low product of resistance and area (RA). This is important for the MTJ to sustain a large switching current threshold and gain high data transfer rates. In 2004, the spin transfer torque effect was successfully demonstrated in a low RA MTJ structure based on an Al₂O₃ tunnel barrier [22–24]. Due to the electron incoherent tunneling mechanism in Al₂O₃, the maximum TMR value is only 70% in Al₂O₃ MTJ structures. In late 2004, a breakthrough of TMR around 200% was made by adopting a crystallized (001) MgO barrier layer with single crystal Fe (001) electrodes [25] or polycrystalline CoFe (001) electrodes [26]. Theoretical calculations show that the crystallized MgO barrier functions as a spin filter in a MTJ system. Only Δ1 states can coherently tunnel through the barrier, resulting in high spin polarization and high MR ratios. More recently, TMR values of around 600% and above have been achieved in CoFeB/MgO/CoFeB pseudo spin valve MTJs at room temperature [27–29]. Since then, MgO-based low RA MTJs with TMR above 150% and RA below 50 Ωμm² [30,31] have become the most suitable structure to be used in STT-RAM.

Another consideration for STT-RAM is the size and scalability of the devices required for achieving high density STT-RAM. While sub-20 nm MTJ structures have been demonstrated [16,32], other factors such as transistor size, sense current, and thermal stability can still have an impact on the scalability of STT-RAM.

It was mentioned that STT-RAM has better scalability compared to field driven MRAM. Given a fixed Jc value, writing current amplitude keeps reducing with memory cell shrinking until it reaches the superparamagnetic limit [33,34] where the thermal energy, kBT, is equal to the energy barrier and the magnetization state is no longer stable. As the memory cell size is reduced to the nanometer scale, the amplitude of the energy barrier, ΔE, between the two stable states is reduced since ΔE is defined by [34,35]

\[ \Delta E = K_u V \]  

where V is the volume and the anisotropy energy is defined as

\[ K_u = \frac{1}{2} H_k M_s \]  

The magnetization status change corresponds to forcing the memory elements to overcome the energy barrier E. Additionally, when T ≠ 0, thermal fluctuation can unintentionally increase the probability of the FL switching and result in data loss. Data storage typically demands the thermally activated hopping from one state to the other to be improbable over a period of 10 years or longer. Such hopping is known as thermally activated magnetic relaxation [36–38]. The data retention period is defined by

\[ \tau = \tau_0 \exp(\Delta E/k_BT) \]  

where τ₀ is the attempt frequency (typically one nanosecond). ΔE, given by Equation 4.4, has to be large enough to overcome the magnetization degradation caused by thermal fluctuation to achieve the desired data retention period. With thermal fluctuations, the magnetization of the FL is gradually changed with time as

\[ M = M_0 \exp(-t/\tau) \]
where \( t \) is the time and \( M_0 \) is the initial magnetization when \( t = 0 \). Equation 4.7 indicates that \( M \) decays with time and the rate of decay depends on \( \tau \) and therefore \( \Delta E \). However, if the memory cell size is so small that the thermal energy, \( k_B T \), is comparable to \( \Delta E \), \( \tau \) is small and \( M \) decays very fast. To overcome this and achieve ultrahigh areal density, STT-RAM with very small volume requires a large \( K_u \) to maintain thermal stability.

As shown in Figure 4.6a, for a cell size of 30 nm, the minimum required \( K_u \) is about \( 7 \times 10^5 \) erg/cm\(^3\) to maintain a thermal stability factor above 60. The required \( K_u \) has to be further increased as the memory elements are scaled down. This imposes tremendous writing difficulty for STT-RAM. According to Equation 4.3, the critical switching current density depends on the demagnetization field \( (H_d = 4\pi M_s) \) and anisotropy field. For a large memory cell size, \( J_c \) is dominated by \( H_d \) since \( H_k (K_u) \) is negligible compared to \( H_d \). However, for high areal density STT-RAM, \( H_k (K_u) \) has to be greatly increased for thermal stability and results in a large \( J_c \) as shown in Figure 4.6b.

Another aspect affecting the scalability of STT-RAM is the sensing capabilities. As \( J_c \) decreases, the read current also needs to decrease in order to prevent accidental switching of the element since the switching probability depends on \( J_c \) as [39]

\[
P_{\text{sw}} = 1 - \exp \left\{-\frac{\tau_p}{\tau_0} \exp \left[-\frac{E}{k_B T (1 - I_c/I_{c0})}\right]\right\} \tag{4.8}
\]

where \( \tau_p, \tau_0, E, I_c \) and \( I_{c0} \) are the current pulse width, attempt frequency, energy barrier, applied current, and critical switching current, respectively. In order to reduce the probability of switching, the read current needs to be reduced as the critical current for switching is reduced. Furthermore, as the MTJ devices are scaled down, variations in the device due to the fabrication process can result in reduction of the sensing current margin and affect the reliability of the device. As \( I_{\text{sense}} \) decreases, the sense margin also decreases together with device variations at small scales, and it can lead to a large bit error rate in sensing and determination of the state of the memory cell [40,41].

### 4.4 STT-RAM with Perpendicular Anisotropy

In the previous sections, we have discussed STT-RAM with in-plane anisotropy where magnetizations of both FL and RL are in the film plane. However, there are major drawbacks when applying in-plane anisotropy for STT-RAM. In high density STT-RAM, large shape anisotropy (high aspect ratio) is required to maintain thermal stability and eventually limits the
density. In addition, high aspect ratios are not preferred for fabrication processes, since geometry variations can change magnetic characteristics and result in nonuniformity of $J_c$. Furthermore, the existence of the demagnetization field ($H_d = 4\pi M_s$), which does not contribute to the thermal stability, imposes difficulty on reduction of $J_c$ for STT-RAM with in-plane anisotropy.

In 2006, Wang’s group proposed and demonstrated spin transfer torque in a CPP GMR device with perpendicular anisotropy [42]. $J_c$ in a perpendicular anisotropic system is given by

$$J_c = \frac{1}{\eta} \left( \frac{2e}{\hbar} \right) \frac{\alpha}{|\cos \varphi|} (\alpha^2 l_m) \left( |2K_u - 2\pi M_s^2| + HM \right)$$  \hspace{1cm} (4.9)$$

where $K_u$ is perpendicular anisotropy, which could be interface anisotropy or crystalline anisotropy, and other parameters are similar to equation Equation 4.3. Equation 4.9 suggests that $J_c$ depends on the effective perpendicular anisotropy $|2K_u - 2\pi M_s^2|$, which can be adjusted by tuning layer structure and materials. As a consequence, $J_c$ can be further reduced. Since perpendicular anisotropy is not a function of the shape anisotropy, memory cells can be circular in shape, which is favorable in reducing $J_c$ distribution. Thus, STT-RAM with perpendicular anisotropy has better scalability and is acknowledged as the major direction in STT-RAM development [16,43,44].

In order to generate perpendicular magnetic anisotropy, a multilayer superlattice structure of [magnetic layer/nonmagnetic layer]$_n$ is very common where the nonmagnetic layer is usually a heavy metal such as Pt or Pd [45,46]. The total magnetic anisotropy energy ($k_{\text{eff}}$) of the multilayer system is defined [47]

$$k_{\text{eff}}t_m = (k_{\text{cry}} - 2\pi M_s^2)t_m + 2k_s$$  \hspace{1cm} (4.10)$$

where $t_m$ is the magnetic layer thickness, $k_{\text{cry}}$ is the crystalline anisotropy energy of the magnetic layer, $2\pi M_s^2$ is from the demagnetization field ($H_d$), and $k_s$ is the perpendicular anisotropy induced by interface effects. Positive $k_{\text{eff}}$ value corresponds to a perpendicular magnetic anisotropy. Figure 4.7 shows an example of the magnetic layer thickness dependence

![Figure 4.7](image)

**Figure 4.7** Magnetic layer thickness dependence of $K_{\text{eff}} \times t_m$ [47]
of $K_{\text{eff}} \times t_m$, in which the magnetic layer is Co and the nonmagnetic layer is Pd [47]. The product of $K_{\text{eff}}$ and $t_m$ linearly depends on $t_m$, with a slope of $(k_{\text{cry}} - 2\pi M_s^2)$ and an intercept of $2k_s$. Magnetic anisotropy of the multilayer system is changed from perpendicular to in-plane with increasing magnetic layer thickness. Therefore, the anisotropy field ($H_k$) direction and amplitude of the multilayer system could be controlled by tuning the individual layer thicknesses [48,49].

Figure 4.8a shows a M-H loop of a sheet film with perpendicular anisotropy. The square loop shape indicates that the easy axis of the FL and RL are out of plane. The two-step switching indicates that the magnetizations of the FL and RL are well separated. Spin transfer torque induced magnetization switching in the nanopillar measured at room temperature is shown in Figure 4.8b. The positive current is defined along the direction from the bottom to top electrode. Two sharp resistance changes indicate current induced magnetization switching of the FL where the two different resistance states represent when the FL and RL are aligned parallel or antiparallel. Since magnetization of the FL is parallel with the direction of current flow, Figure 4.8b provides strong experimental proof that spin transfer torque is the main switching mechanism instead of the Oersted field.

Due to large $J_c$ values (up to $10^8$ A/cm$^2$) and low GMR ratios, spin transfer torque on all metallic CPP GMR devices with perpendicular anisotropy is still not practical for STT-RAM. In 2007, Toshiba demonstrated spin transfer switching in a MTJ device with perpendicular anisotropy. Using MgO as the barrier and TbCoFe/CoFeB as the RL and FL, $J_c$ was reduced to $3.6 \times 10^6$ A/cm$^2$ with TMR around 12% [50]. In 2008, $J_c$ was further reduced to $2.7 \times 10^6$ A/cm$^2$ and TMR was increased to 60% in a MTJ with MgO as the barrier. The structure used [Co/Pd]/CoFeB and FePt/CoFeB as the FL and RL, respectively [51]. However, such Pd- or Pt-based multilayer structures or alloys have a large damping constant and leads to large $J_c$, as shown in Equation 4.9, and low TMR due to strong spin–orbit interactions. Most recently, Ikeda et al. demonstrated perpendicular anisotropy in a CoFeB/MgO system, which has been widely used to generate high TMR in MTJs with in-plane anisotropy [28]. A thin but continuous CoFeB film is adopted as the FL and RL to generate perpendicular anisotropy at the interfaces with the MgO barrier layer. The anisotropy with respect to CoFeB thickness is shown in Figure 4.9 [52]. Ikeda et al. showed with a proper annealing process, TMR of the system is more than 120% with RA around $18 \Omega/\mu m^2$. The average intrinsic critical current
density is $3.9 \times 10^6$ A/cm$^2$, which is close to the value for in-plane configuration. Successfully building perpendicular anisotropy on CoFeB/MgO systems provides a solid base for high areal density STT-RAM with high thermal stability, low critical switching current and high TMR values. However, material and structure engineering [53] is still necessary to further reduce $J_c$ to less than $10^6$ A/cm$^2$, the requirement to be integrated with transistors for high density STT-RAM.

4.5 Stack and Material Engineering for $J_c$ Reduction

4.5.1 Dual Pinned Structure

Low critical switching current density and high thermal stability are two main foci in STT-RAM research and development. Theoretically, $J_c$ can be further reduced by increasing the spin polarization ratio, reducing the damping constant, and reducing the saturation magnetization of the FL. However, these attempts offer little room for improvement due to material limitations and high TMR requirement. The research on stack layer engineering, such as dual pinned RL structures [54], provides another approach for $J_c$ reduction. Figure 4.10 illustrates a stack structure with dual pinned reference layers. Two antiferromagnetic (AFM) pinning layers are adopted to bias the two RLs along opposite directions. The commonly used AFM materials are IrMn and PtMn in MTJ structures. The biasing direction can be set during the thermal annealing with application of a magnetic field. The FL is separated from the two RLs by two SLs which can be a metal or a tunneling barrier layer. Since the MR signal from the bottom and
top parts are opposite to each other, the two SLs cannot be identical in order to gain an output signal.

With the dual pinned RL structure, the efficiency of the spin scattering is greatly enhanced and the switching current density threshold is reduced as a result. With a high resistance value at the initial state, the magnetizations of the FL and bottom (top) RL are anti-parallel (parallel). As shown in the left diagram in Figure 4.10, polarized spin current will interact with the FL magnetization and align it with the magnetization of the bottom RL. The majority spins from the bottom RL will be reflected back by the top RL due to its opposite magnetization. Thus spin dynamic accumulation occurs between the two RLs [55,56]. When such spin accumulation exceeds a critical value, FL switching occurs. To switch the FL back, current polarity should be changed. Due to the symmetrical stack structure, spin can also be accumulated between the two FLs for both current polarities. With the spin accumulation, FL switching deviates from Equation 4.9 and a lower $J_c$ is expected. Wang’s group has successfully demonstrated that $J_c$ amplitude can be reduced by factor of four with a dual pinned RL structure (in DC condition) [57]. Diao et al. further confirmed that such structure significantly reduces intrinsic $J_c$ when excluding temperature effects [54].

Besides reduction of $J_c$ amplitude, the dual pinned RL structure also improves the symmetry of $J_c$. For a MTJ with a single RL, switching of the FL is induced by either the majority spin (from high resistance to low resistance) or minority spin (from low resistance to high resistance). High spin polarization of the RL and FL is essential to ensure high TMR and reduce $J_c$. The two switching processes require different $J_c$ amplitudes, resulting in asymmetrical writing current. In the dual pinned RL structure, it is the majority spins that induces switching regardless of the current polarity. Therefore, symmetry of $J_c$ is improved with the two identical RLs.

One disadvantage of the dual pinned RL structure is the high stack resistance due to more layers introduced in the design. High voltage has to be applied to supply a large enough switching current density. Another drawback is relatively low TMR values. The total TMR signal is the sum of the TMR/GMR effects from the bottom and top parts. As magnetizations of the two RLs are opposite, magnetization of the FL is always parallel to one RL and antiparallel to the other RL so the measured resistance difference ($\Delta R$) shrinks and results in a lower TMR signal.

Figure 4.10  Schematics of MTJ with dual pinned reference layers [57]
### 4.5.2 Nanocurrent Channel Structure Design

Since a large transistor is required to supply enough current to write STT-RAM cells, the footprint of the memory cell can be quite big and can limit the density of a STT-RAM chip. For a given current amplitude, however, local current density can be increased if the current crossing area is reduced. A nanocurrent channel (NCC) integrated with a MTJ has been proposed by Wang et al. with \( J_c \) reduced by factor of three [58].

Figure 4.11a shows the MTJ stack with two FLs and one FL integrated with a NCC structure. A NCC can be built by lithographic patterning which is quite complicated and costly. One alternative approach is to build a NCC using direct co-sputtering. It is a feasible and cost-effective mechanism to build small NCC for STT-RAM of an effective size of 20 nm or less. Wang et al. has reported co-sputtering Fe and Si with oxygen doping to form granular FeSiO NCC with a diameter of about 5 nm [46,59,60] (Figure 4.11b). One highlight of co-sputtering is to form NCC or columnar (island) growth of Fe or FeSi, surrounded by SiO\(_2\) insulating boundaries. Since Si-O has relatively higher bonding energy, Fe atoms will survive from the oxygen atmosphere and form a column structure surrounded by SiO\(_2\) boundaries.

The FeSiO layer consists of magnetic conductive nanovolumes (Fe, Fe-Si) and insulating boundaries (SiO\(_2\)). It can function as a current filter. If a current flows through the layer, it will be confined inside the conductive columns. Due to the reduced current cross-area (total area minus

---

**Figure 4.11** (a) MTJ stack integrated with nanocurrent channel structure. (b) Tunneling electron microscopy image of granular FeSiO nano current channel with diameter of about 5 nm [60]. (c) Switching characteristic of NCC device together with the device without NCC [58]
boundary area), the current density inside the nanocolumns will be increased. By adjusting the area ratio between the conductive areas and the boundary areas, the current density inside the conductive nanovolumes can be greatly increased. It provides a new approach to adjust the current distribution inside nanodevices that are sensitive to the current density.

Assuming the magnetizations of the FLs and RL are antiparallel at the beginning, electrons are polarized by the RL layer when they travel from the top layer to the bottom layer. Due to the current confining effect, the local current density in the current channels is increased. The magnetic moments (inside the magnetic NCC and FL 2) are reversed first and then spread the switching all over the free layer together with the help of the Fe or FeSi in FeSiO layer. After FL 2 switches, FL 1 is much easier to be switched because of the exchange coupling with FL 2 through the magnetic NCC. The reversed moments in the NCC, together with the polarized current, will switch the moment and results in switching of FL 1. In the switching process, the NCC layer is: (1) increasing the current density locally inside the nanochannels and the FL and (2) coupling with the two sub-free layers. Furthermore, since the FeSiO is “soft” due to its nanometer scale volume, its magnetic moment is much easier to be reversed (even under small polarized current). The reversed moment will help to switch FL 2. Under DC conditions, the spin transfer torque behavior of a MTJ with NCC is similar to that of a normal MTJ as shown in Figure 4.11c. As designed, the $J_c$ of the former is significantly reduced from $1.4 \times 10^7$ to $4.2 \times 10^6$ A/cm$^2$ and the symmetry of $J_c$ for the two current polarities is also improved.

The switching process discussed above was induced under scanning of quasi-static DC current, in which thermally activated spin transfer occurred. Thermal fluctuation from the outside environment helps the spin current to switch the free layer. In reality, STT-RAM is driven by nanosecond current pulses; thermal assistant energy is excluded in such short time frame. Therefore, the critical switching current density is higher. The relationship between critical switching current density, $J_c$, and pulse width, $\tau_p$, is [61]

$$J_c = J_{c0} \left(1 - \frac{k_B T}{K_u V} \ln \frac{\tau_p}{\tau_0}\right)$$  \hspace{1cm} (4.11)

where $J_{c0}$ is the intrinsic critical switching current density without thermal activated assistance. Equation 4.11 indicates that $J_c$ is always smaller than $J_{c0}$ and equals $J_{c0}$ only at $T = 0$ K. Experimental results show that $J_{c0}$ is normally two or three times higher than the thermally assisted critical switching current, $J_c$, at room temperature. Equation 4.11 also can be used to evaluate the intrinsic switching current density and the thermal stability factor [39,62–64]. Wang’s group reported that $J_{c0}$ is reduced from $2.4 \times 10^7$ A/cm$^2$ to $8.5 \times 10^6$ A/cm$^2$ with a NCC structure in MTJ.

### 4.5.3 Electric Field Assisted Switching

The previously mentioned methods for reducing $J_c$ for MTJs involve changing the materials and stack structure or device design, but the magnetic properties of the material stay the same. Although there are studies that have been done using multiferroic materials [65,66], they are not commonly used in spintronic devices. It has recently been shown that the magnetic properties of ferromagnetic materials, particularly the perpendicular anisotropy, can be modified by the application of an electric field [67–69]. By tuning the magnetic properties, the energy barrier for magnetization switching can be reduced, resulting in a lower $J_c$ for STT switching.
An electric field, which is generated by applying a voltage across a dielectric (in this case, MgO), can modify the electric properties of certain magnetic thin films by changing the electron density at the Fermi energy level. However, this effect is seen only near the interfaces between the FM and MgO and changes the interfacial anisotropy. As the ferromagnetic films become thicker, the demagnetization field and bulk crystalline anisotropy dominates over the interfacial anisotropy changes and diminishes the electric field modified anisotropy. Therefore, very thin films are required for electric field modification of the magnetic anisotropy. The perpendicular anisotropy energy density is given by [70,71]

\[ E_{\text{perp}} = \left( -\frac{1}{2} \mu_0 M_s^2 + K_u \right) d + K_{s,\text{MgO/Fe}} + \Delta K_s(V) \] (4.12)

where \( \mu_0, M_s, K_u, d, K_{s1}, K_{s2}, \) and \( \Delta K_s(V) \) are the permeability of free space, saturation magnetization, crystalline anisotropy, thickness of the ferromagnetic film, surface anisotropy from the first interface, surface anisotropy from the second interface, and induced surface anisotropy due to an applied voltage, respectively.

The first experimental evidence showing that electric fields could be used to modify magnetic anisotropy was shown in 2007 [72]. FePt and FePd thin films were epitaxially grown on MgO(001) and by the application of \(-0.6\) V, a 4.5% and 1% change in the coercivity were observed for the FePt and FePd films, respectively.

In 2009, electric field induced magnetic anisotropy changes were demonstrated for BCC Fe(001)/MgO(001) junctions where the Fe thin film was a few monolayers thick [73] as well as for several monolayers of FeCo/MgO [74]. Using optical Kerr measurements, it was demonstrated that the anisotropy could be modified by about 40%, changing from \(-31.3\) to \(-13.7\) kJ/m\(^3\) with the application of 200 and \(-200\) V [73]. By changing the applied voltage, and therefore strength of electric field at the interface between the ferromagnetic material and MgO, the magnetization of the FeCo films can be changed from in-plane to perpendicular, as shown in Figure 4.12 [74].

The application of an electric field for magnetic anisotropy modification has not only been shown in thin films, but also in MTJs. In 2011, electric field assisted switching in a CoFeB/

Figure 4.12  (a, b) Change in the magnetic anisotropy from in-plane to perpendicular due to the applied electric field in FeCo films [73]
MgO/CoFeB MTJ was demonstrated [70]. An appropriate bias field is applied for operation of the device and then through application of an electric field, the coercivity change results in changing the FL and RL magnetization between parallel and antiparallel. The coercivity of the FL (RL) changes from 72 Oe (115 Oe) to 20 Oe (137 Oe) with the application of a bias voltage of $V_{\text{bias}} = -870 \text{ mV} (+890 \text{ mV})$. Additionally, by applying bias voltages of $-0.9 \text{ V}$ and $-1.5 \text{ V}$, the critical switching current density required for STT switching of the devices was reduced to $-1.2 \times 10^4$ and $-2.4 \times 10^4 \text{ A/cm}^2$. If this electric field control of the magnetic anisotropy is integrated with STT-RAM devices, it will significantly reduce the writing current and improve the energy efficiency of the devices.

### 4.6 Ultra-Fast Switching of MTJs

An important issue to consider with STT-RAM is the write speed. Spin torque switching on the picosecond scale has been demonstrated for MTJs [75,76]. In order to achieve this ultra-fast switching, an orthogonal MTJ structure has been adopted, which consists of an in-plane FL and two polarizing layers, one in-plane and one orthogonal to the plane. The structure used in [77] has the following structure: bottom lead/in-plane polarizer/barrier layer/free layer/barrier/perpendicular polarizer/capping layer. The magnetoresistance value is due to the orientation of the free layer relative to the in-plane polarizing layer. In a traditional in-plane MTJ, the initial torque exerted on the free layer is small since it depends on the angle between the different magnetic layers as seen by Equation 4.1. However, the addition of an orthogonal polarizing layer results in a large initial spin torque. The magnetization trajectories for the case of a traditional in-plane MTJ and orthogonal MTJ are shown in Figure 4.13a and b. The trajectories were calculated using a macro spin approximation of the Landau–Lifshitz–Gilbert equation with the STT term. From the magnetization trajectories, we can see that the free layer magnetization of the orthogonal MTJ is quickly switched to out-of-plane and results in a faster switching speed. To demonstrate the switching of the orthogonal MTJ, voltage pulses of varying widths and magnitudes were used and the requirements for 50% switching probability was determined. At an excitation voltage of 1.58 V, the switching time could be reduced to 120 ps without the aid of an external bias field.

![Figure 4.13](image)

Figure 4.13 (a) Magnetization trajectories for an in-plane MTJ (b) for orthogonal MTJ [77]
In 2012, Zhao et al. [78] utilized a CoFeB/MgO/CoFeB MTJ structure with Fe rich CoFeB. The Fe rich CoFeB results in a strong perpendicular interface anisotropy, but the magnetization of the magnetic layers remains in-plane. They demonstrated that for a 50% switching probability, a 165 ps pulse width was required, and for a switching probability of 98%, the required pulse width was 190 ps where the excitation pulse amplitude was 1.89 V. This corresponds to switching energies of 0.16 and 0.21 pJ for 50 and 98% switching probabilities, respectively. The fast switching of the devices is attributed to a reduction in the out-of-plane demagnetization field due to the perpendicular interface anisotropy.

4.7 Spin–Orbit Torques for Memory Application

Recently, the study of current induced spin–orbit torques in ultrathin magnetic structures in the absence of a spin polarizer has attracted a strong interest among researchers due to its potential for low power magnetization switching [79–83]. Different phenomena, such as the Rashba effect [79,80] and the spin Hall effect [14,84], have been proposed to explain the current induced torques with an in-plane current. In this section, we briefly discuss the Rashba and spin Hall effects and present some of the recent progress in this area.

Although the Rashba effect was known in semiconductor materials for a long time [85], it recently has been found that the current induced Rashba field could be comparable to current induced spin transfer torque in metallic systems [79,86]. An ultra-thin film of magnetic layer (∼1 nm) is sandwiched between a nonmagnetic metal and insulating layer. The nonmagnetic metal layer must have strong spin–orbit coupling such as Ta, Pt, and Pd. Due to the inversion asymmetry of multilayer thin films, the conduction electrons feel a net electric field caused by an asymmetric Coulomb potential profile. Furthermore, presence of strong spin–orbit coupling in the transition ferromagnetic metallic system interprets this electric field to an equivalent magnetic field. The magnitude of the Rashba field, \( H_{\text{ra}} \), is given by [87,88]:

\[
H_{\text{ra}} = \frac{\alpha R P}{\mu_B M_s} (\hat{z} \times J_e),
\]

where \( \mu_B \) is the Bohr magneton, \( M_s \) is the saturation magnetization, \( P \) is a parameter that represents the s-d electron coupling strength, \( \alpha_R \) is the Rashba coefficient (proportional to the spin–orbit strength of the material) and \( J_e \) is the input current density. Although the Rashba field is concentrated only at the interface of the magnetic and nonmagnetic layers, its intensity could be quite large (the order of 1 Tesla for a current density of about 10^8 A/cm^2) [79,80,87].

In 2012, another proposal came out that suggested spin–orbit torque originated from the spin Hall effect [14]. In a material with a strong spin–orbit coupling, electrons with opposite spins deflect in different directions according to \( \vec{J}_s \propto \vec{\sigma} \times \vec{E} \) where \( \vec{E} \) is the applied electric field, \( \vec{\sigma} \) is the electron spin direction, and \( \vec{J}_s \) is the generated spin current. The direction of the accumulated spin at the boundary of the nonmagnetic layer is shown in Figure 4.14a. Since spin accumulates at each boundary of the material, the presence of a magnetic material at the interface with the nonmagnetic channel results in the absorption of the spin current and application of spin torque on the magnetic moments.

Recently, there have been some reports on the characterization of both torques in the magnetic multilayer structures [89,90]. In spite of fact that which effect is the dominant mechanism of the magnetization switching, spin orbit torque is a promising candidate for the magnetization switching. There has been a proposal of a three terminal device shown in
Figure 4.14b that utilizes the spin orbit torques for the magnetization writing [14]. In this device, the writing and reading have different paths. For writing of the data on the magnetic layer, a current is passed through the spin orbit channel; for the reading, a small current is passed through the MTJ stack.

The three-terminal device has several advantages over the conventional STT-RAM memory cell. Since the read and write current paths are separated, each path can be optimized for its specific purpose. By preventing the passage of large current through the tunnel barrier, there is no breakdown issue. It has been shown that the efficiency of the spin Hall induced spin torque is higher than the conventional spin transfer torque effect [81]. Furthermore, the Joule heating can be significantly reduced since the write path can have much lower resistance. In addition, the MTJ can be optimized for a large TMR. Finally, other switching mechanism such as electric field assisted switching can be easily integrated with the three-terminal device.

4.8 Current Demonstrations for STT-RAM

The first demonstration of STT-RAM was in 2005 by Sony where they demonstrated the first 4 kbit STT-RAM [91]. Hitachi and Tohoku University announced their 2 Mbit STT-RAM in 2008 [92] and later demonstrated in 2009 a 32 Mbit STT-RAM. Grandis has announced their low power STT-RAM where the writing energy is 0.16 pJ with a write current of 80 μA, write voltage of 0.4 V and write speed of 5 ns [93]. Everspin announced in November 2012 the release of their 64 Mbit STT-RAM [94].

4.9 Summary and Perspectives

STT-RAM is a competitive memory technology which is nonvolatile, fast and endurable. It offers a simpler cell structure compared to MRAM and allows for better scalability. It can be a universal memory for personal electronic devices, automobile, and space technology. After years of development, STT-RAM chips have been commercialized for embedded memory applications. The crucial issue of STT-RAM is the high critical switching current density for writing process, which requires even higher current to achieve faster write speeds.

Various cell structures and material engineering methods have been proposed and shown to successfully reduce critical switching current density without degrading the thermal stability of the STT-RAM cell. Utilization of MgO as the tunnel barrier for MTJs has brought many
advantages for STT-RAM. Successful integration of MgO MTJs with spin transfer torque brings critical switching current density down to $1 \times 10^6$ A/cm$^2$ and TMR values of more than 150%. However, utilizing shape anisotropy will eventually limit chip capacity for in plane STT-RAM. MTJs with perpendicular anisotropy, both due to interfacial anisotropy or crystalline anisotropy, have better scalability and higher spin transfer efficiency in terms of thermal stability over critical switching current density. Spin transfer torque together with perpendicular anisotropic MTJs is a promising candidate for high areal density STT-RAM. It has also been shown that electric field assisted switching can be used to reduce the writing energy. Furthermore, recent progresses on the spin-orbit torques demonstrate an exciting approach to solve most of the STT-RAM issues and introduce a new device structure for the STT-RAM memory cell.

References
41. Article, R. Challenges for semiconductor spintronics, vol. i, pp. 40–44.


5

Phase Change Memory

Rakesh Jeyasingh, Ethan C. Ahn, S. Burc Eryilmaz, Scott Fong, and H.-S. Philip Wong
Department of Electrical Engineering, Stanford University, USA

5.1 Introduction

In the late 1960s, Stanford Ovshinsky’s (1922–2012) discovery of switching and phase change phenomena in chalcogenide materials [1] seeded new possibilities in data storage understanding/application. Initially, phase change chalcogenides impacted the optical disk market, enabling DVD and Blu-ray disks. Concomitantly, innovation in the materials and solid-state memory device research has led to Phase Change Memory (PCM) as one of the potential candidates for future nonvolatile memory technology [2]. The traditional memory hierarchy has a major bottleneck for improving the overall system performance due to increasing performance gap between the main memory and hard disk storage. PCM has the potential to combine DRAM-like features such as bit alteration, fast read and write, and good endurance and Flash-like features such as nonvolatility using a simple device structure. Thus introduction of PCM in the memory hierarchy would enable a seamless and versatile data exchange between the processor and storage [3]. PCM is also expected to be a highly scalable technology extending beyond the scaling limit of existing memory devices [4].

In this chapter, we focus on one of the mature emerging memory technologies – PCM – by summarizing the important material and device learning in recent years [5–8], with a focus on how fundamental physics interact with device properties and the device scaling potential of PCM. We start with a description of the basic device operation in Section 5.2. The properties of the phase change material, reviewed in Section 5.3, are of fundamental importance to device optimization for the targeted application (such as finding the best speed, retention, and endurance tradeoff) as well as the scalability of PCM. Any new semiconductor technology, including PCM, must be scalable for many generations. The potential for the PCM to scale to nanoscale dimensions is explored in Section 5.4. The vision of a high-density memory attained via multi-bit operation of the memory cell and three-dimensional stacking of the memory array is reviewed in Section 5.5. In Section 5.6, we review two of the most promising applications of PCM. Finally, we offer a view of the future and conclude in Section 5.7.
5.2 Device Operation

One of the most common structures of a PCM cell, called the T-cell or a mushroom cell is shown in Figure 5.1a. The name “mushroom” stems from the fact that the programming region is in the shape of a “half dome.” The phase change material forms a “T” shape with a highly resistive, narrow structure called a “heater” element.

PCM uses the large resistivity contrast between the crystalline (low resistivity) and amorphous (high resistivity) state of a phase change material in order to store the information. This phase (resistivity) change is achieved by applying sufficient thermal energy to change the phase of the material. In order to reset the PCM cell into its amorphous state, a short electrical pulse (typically <50 ns) is applied to the bottom electrode contact (BEC). The amplitude of the pulse is such that the heat generated in the phase change material–heater interface causes a region of the phase change material to melt. The thermal pulse is quenched rapidly to cause the molten region to cool to its amorphous state. For the case of set programming, the PCM cell is applied an electrical pulse that is sufficient to increase the temperature of the programming region above the crystallization temperature and a time period sufficiently long to crystallize the phase change material. To read the state of the cell a small electric pulse is applied to measure the cell resistance such that it does not disturb the state of the cell. The different pulse shapes are summarized in Figure 5.1b.

The current–voltage characteristics of the set and reset states are shown in Figure 5.2. It can be seen that there is a large resistance contrast between the set and the reset state for voltages below the threshold switching voltage ($V_{\text{th}}$). The cell in the reset state has a high resistance below $V_{\text{th}}$ and shows electronic threshold switching behavior at $V_{\text{th}}$, that is, a negative differential resistance. For voltages below $V_{\text{th}}$ (sub-threshold region) the PCM returns to its original amorphous state after removing the electrical stimulus. However for voltages above $V_{\text{th}}$ when the electrical stimulus is retained for a sufficient amount of time, the PC material undergoes memory switching into a low-resistivity, crystalline state. The programming of the PCM cell critically depends on this electronic threshold switching process [6], the physics of which is yet to be fully understood. The conduction of high current through the amorphous region is enabled only by this switching process in order for the crystallization process to occur.

Reset programming consumes the largest power since the cell needs to reach the melting temperature of about 600 °C. The reset current required for the cell to reach this melting

![Figure 5.1](image_url) (a) Cross-section schematic of a conventional phase change memory cell. The electrical current passes through the phase change material between the top electrode and heater. Current crowding at the “heater” to phase change material contact results in a programmed region illustrated by the mushroom boundary. This is typically referred to as the mushroom cell. (b) PCM cells are programmed and read by applying electrical pulses to change the temperature inside the PCM cell accordingly. © IEEE. Reprinted with permission, from [7]
temperature depends on a number of factors such as the electrical resistivity and thermal conductivity of the materials used as well as the specific device structure (which determines the thermal environment of the device). The set programming however limits the operating speed of the PCM as it takes longer time to crystallize the amorphous region.

5.3 Material Properties

The active material of a PCM cell is the phase change material that determines the majority of the device characteristics. These materials have three major requirements: bistability of the amorphous and crystalline states, ability to rapidly switch between the two states, and high electrical resistance or optical reflectivity contrast between the two states. While most known phase change materials can exist in both a glassy and crystalline state, few have both the biphasic stability and suitable transition dynamics between both phases required for memory applications. More specifically, crystallization time of materials varies significantly, but only values in the nanosecond regime are viable candidates for commercial applications. These requirements significantly limit the range of viable materials for PCM to those mostly in the chalcogenide family (Group 16 elements, primarily S, Se, and Te). Despite the discovery of the switching phenomenon in the 1960s [1] the technological success of optical storage based on phase change materials was only possible after the discovery of a new class of materials that fulfilled the requirements of this technology. The chalcogenide alloys along the GeTe-Sb$_2$Te$_3$ pseudo-binary line (Figure 5.3) are among the most commonly used materials because of their large optical and electrical contrast and faster crystallization times. The discovery of this class of chalcogenide alloys led to a very successful re-writable storage technology with its third generation 100 GB capacity Blu-ray disks [9]. In addition, the excellent electrical and scaling properties of these materials sparked a new interest in early 2000 for these materials to be used in nonvolatile memory applications [2]. The following sections describe in detail the different aspects of the phase change material properties that make PCM a potential candidate for the future nonvolatile memory technology.

![I–V characteristics of the SET and RESET states. The RESET state shows switching behavior at the threshold switching voltage ($V_{th}$). The RESET state stays in the high resistance state below $V_{th}$ (sub-threshold region) and switches to the low resistance state at $V_{th}$](image-url)
5.3.1 Electrical and Phase Transformation Properties

The electrical resistivity contrast between the crystalline and amorphous (as-deposited) state in phase change materials can be up to five orders of magnitude [10]. Figure 5.4 shows the resistivity change with temperature for different class of phase change materials. It can be seen that there is a sudden drop in the resistivity at a particular temperature and this temperature is commonly referred to as crystallization temperature ($T_{\text{crys}}$). Materials need to be chosen such

![Figure 5.3](image1.png) The most popular phase change material GST 225 falls in the tie-line between GeTe and Sb$_2$Te$_3$. © Nature. Reprinted with permission, from [8]

![Figure 5.4](image2.png) Resistivity as a function of temperature during a heating cycle at 1 K s$^{-1}$ for initially amorphous, as-deposited 50 nm films of various phase change materials. Initially, the thin films have a high resistance that drops sharply when the crystallization temperature is reached, and it stays low upon cooling. GST – Ge$_2$Sb$_2$Te$_5$, N-GST – 7 at% N doped GST, GeSb – Ge:Sb ratio 15:85, AIST – Sb$_2$Te doped with 7 at% Ag and 11 at% In. © Journal of Applied Physics. Reprinted with permission, from [10]
that the $T_{\text{crys}}$ is high enough to ensure proper retention of the amorphous state for 10 years at the operating temperature of the PCM cells, that is, 85 °C for embedded memory applications and 150 °C for automotive applications. In contrast to the above requirement, the materials must undergo phase transformation in the nano-second regime to meet the memory application requirements. These are very conflicting requirements and a number of different alloy compositions and doping techniques [11] have been studied to identify the desired material composition that meets the specifications of both the retention and speed for nonvolatile memory applications. Recently, a N-doped GST alloy [12] achieved retention at 120 °C for 10 years that meets the requirements for industrial and some automotive applications.

5.3.1.1 Conduction Mechanism and Threshold Switching

The electrical conductivity in the amorphous phase can be described by thermally activated hopping transport [13] as shown in Figure 5.5. A Poole–Frenkel (PF) transport of carriers through traps leads to a current which is linear with voltage for very small voltages and exponential for high voltages. The trap energies are randomly distributed in the band gap of the amorphous material and the PF conduction happens through preferred filamentary paths that have the least overall activation energy [14]. At a certain material-dependent threshold field on the order of 10–100 V μm$^{-1}$ [15] the resistivity of the amorphous phase change material suddenly decreases by orders of magnitude, negative differential resistance is observed, and so-called threshold switching occurs (Figure 5.2). The mechanism behind threshold switching is still not fully understood and several models have been proposed as a possible mechanism. The Joule Heating model [16] attributes the threshold switching to thermal runaway within the chalcogenide layer. This model is based on a simple observation that the current through the phase change material increases exponentially due to the temperature-dependent conductivity of the phase change material as temperature increases. However, since the speed of switching is faster than the thermal time constant, electronic mechanisms are favored over purely thermal mechanisms [17]. In the Impact Ionization model, for higher electric fields the current rises exponentially due to secondary carrier generation in the amorphous region. The electrons get trapped in the donor-like traps. But as the field increases, all the trap states are filled and the free carrier density increases. The impact ionization overcomes the carrier recombination process, the traps are filled and the voltage snap back occurs. As a result, higher current can flow through the device at a lower voltage and the impact ionization process still happens but with a lower multiplication rate [18–20]. In another electronic model, threshold switching is attributed to energy gain of electrons in a high electric field leading to a voltage–current instability [6]. In the field-induced nucleation model [21],

![Figure 5.5](image)

Figure 5.5 (a) Schematic showing the carrier trapped in the localized states of the amorphous phase change region at the trap energy $E_T$. The inter-trap spacing is $\Delta Z$ (b) On applying a bias voltage $V_A$ across the amorphous region the barrier height to the carrier hopping is reduced enabling them to hop from one trap to the other easily, resulting in sub-threshold conduction [139]
threshold switching is explained based on the electric field assisted formation of crystalline nuclei across the programming region. These crystalline nuclei disappear if the electric field is removed prematurely and would go back to its original amorphous form. There is no experimental demonstration as to which of the above models correctly explains the physics behind the threshold switching. The dominant switching mechanism may depend on the material system and more than one mechanism might be required to explain the experimental observations at different operating conditions or device dimensions. The electrical conduction in the crystalline phase of the phase change material can be described straightforwardly with the drift diffusion behavior of a doped semiconductor resulting in Ohmic behavior at low voltages [18]. NonOhmic behavior of PCM cells for higher voltages can be attributed to Joule heating by the current causing the temperature-dependent resistance to change.

5.3.1.2 Resistance Drift

The phase transformation to the amorphous state is achieved either by ion implantation [22] or by melt-quenching with an electrical/optical pulse. The amorphous state resistance of a PCM cell, measured at a given read voltage is determined by the nature and volume of the amorphous region formed during the reset programming. The amorphous resistance does not remain constant but rather drifts logarithmically with time to a higher value immediately after the reset pulse is removed following the power law $R = R_0 \times (t/t_0)^\nu$ where $R$ and $R_0$ are the present and initial resistances, $t$ and $t_0$ the present and initial times, and $\nu$ the drift exponent [23]. This phenomenon is called resistance drift. Figure 5.6 shows the change in the amorphous resistance of a PCM cell over time for different reading temperatures immediately after reset programming [24]. The drift is also a strong function of the temperature [25] and the volume of the amorphous region [26]. Higher temperatures and larger amorphous volumes have larger drift coefficient. The threshold voltage also shows a similar behavior with time [27]. While resistance drift to higher values increases the on/off ratio for two-level memory, it is a major problem for the multi-level PCM implementation [28] because the different resistance levels overlap as time progresses and is no

![Figure 5.6](image-url) Reset resistance as a function of time after reset programming for various annealing temperatures ($T_A$). Cells are programmed and read at room temperature, 25 °C [27]. © IEEE. Reprinted with permission, from [140]
more distinguishable from each other. There is currently no consensus on what causes drift, but there are two major theories that explain as to why drift occurs in PCM. According to the Structural Relaxation (SR) model, drift is explained as a reduction in the number of structural defects (distorted bonds, wrong bonds, vacancies, etc.) that causes an increase in the band gap and of the activation energy for conduction [23,24]. In other words, the density of traps decreases with time due to reduction of the structural defects, causing the trap spacing to increase, which in turn raises the barrier for PF conduction through the trap states. Alternatively, resistance drift is explained as the relaxation of the compressive stress developed in the amorphous phase at solidification [29]. In fact, the density of the amorphous phase is 6.5% lower than the crystalline phase, thus possibly causing a compressive stress after reset programming in PCM cells where the amorphous region is surrounded by a crystalline region. Experimental results on nanowire PCM devices indicate that the drift coefficient decreases with the size of the phase change nanowire [29]. The results also show that the drift exponent is higher for nanowires encapsulated with nitride or oxide, presumably due to the enhancement of the local stress by mechanical confinement. However, a recent study on PCM thin films and devices subjected to external mechanical stress [30] suggests that the resistance drift is primarily due to structural relaxation and not by any mechanical stress relaxation. There is still a lack of proper systematic study explaining the direct impact of mechanical stress on PCM devices and whether there is any correlation between the two theories.

5.3.1.3 Mechanism of Crystallization

When the electric pulse is applied for a sufficient amount of time after the threshold-switching event, the amorphous region is transformed into its crystalline phase provided the temperature reaches above the crystallization temperature, but below the melting temperature; this process is called crystallization. The nucleation and growth processes govern the crystallization kinetics of PC materials. Nucleation involves the formation of small crystalline nuclei in the amorphous matrix, and growth involves the subsequent expansion of the phase front separating the amorphous and crystalline regions. The driving force for crystallization is the gain in free energy below the melting temperature. While similar in bonding structure, common phase change materials are traditionally divided into two categories based on their crystallization kinetics: growth-dominated materials and nucleation-dominated materials [31]. (Figure 5.7) Growth dominated materials are generally related to the family of AgIn doped Sb$_2$Te (AIST) materials, and are characterized by slow nucleation, but fast growth of crystalline domains. In contrast, the prototypical nucleation dominated material is Ge$_2$Sb$_2$Te$_5$ (GST) where nucleation events happen
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Figure 5.7 Nucleation and growth dominated phase change materials.
quickly during crystallization. Nucleation-dominated materials generally fall on the tie-line between GeTe and Sb$_2$Te$_3$ whereas growth-dominated materials contain much more antimony. (Figure 5.3) In case of the growth dominated materials, the time it takes for crystallization ($t_{\text{crys}}$) depends on the size of the amorphous region, while it is independent in case of nucleation dominated materials [31]. It has been shown that, in the case of highly scaled PCM devices, the growth dominated phase change materials enable faster crystallization times because of the smaller amorphous volume [33]. The dynamics of crystallization (phase change) in GST and related systems have been fairly well interpreted in terms of the classical nucleation and growth model developed by Kolmogorov, Johnson and Mehl, and Avrami (KJMA model) [32]. The KJMA model gives the macroscopic evolution of the transformed phase under isothermal annealing condition and has been extended to analyzing transformations under a constant heating rate. Recently [34], a modification involving the introduction of fractal geometry and the Meyer–Neldel rule [132] for thermally activated processes was introduced into the KJMA theory to account for the deviations in the measured physical parameters like Avrami exponent ($n$) and frequency factor ($\nu$). Further a number of other crystallization models [35,36] have been proposed that considers the effect of percolation effects and local temperature effects in practical PCM devices. For the same target resistance, the type of the programming scheme used can also result in different crystallization times due to the variations in the nature of the amorphous volume formed during the programming [37]. Furthermore, fast crystallization times can be correlated to the structural properties of the phase change materials. Fast switching materials often show a simple cubic or rocksalt structure with random atomic distributions that require little atomic movement to change from the amorphous to the crystalline state [38]. In addition it was found that resonance bonding [39] plays an important role for fast switching of phase change materials [40]. A low degree of ionicity and low tendency towards hybridization is typical of fast switching phase change materials [41]. Recently, it was shown that a small incubation electric field could be used to produce rapid crystallization within a few hundred ps, up to an order of magnitude faster than the conventional crystallization times of $>10$ ns [42]. This electrical controllability of the crystallization speed is attributed to the temperature rise due to the small incubation field which is sufficient to cause a prestructural ordering of the local cluster of atoms, but still small to start the crystallization process. Recent studies [43] also show that decreasing the grain size of the deposited phase change material can significantly reduce the crystallization time of the cell because of the presence of a large number of broken or loosely bonded atomic structures at the grain boundaries. The process of crystallization has also been studied in different phase change materials [44,45] using density functional simulations to understand different bonding reconfigurations that happens at the atomic level. Hence, understanding the crystallization process and related parameters can guide us to explore novel materials with improved retention and switching characteristics.

5.3.1.4 Mechanism of Amorphization

The process of amorphization is traditionally considered to involve melting the phase change material and rapidly quenching it to the room temperature. This results in the formation of a large number of dislocations or vacancies in the programmed region and thereby resulting in high resistance. However, some of the recent studies [46–48] show that it is possible to bring about crystalline to amorphous phase transformation without actually going through the molten state. Ultra-fast photo excitation methods were employed to provide sufficient energy to trigger the rupture of the sacrificial (resonant) bonds that are inherently present in the crystalline phase of the GST to collapse to its amorphous phase without actually melting the material [47]. This
photo-induced lattice instability requires about five times less power than that of the conventional melting process. Studies using nanowire PCMs [48] show that amorphization can also occur as electrical fields drive the movement of dislocations in the crystalline phase to move in the direction of the E-field to be collected as a narrow amorphous region resulting in a sudden increase in the device resistance. Further, the recent demonstration of low-power amorphous switching in superlattice-based interfacial PCM [40] and small grain PCM devices [43] can be explained based on the fact that these devices have a large number of interfaces/grain boundaries in their programmed volume where the resonant bonds/dislocations play a major role in the phase transformation. The above studies are only the first step in understanding the physics behind the phase transformation of these unique nanoscale class of materials and further research in this area can help us engineer highly energy efficient and ultra-fast phase change memory devices.

5.3.2 Thermal and Mechanical Properties

The programming of PCM is achieved by Joule heating of the phase change layer to temperatures above the melting temperature. The current required to achieve this temperature depends strongly on the thermal properties of the various materials that form the PCM device namely the phase change layer, heater electrode, top electrode and the surrounding dielectrics. The thermal resistance arising from carrier energy scattering in the bulk of the material and the thermal boundary resistance (TBR) arising from scattering in the interface region are the two main mechanisms that contribute to the overall thermal network of the PCM cell [49]. Hence, understanding thermal conduction in thin film phase change materials, thin film electrode materials, and at their interfaces is essential for reducing the programming energy.

The most common thin film thermal conductivity measurement techniques for phase change materials are the 3ω method [50], nanosecond transient thermoreflectance (TTR) [51], and picosecond time domain thermoreflectance [52,53]. Measurements on the common phase change material GST show thermal conductivities at room temperature in ranges of 0.14–0.29, 0.28–0.55, and 0.83–1.76 W m$^{-1}$ K$^{-1}$ in the amorphous, rocksalt, and hexagonal phases, respectively [54]. The rocksalt phase thermal conductivity exhibits a slow increase with temperature consistent with other highly defective crystalline materials [52,53]. Recently, high density nanostructured materials have exhibited thermal conductivities as low as 0.05 W m$^{-1}$ K$^{-1}$ [55]. Nanostructured phase change regions [40,43] have the potential to offer dramatically reduced programming currents through exceptionally low thermal conductivities. Another key challenge is extending thermal conductivity measurements to the melting temperature, which is notoriously difficult due to the volatility of many phase change materials at high temperatures. These measurements will shed light on the relative electron and phonon contributions in conduction at device operating conditions, informing better material selection. There have been many studies [51,53] of the thermal conductivity normal to GST films ($k_{\text{normal}}$), but the in-plane thermal conductivity ($k_{\text{lateral}}$) or the conductivity anisotropy can also be an important factor that determines the programming current. Thermal conductivity anisotropy in thin films can be due to electron or phonon scattering on film interfaces, partially oriented grains or inhomogeneous material quality [56]. Lateral thermal conduction in GST films can also negatively affect the thermal cross talk in high density cells and the programming current of PCM devices, the latter being more pronounced for novel lateral designs. The anisotropy ratio ($k_{\text{lateral}}/k_{\text{normal}}$) depends on the annealing time and temperature of the deposited phase change films [57] and can reduce the programming current by up to 40% [56].
Much of the heat generated during GST cell switching occurs in the GST bulk and at the bottom electrode interface [58,59]. Coupled electrical–thermal simulations revealed that the programming current of a PCM device decreases by as much as 30% for GST-electrode TBR values of 50 m$^2$KGW$^{-1}$ [59]. In many PCM designs, significant heat loss occurs through the electrode [60–62] due to the large thermal conductivity of the heater material such as TiN $\sim 8$ WmK$^{-1}$ compared to the GST $\sim 0.4$ WmK$^{-1}$ (Figure 5.8). This problem can be alleviated by introducing alternative electrode materials such as C and W-WN$_x$ [62] or by inserting low thermal conductivity TaN electrodes within a TiN electrode [63]. Engineering the electrode to have acceptable electrical conductivity and very low thermal conductivity is a key step toward reducing programming current. Composite electrodes may leverage TBR to increase the device effective thermal resistance.

The large current density and temperature excursion exceeding 600$^\circ$C in the phase change layer gives rise to a more pronounced effect of the thermoelectric properties such as the Seebeck effect on the programming properties of a PCM cell. Recent measurements provided evidence of thermoelectric transport in PCM cells through observation of a modification in the amorphous region [64] and the programming condition [65] with the bias polarity. The Seebeck coefficient of Ge$_2$Sb$_2$Te$_5$ films shows strong dependence on temperature and temperature history as governed by the phase purity. It scales with film thickness due to varying degrees of crystallization and phase purity in crystalline GST films [66]. Recent electrothermal simulations indicated nearly a 45% increase and 16% decrease in the peak temperature and programming current, respectively, if thermo-electric effects are considered [67].

From this discussion it is clear that the search for the best phase change material is a multi-parameter optimization process with some seemingly contradictory requirements such as high stability of the amorphous phase at operating temperature, but very fast crystallization of the amorphous phase at switching temperature. Many material parameters will also change with size of the phase change material when devices are scaled to nanoscale dimensions. Much research is still required to understand the fundamental relationship between material composition and structure, and phase change properties for a physics/chemistry-based design of new phase change materials.

**Figure 5.8** Percentage of energy dissipated in different regions of PCM [60]. The useful energy spent in bringing the phase transformation (Q1, Q2) is much smaller compared to the rest of the energy that is dissipated through the surroundings.
5.4 Device and Material Scaling to the Nanometer Size

One of the major advantages of PCM over the conventional FLASH technologies is its scalability to sub-10 nm dimensions. However it is unclear how properties would change both at the material and at the device level. This section summarizes some of the recent works on how the material physics and the device properties change as we enter technology nodes on the order of the grain size or the trap dimensions of phase change materials.

5.4.1 Materials Scaling Properties

Nanomaterials have properties that are different from bulk materials of the same composition because surface and interface atoms play an increasingly important role in determining the different material properties. It is important to know how phase change material properties change with size in order to be able to evaluate the scalability of PCM technology. It is predicted that as the volume of phase change material gets smaller, the phase stability characteristics will change. Since PCM relies on the bi-stability of the amorphous and crystalline phases, the technology will only be reliable as long as both states are distinct. It is conceivable that there is a limit to the minimum number of atoms required for the two phases to be distinct, and that there is a minimum size at which both phases are stable under the conditions required for commercial applications.

Scaling studies of phase change materials have been done on thin films, nanowires, nanoparticles, and PCM devices (see [68–70] for overviews). It was found that many properties of the phase change materials do depend on size, in particular below the 10 nm range. These changing properties include crystallization temperatures and times, related activation energies for crystallization, melting temperatures, resistances, and optical and thermal properties. Crystallization temperatures can vary up to 200°C and can be increased or decreased for very thin phase change films depending on the interface material [71,73] which in turn also significantly affects the crystallization time of the material [73]. Melting temperatures are reduced for thinner films [69], hence potentially reducing the power to melt-quench the material. Electrical resistances on the other hand are increased as film thickness is reduced [72].

While these dependencies increase the complexity of materials optimization they also enable us to tune interfacial properties in such a way that desirable switching properties are obtained. Nanostructured materials such as the multi-layered superlattice-like (SLL) structures have switching properties that are significantly different from the bulk materials [74]. In PCM, higher heterogeneous crystallization rates can be achieved in the nanostructured phase change materials due to their high surface area to volume ratios [75]. Nanoscale active device regions or volume of phase change materials can also have lower phase-transition temperatures than the bulk materials due to greater phonon softening effects [76,77]. Materials with SLL structures have lower thermal conductivities than the bulk materials with the same composition [78]. They also have favorable thermal confinement properties due to the phonon scattering effects at the interfaces [79]. Phase change materials with SLL structures can be formed by alternating layers of Sb$_2$Te$_3$ and GeTe, which have fast switching speed and good data retention, respectively [78,80].

Recently, a superlattice-like structure of GeTe/Sb$_2$Te$_3$ of thicknesses between 5 Å and 40 Å was used to fabricate a PCM cell called Interfacial PCM (IPCM) [40], (Figure 5.9) that shows excellent endurance properties and requires an order of magnitude lower switching energy than the conventional single layer GST cells. These excellent switching and endurance properties of IPCM is due to confinement of the atomic movements to a single dimension, that is, the interface between GeTe and Sb$_2$Te$_3$ controls the local atomic switching of Ge atoms resulting in a phase transition with substantially reduced entropic losses. The ultrathin, uniform stratum
of Sb$_2$Te$_3$ and GeTe lowers the entropy of the covalent amorphous state by restricting the number of atomic configurations that can exist. For the SET operation, IPCM-based devices use only 12% of the energy required by similar GST-based devices. This increase in efficiency means less energy is dissipated during the phase transition, which in turn leads to more than an order of magnitude improvement in the SET–RESET cyclability. Reducing the entropic losses has further ramifications of producing highly repeatable device characteristics. Indeed, the resistance of the IPCM during the SET–RESET cycle is identical over a million cycles.

Engineering the grain-size of the as-deposited phase change material can also result in improvements in switching speed and reduced switching energy. GST with small grain sizes have high interface area to volume ratios, which can promote hetero-crystallization (interfacial growth) at the grain interfaces or boundaries [81]. These can alter the phase change mechanism of GST from a nucleation-dominated mechanism to a growth-dominated mechanism, enabling faster crystallization. The increased number of grain boundaries also decreases the thermal conductivity of GST [56]. This increases the thermal confinement in cells, thus reducing the power needed for RESET. The large surface to volume ratio in these materials also facilitates stress relaxation after RESET and hence results in a lower resistance drift compared to the bulk GST. Overall, the scaling properties of nanostructured phase change materials are promising for the development of the fastest and the most efficient phase change memory devices that will be required to meet the demands of the future technology.

Figure 5.9  TEM image of a (GeTe)$_2$(Sb$_2$Te$_3$)$_4$ Interfacial Phase Change Memory (IPCM) in the RESET state. The diffraction data (b–e) at different locations above the electrode shows that (b) the layered structure of the IPCM is preserved even after RESET, implying that the layers did not undergo any melting during the programming operation. © Nature. Reprinted with permission, from [40]
Phase change nanoparticles offer another intriguing way of understanding the scaling properties of many chalcogenide materials. A number of techniques have been used to synthesize nanoparticles, including pulsed laser ablation [82,83], electron-beam lithography [10], self-assembly-based lithography techniques using sputter deposition [84,85] or spin-on phase change materials [86], and solution-based chemistry [87]. Large nanoparticles show properties similar to bulk, but the small nanoparticles below 10 nm show size-dependent properties such as higher crystallization temperature and reduced melting temperature. Both are beneficial for PCM applications and illustrate the favorable scaling properties of phase change materials. GeTe nanoparticles can be synthesized in the amorphous phase and can be crystallized by heating them over their crystallization temperature (remarkably increased compared to bulk) for nanoparticle sizes as small as 1.8 nm [87]. As such, GeTe nanoparticle is a convenient material for exploring the ultimate size limit of PCM. Figure 5.10 shows transmission electron microscope images of these GeTe nanoparticles of various sizes. Down to these small sizes, phase change materials still show phase transformation. These nanoparticles are as small as about two to three times the
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**Figure 5.10** TEM images of size-selected samples of amorphous GeTe nanoparticles. All scale bars are 10 nm. (a) Small nanoparticles of 1.8 ± 0.44 nm. (b) Medium nanoparticles of 2.6 ± 0.39 nm. (c) Large nanoparticles of 3.4 ± 0.74 nm. (d) Dynamic Light Scattering results of another instance of size-selected nanoparticles. See [http://pubs.rsc.org/en/content/requestpermission?msid=b917024c](http://pubs.rsc.org/en/content/requestpermission?msid=b917024c). © Journal of Materials Chemistry. Reprinted with permission, from [87]
lattice constant, so this will be close to the ultimate scaling limit of phase change technology as far as the phase change materials themselves are concerned.

The future challenges for the material scientists from the technological standpoint will include exploring phase change materials that do not exhibit void formation or elemental segregation, tailoring the increasingly important interfaces that support high cyclability, good data retention, and fast switching, and continuing the study of scaling properties of phase change materials as dimensions shrink to the few-nanometer length scale.

5.4.2 Device Scaling Properties

While it has been established that phase change materials (e.g., GeTe) can exist in two stable phases, it is still necessary to explore how the memory device characteristics may behave when PCM are scaled to nanometer size. The active device area of the phase change memory needs to be scaled every year in order to meet the demands of the increasing device density. Furthermore, device scaling has the advantage of reduced programming power. Table 5.1 summarizes the scaling rules for both isotropic and aggressive scaling. There are two major device properties that are significantly affected by the scaling of the active device, namely the threshold switching voltage and the reset current. Several device structures and methodologies have been used to understand how scaling affects these device parameters and will be discussed below.

5.4.2.1 Threshold Voltage Scaling

The present models for threshold switching are based on the inter-trap distance [13] or the minimum distance that the carriers have to travel to cause impact ionization [18]. It is not clear how threshold switching properties will change when the film thickness becomes comparable to either of these distances. A number of device structures ranging from phase change bridge cells to electrodes of carbon nanotubes have been used to study how the threshold voltage scales as the size of the active programming region decreases. In [88], an additional top electrode was introduced in the GST layer at a specific height from the bottom electrode of the PCM cell to confine the programming volume to a specified thickness. It has been shown that the threshold switching voltage linearly increases with GST layer thickness with a nonzero offset. In the case of nanowire PCM devices [75,89] the threshold switching voltage scaling changed from constant field to constant voltage scaling with the length of the amorphous region below 10 nm. The phase change bridge (PCB) device is another cell design uniquely suited to study the electrical scaling characteristics of phase change materials [90]. It comprises a narrow

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Isotropic</th>
<th>Aggressive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heater contact area</td>
<td>$1/k^2$</td>
<td>$1/k^2$</td>
</tr>
<tr>
<td>Vertical dimensions</td>
<td>$1/k$</td>
<td>1</td>
</tr>
<tr>
<td>Electrical/thermal resistances</td>
<td>$k$</td>
<td>$k^2$</td>
</tr>
<tr>
<td>Power dissipation</td>
<td>$1/k$</td>
<td>$1/k^2$</td>
</tr>
<tr>
<td>Current</td>
<td>$1/k$</td>
<td>$1/k^2$</td>
</tr>
<tr>
<td>Voltage</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Current density</td>
<td>$k$</td>
<td>1</td>
</tr>
</tbody>
</table>
line of thin phase change material bridging two underlying electrodes. The PCB structure is ideally suited for a variety of characterization experiments [15, 91]. For instance, in Figure 5.11, the critical field necessary for threshold switching for different materials has been obtained by plotting the measured threshold voltage of the PCB device as a function of the device length. The threshold fields for Ge$_{15}$Sb$_{85}$, Ag- and In-doped Sb$_2$Te, Ge$_2$Sb$_2$Te$_5$ and 4 nm thick Sb devices are 8.1, 19, 56, and 94 V $\mu$m$^{-1}$, respectively. Recently, carbon nanotubes (CNTs) with diameters of $\sim$1 to 6 nm were used as electrodes to reversibly induce phase change in nanoscale GST bits [92]. The study also demonstrates reversible switching with programming currents from 0.5 to 8 $\mu$A, two orders of magnitude lower than state of the art PCM devices. The active device area is the small nanoscale gap formed in the middle of the CNTs through electrical breakdown [133]. By controlling the breakdown voltage, gaps ranging from 20 to 300 nm was formed. Threshold voltages scale proportionally to the size of the nanogap, at an average field of $\sim$100 V $\mu$m$^{-1}$ for GST material.

5.4.2.2 Reset Current Scaling

The large programming current is still a key issue that limits the adoption of PCM in many applications. Furthermore, a large programming current in PCM imposes a stringent requirement on the current delivered by the memory cell selector integrated in series with the PCM. In order to provide the current required to switch the states of PCM, the area of the memory cell selector may not be scaled down as fast as the memory cell itself, thus the size of the cell selection device becomes the limiting factor for device density and annihilates the small size advantage of PCM technology. Therefore, reducing the programming current is necessary for achieving both high density and low power consumption of PCM.

To decrease the reset current, one way is to increase the heater thermal resistance by reducing the contact area [4]. The feature size of the conventional mushroom structure
(Figure 5.1) of PCM is limited by lithography and process capability. This was recognized early on and many innovative device structures have been explored to reduce the effective bottom electrode contact (BEC)/GST interface to the sub-lithographic regime. Figure 5.12 shows the reset current reduction as a function of the equivalent diameter of a circular contact and the effective contact area for different cell structures, such as conventional mushroom type \[93\], edge contact type \[94\], μTrench \[95\], cross-spacer PCM \[96\], “wall” structure \[97\], “pore” structure \[98\], ring type contact \[99\], and dash-type confined cell \[100\]. We can clearly see that the reset current scales with the effective contact area of the PCM and that a constant \(~40\) MA cm\(^{-2}\) current density is required to program an average PCM cell. Those with carefully engineered cell structures and materials can be programmed using \(~10\) MA cm\(^{-2}\). Recent demonstrations of PCM devices using CNT as the electrodes \[92,101\] show extreme scalability of the reset current down to a \(1\) μA range. These PCM devices have an active area of only a few nm\(^2\) because CNT diameters are only about 1–2 nm. They demonstrate typical electrical switching characteristics that are observed in larger devices. This shows that, the scalability of the phase change material properties can also be observed in practical device configurations \[101\] and hence providing for a viable technology that can extend the semiconductor memory device scaling for several generations.

### 5.5 Multi-Bit Operation and 3D Integration

The advancements of the phase change memory cell itself does not guarantee the success of this technology for practical applications. In order for PCM to be commercialized in a large scale we have to increase the available storage capacity per unit area of memory. Multi-level operation and multi-layer 3D stacking are two possible ways of achieving this goal. In this section we will see some of the major advances and the challenges that we face in this field and also discuss the issues that we need to consider as we scale to large array sizes.
5.5.1 Multiple Bits per Element

Multilevel cell (MLC) storage is essential for reducing the cost per bit of PCM technology and for increasing its potential for market acceptance. The large resistivity contrast between the crystalline and the amorphous state of the phase change materials and the ability to access the intermediate states in a reliable way have made possible the realization of multi-level implementation in PCM. Some of the earlier methods of MLC implementation are based on engineering the properties of the chalcogenide layer by doping [102,103] or by stacking multiple layers with differing electro-thermal properties as the storage medium [104–106] or by using parallel combination of multiple resistances [107,108]. These demonstrations thus depended on precisely engineering the cell structure to achieve the intermediate resistance states. However, even conventional cell structures such as the common “mushroom” phase change element could be programmed to store multi-bit data by altering the size of the amorphous region in a continuous manner to achieve different resistance levels. The size changes as a function of the amplitude of the write pulse, as quantified by the cell’s programming curve shown in Figure 5.13a. However, process and material variations give rise to resistance levels with broad distributions when single programming pulses are applied. A common solution is to employ iterative programming schemes, in which a sequence of write and verify steps is used in a feedback loop to minimize the error between the programmed and a specified target resistance level. A basic iterative scheme is shown in Figure 5.13b. It was shown that by varying the amplitude or slope of the trailing edge of the programming pulses to control the evolution of temperature in the cell, up to 16 intermediate levels could be programmed in a cell, thus demonstrating a four-bit cell [109]. These programming techniques are based on the fact that the cell resistance $R_{cell}$ can be increased by applying programming pulses of larger amplitudes that result in melting of larger volumes of the amorphous region (partial RESET), or can be decreased by applying pulses of lower amplitude (partial SET), or sequences of annealing pulses of appropriate magnitude to crystallize and shrink the size of the amorphous volume [110]. A novel iterative programming scheme that uses both partial-SET and partial-RESET pulses is depicted in [111]. Operation starts from the partial-SET regime.

Figure 5.13  (a) Typical $R_{cell}$–$I_{pulse}$ curve obtained by varying the current pulse amplitude for a mushroom phase change memory cell. © IEEE. Reprinted with permission, from [103]. (b) Schematic illustrating the basic iterative programming concept using a sequence of adaptive write and verify steps. © IEEE. Reprinted with permission, from [112]
and either terminates there if the target resistance is reached, or switches to the partial-RESET regime if the programmed resistance drops below the target level. This hybrid method combines the low energy dissipation of the partial-SET regime with the flexibility of achieving higher or lower resistance level using the partial-RESET regime.

Regardless of how much efficient the MLC scheme can be in producing tight and dense resistance distributions, the resistance drift adversely affects the reliability of MLC storage in PCM, because the distance between adjacent levels is small and stochastic fluctuations of the resistance are more likely to cause level overlap over time than in binary storage. Currently there is no known material solution to mitigate the effect of drift, as the physics of drift in itself is not well understood. However, a novel drift-resilient MLC PCM state metric has been proposed for MLC programming that is largely robust to the impact of drift [112]. Traditionally, the low field resistance is used as a metric to define the different MLC levels. This resistance value is a strong function of the activation energy ($E_a$) and suffers a large change as $E_a$ changes with time during the drift phenomenon [28]. Instead, what is required for drift-tolerant MLC is a cell state metric that has minimal dependence on the activation energy, but has a linear relationship to the amorphous thickness. To achieve this, the read voltage is progressively increased until a certain predefined current level $I_R$, is reached. This current level is chosen to be a safe value much below the current needed for threshold switching to occur. The time needed to reach $I_R$ can be considered as a measure, $M$, of the programmed state. It is shown that $M$ is proportional to the effective amorphous thickness [112], yet it is a weak function of the activation energy (nearly linear as opposed to exponential), suggestive of a significant tolerance to drift. Experimental results suggest that the new metric has an order of magnitude smaller drift coefficient than the standard resistance metric. In another approach, the effect of drift on the selected cells was predicted by using reference cells that have similar thermal history and undergo same drift behavior [113]. Another way of mitigating the impact of drift on the resistance levels is by using an additional annealing pulse to accelerate the drift immediately after the reset programming [114,138]. This additional pulse quickly anneals out many defects (that are responsible for the drift) and provide a drift-free period that enlarges the read window. This technique not only reduces the read latency but also enables a more reliable read window for multi-level applications.

5.5.2 3D Stackable Memory

A vision for high density memory is the cross-point architecture with a memory cell integrated with a cell selector within a 4$F^2$ footprint that can be stacked in the third dimension Figure 5.14. To realize this, the selector should have a 4$F^2$ footprint that can be scaled with the bitline/wordline pitch [134,135], a small off current, and an on-state current that is sufficient for programming the memory (the reset current for the case of PCM). Furthermore, the fabrication process should be compatible (e.g., material and process temperature) with CMOS BEOL and the memory cell. The trend for the reset current in Figure 5.12 shows an average of 40 MA/cm$^2$ with the lower bound of about 10 MA/cm$^2$. This large current is fairly difficult to achieve even for single crystal silicon diodes. A number of recent efforts have been made to integrate a memory cell selector with a phase change memory cell. Sasago et al. [93], used a low-thermal budget process to fabricate a 4$F^2$ poly-Si diode with a drive current capability in excess of 8 MA cm$^{-2}$ and on-off ratio more than $10^4$. Kau et al. [115] used a stackable cross-point phase change memory utilizing the Ovonic threshold switching (OTS) property of chalcogenide materials to make the memory cell selector. Since both the memory device and the selector exhibit threshold switching behavior, the programming voltage conditions have to be carefully
chosen to avoid disturbing the state of the cells in the un-selected bit and word lines. Gopalakrishana et al. [116], proposed an access device based on Cu ion motion in novel Cu containing Mixed Ionic Electronic Conduction (MIEC) materials. These MIEC-based devices can be fabricated at $<400\,^\circ C$, are scalable, and can conduct very high current densities (up to 50 MA/cm$^2$) – making them suitable for stacking of multilayer PCM arrays in the BEOL. Sasago et al. [117] proposed another stackable access device structure in which the phase change layer is directly deposited on top of the channel poly-Si layer (Figure 15.5a). This contactless, simple memory-cell configuration enables a poly-Si MOS-driven $4F^2$ stackable memory array with low fabrication cost and smaller programming current. In an effort to demonstrate a true 3D PCM memory, Kinoshita et al. [120], showed a scalable 3D vertical chain cell type phase change memory (VCCPCM) with $4F^2$ poly-silicon diode, as shown in Figure 5.15b. The VCCPCM features formation of memory holes in multi-layered stacked

![Figure 5.14](image1.png) Cross-point memory with a memory cell integrated with a cell selector within a $4F^2$ footprint. This structure can be stacked in the third dimension. © IEEE. Reprinted with permission, from [7]

![Figure 5.15](image2.png) (a) Device structure and operation of PCM driven by Poly-Si MOS. © The Japan Society of Applied Physics. Reprinted with permission, from [117]. (b) Device structure and operation of VCCPCM. © IEEE. Reprinted with permission, from [120]
gates by using a single mask and a memory array without a selection transistor. Each memory cell consists of a poly-silicon transistor and a phase change layer connected in parallel. The memory cells are connected serially in the vertical direction. The excellent scalability of the new phase change material used in VCCPCM while retaining a reasonable crystallization temperature makes it possible to reduce the cell size beyond the scaling limit of flash memory.

5.6 Applications

Phase Change Memory with its ability to achieve multiple resistance levels, fast access time, high endurance, scalability, CMOS compatibility and 3D stacking has the potential to become the next generation memory technology for a variety of applications. In this section we will explore the use of phase change memory in two different applications namely, as storage class memories for conventional computing systems and as an electronic synaptic element for building brain-like systems for future computing applications.

5.6.1 PCM as a Storage Class Memory

Historically, device scaling has resulted in the benefit of both cost reduction and performance improvement for the computing systems and hence the unrelenting focus on the processor performance and logic device scaling was justified. However, due to power constraints in the processor and the diminishing returns of the performance advantage of logic device scaling, it is important to seek other areas of improvement through which we can continue to enhance the overall system performance. Of these, the most important one is the memory storage hierarchy. The major bottleneck today is the large gap in the access time between the magnetic HDD and the DRAM main memory [121,122]. There are no major technologies on track to improve the access times of the HDD in the near future. Because critical computing applications are becoming more data-centric than computer-centric, a high-performance, high-density, and low-cost nonvolatile memory technology whose access time falls between that of an HDD and the dynamic memory located near the processor would significantly improve the overall system performance while keeping the cost low. This class of memories is referred to as the Storage Class Memories (SCM) [121]. Figure 5.16 shows the different memory hierarchies that form a

![Figure 5.16](image-url)
part of the computing system. The SCMs can fit in the memory hierarchy between the main memory and the HDD.

Of all the other emerging technologies, PCM is in the most advanced stages of meeting all the requirements for the SCM that companies are considering to include it in the memory hierarchy to improve the performance of their high-end systems [123]. The access time, endurance and retention properties of the PCM [124] are well within the requirements of the SCM. As compared to Flash, PCM can do in-place updates (it is bit-alterable) and there is no need to first erase a whole block before one can write new data. Instead of $10^5$ (or even lower) write endurance cycles, PCM has more than $10^9$ write endurance cycles. All these add up to reducing a lot of the overhead in the memory controller to keep track of where the written bits are, doing garbage collection, and wear leveling that is required for Flash. A prototype high-performance solid state drive using PCM [136] is shown to be 72–120% faster than Flash for small write and for all reads and incurs 20–51% less CPU overhead per IOP (Input Output Processor) for small requests. In another hybrid main memory system using phase change memory in conjunction with a small DRAM buffer [137] it was found that for a 16-core 8 GB DRAM baseline system, this hybrid PCM design reduces page faults by 5× and speeds up the system by 3×.

In addition, the major issues of having a 4F^2 access device and reducing the programming current are also being addressed. Recently, there were demonstrations of several large scale Gb array demonstrations of PCM using 4F^2 poly-Si diode [118,119]. If this trend in the technology improvement of PCM continues, then in the next few years we may be able to see commercial computing and mobile systems that contain PCM chips as a part of their memory hierarchy.

### 5.6.2 PCM as an Electronic Synapse

The ability to gradually program the cell into its SET or RESET state or in other words the ability to change the conductance of the device gradually makes PCM an excellent candidate to mimic the synaptic elements in the brain. Human brain predominantly consists of two main units, namely the neurons and the synapses that connect these neurons (Figure 5.17a). These synaptic elements have a certain behavior called Spike Timing Dependent Plasticity (STDP) wherein the conductance of the synaptic element changes based on the difference in the arrival time of the pulses or spikes from the post- and presynaptic neurons; that is, the conductance of the synapse increases when the prespike occurs before the post-spike and the conductance decreases when vice versa, as shown in Figure 5.17b. This particular behavior of the synapse is found to be one of the major factors that help in the process of learning and perception in brain [125]. PCM devices can be programmed in such a way that the pre- and postspike arriving at the two opposite terminals of the device can modulate the conductance of the device [126–128]. Thus PCM can act as an electronic synapse that connects neuron circuit elements (built with CMOS for instance) in a system architecture that closely resembles the brain. One implementation is to use a crossbar-like architecture that connects the different synaptic elements to the neuron circuits, with the top and bottom metal lines providing the pre- and postspike. Kuzum et al. [126] proposed a specific spiking scheme to translate the spike arriving timing relationship into PCM programming pulses. This enables the PCM to mimic the synaptic STDP behavior. The spiking scheme and the TEM cross-section of the nanoelectronic synapse used are shown in Figure 5.17c,d. Another pulsing scheme was also proposed in [127], where single pulses are used as opposed to multiple pulses as in Figure 5.17c to reduce complexity of neuron circuits and potentially energy consumption. The eventual goal is to
Figure 5.17  (a) A biological neuron and synapse. The synapse has the pre- and postspikes applied on either side. © Journal of Neuroscience. Reprinted with permission, from [125]. (b) The asymmetric STDP curve for the synapse (both biological [125] and electronic [126]) showing the change in the conductance value with respect to the timing difference between the pre- and postspike. © American Chemical Society. Reprinted with permission, from [126]. (c) Pre- and postspikes that were used to program the electronics synapse [126]. The overlap of the two spikes at different time instants results in a different cell conductance due to the difference in the overall voltage difference across the cell. (d) TEM cross-section of the electronic synapse that is programmed in its lowest conductance (amorphous) state. Reprinted with permission from [126]. Copyright 2012 American Chemical Society.
build an array of synapses and neurons to emulate different learning functions. Another application example of PCM in cognitive computing was shown by Suri et al. [128]. A 2-PCM configuration was used in which the depression of the synapse is emulated by gradual SET of one cell, and potentiation is implemented by gradual SET in the other cell. Hence the energy consumption on the system level can be reduced since the RESET pulses are replaced by SET pulses, which consume less energy. Besides, this can be used when RESET process is abrupt due to device design or material composition required, given that gradual SET can be performed. However, this configuration occupies larger area than a one-cell synapse and requires a separate control to RESET both cells regularly while keeping the synaptic weight. Besides single synaptic device level experimental demonstrations, array level brain-like associative learning has also been experimentally implemented with phase change memory devices [129]. It was shown that for cognitive computing applications, resistance variations can be tolerated at the expense of energy consumption [130].

PCM technology has the promise to build human-scale intelligent systems which has not been possible so far due to lack of energy and area efficient hardware. Energy efficient artificial neural networks that can perform complex tasks with large amounts of inputs and variables can be made possible due to low energy consumption and nano-scale feature sizes of PCM technology. In a possible implementation, PCM devices can be deposited on top of CMOS neuron circuits. Several challenges such as process integration, RC delay, thermal disturbances and architectural problems should be addressed for such a configuration. Device models suitable for neuromorphic architectures are still needed for application-specific performance evaluations of these systems.

5.7 Future Outlook

The last decade has seen tremendous advances of the technology and fundamental research in phase change materials. Multi giga-bit phase change memory chips on par with conventional Flash technology were demonstrated in 20 nm technology [119]. Phase Change Memory is maturing from being a mere research topic and is now moving to large-scale manufacturing following the recent announcement [131] by Micron and Nokia where PCM multi-chip packages will be used in their smart phones to enable faster boot time, longer battery life, and better reliability. A number of industrial joint ventures such as Intel-Micron and IBM-Hynix have been formed to accelerate the PCM development for both mobile and high-end server market. Table 5.2 summarizes key PCM parameters that have been demonstrated and projected.

In terms of the fundamental research, the resonant bonding phenomenon observed in the crystalline phase of phase change materials is an important factor that governs their unique properties in terms of reflectivity/resistivity change. Therefore, it is now possible to derive structure–property maps based on an understanding for which compositions resonance bonding can be expected in the crystalline state. Such maps are not only useful because they identify candidates for storage applications. More importantly, the understanding of the bonding characteristics contained in such data will provide insight into systematic property changes, which can help tailor materials for specific storage applications. The phase transition from the crystalline to the amorphous phase has traditionally been achieved by melt-quenching the phase change material. However, the recent demonstration of Interfacial PCM and other ultra-fast optical switching studies indicate that the phase transformation can be brought about by bond rearrangements at substantially reduced
entropic losses. This can lead to the development of fast and efficient switching devices based on nano-structured materials that make use of this entropy controlled switching. The future PCM devices would see more of nano-structured phase change materials obtained via superlattice formation, dopant addition, or chemically synthesized nanoparticles. These

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Demonstrated/projected</th>
<th>Value for the device in the chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom electrode contact area</td>
<td>Demonstrated</td>
<td>165 nm² [119]</td>
</tr>
<tr>
<td></td>
<td>Projected¹</td>
<td>2.5 nm² [101]</td>
</tr>
<tr>
<td>Feature size F</td>
<td>Demonstrated</td>
<td>20 nm [119]</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>8 nm [144]</td>
</tr>
<tr>
<td>Cell size²</td>
<td>Demonstrated</td>
<td>4F² [119]</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>4F²</td>
</tr>
<tr>
<td>Density³</td>
<td>Demonstrated</td>
<td>59.5 Gb cm⁻² [119]</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>6.25 Tb cm⁻² [119] (4 bit/cell)</td>
</tr>
<tr>
<td>Read time</td>
<td>Demonstrated</td>
<td>12 ns [145]</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>&lt;10 ns [144]</td>
</tr>
<tr>
<td>Write (reset) time</td>
<td>Demonstrated</td>
<td>100 ns [145]</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>400 ps [146]</td>
</tr>
<tr>
<td>Write (Set) time</td>
<td>Demonstrated</td>
<td>150 ns [143]</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>500 ps [42]</td>
</tr>
<tr>
<td>Read operation voltages</td>
<td>Demonstrated</td>
<td>1.2 V [145]</td>
</tr>
<tr>
<td></td>
<td>Projected⁴</td>
<td>&lt;0.5 V [147]</td>
</tr>
<tr>
<td>Write operation voltages</td>
<td>Demonstrated</td>
<td>3 V [145]</td>
</tr>
<tr>
<td></td>
<td>Projected⁴</td>
<td>&lt;0.5 V [147]</td>
</tr>
<tr>
<td>Reset current</td>
<td>Demonstrated</td>
<td>90 µA [119]</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>&lt;2 µA [92, 101]</td>
</tr>
<tr>
<td>Programming current density</td>
<td>Demonstrated</td>
<td>10 MA cm⁻² [7]</td>
</tr>
<tr>
<td></td>
<td>Projected⁴</td>
<td>3.3 MA cm⁻² [147]</td>
</tr>
<tr>
<td>Switching energy</td>
<td>Demonstrated</td>
<td>6E-12 J bit⁻¹ [145]</td>
</tr>
<tr>
<td></td>
<td>Projected⁵</td>
<td>&lt;1E-15 J bit⁻¹ [92]</td>
</tr>
<tr>
<td>Endurance</td>
<td>Demonstrated</td>
<td>1E-12 [119]</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>1E-15 [148]</td>
</tr>
<tr>
<td>Retention</td>
<td>Demonstrated</td>
<td>&gt;10 yr</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>&gt;10 yr</td>
</tr>
<tr>
<td>Binary throughput</td>
<td>Demonstrated</td>
<td>40 MB s⁻¹ [143]</td>
</tr>
<tr>
<td></td>
<td>Projected⁶</td>
<td>100 MB s⁻¹ [148]</td>
</tr>
</tbody>
</table>

The “Demonstrated” numbers are values from devices in multi-GB PCM chips.
The “Projected” numbers are values or estimates based on single device demonstrations.

¹ The smallest active programming area demonstrated using a PCM device with CNT electrodes.
² Including a diode-based cell selector device.
³ The numbers are based on a single device dimension. The effect of peripheral circuits and other interconnects are not included.
⁴ Based on GeTe/Sb₂Te₃ superlattice memory.
⁵ Estimated based on a minimum pulse width of 1 ns.
⁶ Based on the requirements of Storage Class Memories.
provide an efficient way of tailoring some of the fundamental material properties such as crystallization time, crystallization temperature, melting temperature, and threshold field.

Understanding the electrical properties of sub-threshold conduction and threshold switching continues to be a topic of investigation as there is no consensus on the physical mechanism that governs these processes. It is important to understand these phenomena, especially as we approach device dimensions and material thicknesses that are close to the inter-trap distances. In terms of resistance drift, the constant debate continues as to whether the change in resistance with time is due to the structural relaxation of the decaying trap states or a mechanical stress release of the compressed programming volume. Understanding this drift process is a key to engineer materials and device structures that have minimal drift coefficient and to enable multi-level programming in phase change memories. However it is encouraging to see that, this problem of drift has been mitigated to some extent by using clever read out metrics that are inherently drift-tolerant, albeit comes with the cost of additional energy and area requirements.

In terms of device scaling, the recent demonstrations of carbon nanotube-based PCM devices, have given more confidence in that, the PCM technology will continue to scale even to a single-digit nanometer scale and that the programming power can be significantly reduced at such highly scaled devices as expected from continued scaling of the electrode area. But the question remains however as to whether it would be possible to build large arrays of phase change memory at such scaled dimensions, because the influence of the interconnects would then play a major role in determining the speed, power and reliability of the overall system [137]. The increasing wire delays as the technology scales down, electro-migration effects at higher current densities, reduction in the read/write margin for increasing wire resistances will demand a more rigorous device and interconnect co-optimization for cross-bar arrays in the sub-10 nm node [132]. Possible solutions also include using of wires with better conductivity and scalability (e.g., graphene and CNTs), memory arrays with smaller partition sizes, strapping the bitlines/wordlines with wider wires, and memory elements with larger resistance values and ratios.

The demonstration of $4F^2$ access devices for large arrays could lead to 3D stackable arrays in the future that form the basis of ultra high density phase change memory arrays. Achieving multi-bit, multi-layer phase change memory would be a key step in the large scale commercialization of PCM in the storage market. In addition to the nonvolatile memory applications, phase change memory has the potential to be used for neuromorphic applications as artificial synapses to emulate the learning behavior. Such brain-like systems are being contemplated for augmenting conventional computing because of the limitations of the traditional von Neumann architecture in terms of its energy efficiency in application areas such as performing cognitive operations. It is also possible to use phase change memories to perform accumulation operations in either optical or electrical domain, exploiting the gradual changes that take place in programming volume as one goes from the amorphous phase to the crystalline phase [133]. With a simple accumulator we can perform all the basic arithmetic processes of addition, subtraction, multiplication, and division while simultaneously storing the result at the same physical location.

It has almost been over four decades since the discovery of the switching effect in chalcogenides by Stanford Ovshinsky, but these materials still remain a mystery in terms of their fundamental understanding and new theories are developed every year and new applications are being proposed. One can only say that, with all that these materials have to offer to us, “There is plenty of room in the disorder.”
5.8 Summary

The field of phase change memory research has gained momentum in the last decade because of its interesting device and material properties that make them an excellent candidate for future nonvolatile memory applications. This chapter gives an overview of the basic device structure, the physical mechanisms underlying the various processes of phase change, the different device metrics that are important in evaluating the success of PCM technology and some of the possible future applications. There is however a vast body of literature in the field of phase-change materials research and its application in optical disk storage that are not covered in this chapter. We highlight some of the recent innovations in materials and device engineering that has enabled low power programming, ultimate device scaling and large-scale device integration.
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6.1 Introduction

Ferroelectric materials have been utilized in commercial memories, for example, ferroelectric random access memory (FRAM), where a transistor-accessed ferroelectric capacitor store information in polarization directions [1–3]. Ferroelectric dielectrics can also be integrated in the gate stack of a field effect transistor (FET) whose channel conductance can be switched by modulation of the ferroelectric polarization, also known as a “Ferroelectric FET” (FeFET) [3–9]. Recently, the concept of ferroelectric tunnel junction (FTJ) was proposed as a memory element based on a very thin layer of ferroelectric tunnel barrier between two metal electrodes [10,11]. The tunneling current can be switched by ferroelectric reversal of the thin tunnel barrier. Figure 6.1 illustrates the three types of ferroelectric memories. Both FRAM and FTJ as memory devices combine an access transistor and a storage node, that is, 1-transistor-1-capacitor (1T1C) for FRAM and 1-transistor-1-resistor (1T1R) for FTJ. However, FeFET is an 1T memory, similar to Flash memory devices. FTJ will be discussed in detail in Chapter 9; this chapter focuses on FeFET.

FeFET has attracted a lot of attention for both memory and logic applications. The nonvolatile memory applications of FeFET are based on the remnant polarization in absence of an external field and the reversibility of polarization direction under an applied field. By coupling the ferroelectric polarization directly to the channel of a FET, FeFET enables a capacitor-less ferroelectric memory with simplified device design and nondestructive readout. However, analysis has also shown that FeFET retention can be degraded by the presence of a depolarization field and gate leakage [7]. The performance of FeFET is strongly affected by the interface between ferroelectric gate and semiconductor channel. Insertion of a buffer layer (e.g., high-\(\kappa\)), that is, a metal/ferroelectric/insulator/semiconductor, may improve the interface properties.

For stand-alone memory applications, a ferroelectric NAND (Fe-NAND) flash memory has been developed to achieve low power consumption, high reliability, and high scalability.
The Fe-NAND flash memory is composed of serially connected MFIS (Metal Ferroelectric Insulator Semiconductor) transistors.

For logic applications, it has been suggested that a FET with a ferroelectric gate stack may achieve negative capacitance and a sub-threshold slope below 60 mV/dec [12–15]. A FeFET-based SRAM with self-adjusted $V_{TH}$ was also developed to improve the static noise margin in a scaled SRAM with low $V_{DD}$ [16].

This chapter is organized in three main sections. Fe-NAND will be discussed in detail as an example of FeFET applications in standalone memory in Section 6.2. FeFET-based SRAM will be covered in Section 6.3. Section 6.4 addresses some system-level considerations with Fe-NAND memory in solid state drive (SSD) systems.

### 6.2 Ferroelectric FET for Flash Memory Application

Recently, SSD based on NAND flash memories was adopted in mobile and PC applications. SSD provides exceptional bandwidth, random I/O performance superior to a hard disk drive (HDD), power saving, and improved system reliability. SSD is also promising in enterprise applications including data centers [22,23]. In the last five years, as the data traffic on the internet rapidly increased, the power consumption at data centers in the United States doubled to a level corresponding to the output of five nuclear power plants. The Fe-NAND flash memory is suitable for enterprise SSD owing to its low power operation and high endurance.

The Fe-NAND flash memory is made up of serially connected MFIS, as shown in Figure 6.2a. The MFIS device in Figure 6.2b utilizes a ferroelectric SrBi$_2$Ta$_2$O$_9$ (SBT) and Hf-Al-O (HAO) buffer layer in the gate stack to overcome the retention loss issues in FeFET [6]. The SBT/HAO interface is chemically stable and gate leakage is suppressed to below 1 nA/cm$^2$. The HAO/Si interface has high quality as the channel of the transistor. Data retention is measured up to 33 days.

#### 6.2.1 Fe-NAND Flash Memory Operation

Ferroelectric FETs are in principle scalable below 10 nm to crystal unit-cell size because data are stored in the polarization directions of a ferroelectric gate insulator. The program and erase
operation conditions are illustrated in Figure 6.3c. With program/erase pulses of 6 V amplitude and 10 μs width, a 0.5 V $V_{TH}$ window is realized (Figure 6.3). This is significantly lower than the operation voltage of a conventional floating-gate NAND (FG-NAND) flash (~ 20 V), which contributes to the lower operation power of Fe-NAND. Fe-NAND also achieved much

![Figure 6.2](image-url) Fe-NAND flash memory [17]. (a) Fe-NAND made up of serially connected MFIS transistors. (b) MFIS transistor structure. (c) TEM cross-section of the MFIS transistor. (d) Measured programming and erasing endurance characteristics. IEEE ©. Reprinted with permission, from [19]

![Figure 6.3](image-url) (a) Measured $I_D$–$V_G$ characteristics after the program and erase pulse (6 V and 10 μs). (b) Measured program and erase characteristics with a 6 V pulse. (c) Bias conditions of program and erase operations of FeFET. IEEE ©. Reprinted with permission, from [19]
longer cycling endurance, for example, $10^8$ cycles in Figure 6.2d in comparison to $\sim 10^4$ cycles in FG-NAND flash [17].

While the lower operation voltages of Fe-NAND helps to reduce operation power, the difference between the program voltage and the read voltage also becomes smaller and consequently read/program disturbance may increase. To reduce disturbance, a conventional NAND flash memory could adopt a negative $V_{TH}$ cell scheme [24], where the middle between the $V_{THs}$ of erased and programmed cells is negative, as shown in Figure 6.4a. However, if the negative $V_{TH}$ cell scheme is applied to the Fe-NAND flash memory, the data retention drastically degrades due to the depolarization field in the ferroelectric layer. Therefore, a zero $V_{TH}$ memory cell scheme has been proposed for Fe-NAND flash memory to achieve both long retention and strong resistance against read/program disturbance, as shown in Figure 6.4b. By adopting this scheme, the measured $V_{TH}$ shift due to read disturb, program disturb, and retention loss is reduced by 32, 24 and 10%, respectively [19]. In comparison, the negative $V_{TH}$ cell scheme results in $V_{TH}$ shift as much as 192% due to retention loss. The positive $V_{TH}$ cell scheme, where the middle between the $V_{THs}$ of erased and programmed cells is positive, suffers severe read and program disturbance.

6.2.2 Nonvolatile Page Buffer

A Fe-NAND flash memory with a nonvolatile (NV) page buffer is also proposed [18]. A critical problem of SSD is slow random write. The write unit in a NAND flash memory is a page with typical size of 4–8 KB, which is usually composed of memory cells sharing a word-line. A page is written only once to avoid a program disturb. The large page size is acceptable for digital camera, MP3 player, and camcorder application because their data size is typically over 1 MB and multiple pages are sequentially programmed. However, for a PC and data center application, the minimum write unit of the operating system (OS) is a sector of 512 Bytes. 50% of data written by OS are less than eight sectors, that is, 4 KB. A random write of data smaller than a page size frequently happens. In the case when an OS writes one sector in SSD, the remaining 80% of the page becomes garbage. As garbage accumulates, a garbage collection is performed to increase workable memory capacity. The garbage collection takes as much as 100 ms [25], which is 100 times longer than a page programming time of $\sim 800 \mu s$ and thus causes serious performance degradation. As memory cell size scales down, more cells are
connected to each word-line and the page size increases, which widens the discrepancy between the page size and sector size and causes more SSD performance degradation.

To solve the random write issue, a batch write algorithm is proposed, as shown in Figure 6.5. A page buffer in the Fe-NAND flash memory temporarily stores program data. To avoid a random write, the memory programming starts only after the data to be programmed accumulate to the page size in a page buffer. In Step 1, when the OS issues one sector (512 Bytes) “write” command to the SSD, data are stored in page buffers without programming to memory cells. The NAND controller reports to the OS that the write is completed although no memory cell programming actually occurs. In Step 2, when the OS issues the second sector “write” command, the second data are also temporarily stored in the page buffer. The process continues until the data in the page buffer reach the page size (Step 3), and then memory cell programming starts in Step 4. As the logical address issued by the OS and the actually written NAND physical address are different, the NAND controller updates the logical–physical address mapping table. The batch write algorithm eliminates the data fragmentation of a page during the random write. Considering the sequential write of the SSD is over ten times faster than the random write [26], the batch write algorithm can significantly increase the SSD speed.

One problem with the batch write algorithm is data loss during a power outage. If a power outage happens in Step 4 of Figure 6.5, all data in the page buffers are lost since page buffers are volatile latch circuits. The computer system would fail because the OS recognizes that the program in steps 1–3 has been completed successfully. High reliability against a power outage is essential in an enterprise SSD. To solve this problem, a nonvolatile (NV) page buffer is proposed. The NV-page buffer consists of a volatile latch and a NV-latch, as shown in Figure 6.6. The NV-latch consists of one NMOS and one ferroelectric NMOS. The NV-latch is realized with no additional process because it has the same gate stack structure as memory cells. The area penalty for the NV-latch is less than 1% of the die size as only two transistors are added. In addition, unlike memory cells where the well is biased at 6 V, the well of the ferroelectric transistor in the NV-latch is fixed at 0 V and thus is located in the same well as the other NMOS. In normal operations, the memory cell is programmed based on data in the latch, similar to the conventional NAND flash memory. When the power outage occurs, data in the latch is transferred to the NV-latch to avoid a data loss. When power is restored, the data in the NV-latch is copied to the latch and the memory cell programming is performed based on the data in the latch. An important benefit of the Fe-NAND is that the NV-page buffer can be implemented in the peripheral circuits without any additional process cost because the Fe-FET structure is already implemented for the memory cells.
The active power consumption of digital circuits is proportional to $f \times C \times V_{DD}^2$; therefore, decreasing supply voltage ($V_{DD}$) is essential for reducing the power consumption of CPU and system on chip (SoC). To realize a low voltage/power CPU and SoC, a very low supply voltage (e.g., 0.5 V) is required, which however presents a challenge for SRAM noise margin. As shown in Figure 6.7, the static noise margin (SNM) of SRAM is represented by the diagonal length of the largest square in the butterfly curves of two inverters in a SRAM cell. As $V_{DD}$ decreases, SNM is also reduced. At a high $V_{DD}$, SNM is so large that the hold/read of the SRAM is stable. As the feature size of SRAM decreases to sub-30 nm, the $V_{TH}$ variation due to random dopant fluctuation (RDF) significantly increases. At $V_{DD}$ of 0.5 V, the SNM of conventional SRAM decreases to almost zero and the conventional SRAM can no longer operate as shown in Figure 6.7 [27]. Because decreasing $V_{DD}$ of SRAM is difficult in the nano-scale CMOS, the $V_{DD}$ of CPU and SoC cannot be further lowered.

To overcome this problem, a 6T-SRAM with Fe-FETs has been proposed [16]. It has the same structure as a conventional SRAM but uses six FeFETs instead. The Fe-FET has the same structure as the MFIS in Section 6.2 with a ferroelectric SBT layer integrated in a gate stack of standard CMOS transistors with the metal gate (Pt) and a high-$\kappa$ HfAlO buffer layer between the SBT and the Si substrate.
The $V_{TH}$ of Fe-FETs changes by controlling the electric field between the gate and the body/channel, as shown in Figure 6.8. For example, $V_{GB}$ of 0.5 V applied on a NMOS forces positive polarization near the channel and decreases $V_{TH}$, and a reversed $V_{GB}$ would increase $V_{TH}$. The opposite trend $V_{TH}$ self-adjustment also occurs in PMOS.

By biasing the bodies of the NMOS and the PMOS to $V_{DD}$ and $V_{SS}$, respectively, the $V_{TH}$ of Fe-FETs automatically shifts to increase SNM. Figure 6.9 illustrates SRAM storing data “0” (a) and data “1” (b), with the directions of $V_{TH}$ adjustment of the pull-up and pull-down transistors marked. The $V_{TH}$ adjustments shift the I-V characteristics of the left and right inverters. For example, when the SRAM holds data “0,” the trip point of the right inverter decreases and that of the left inverter increases. As a result, the storage nodes V1 and V2 become more likely to hold 0 V and 0.5 V, respectively. Therefore, holding data “0” become more stable, that is, SNM is improved. A similar analysis can be done on data “1.”

Figure 6.7 Left: Static noise margin (SNM) decreases as $V_{DD}$ decreases. Right: Schematic of a ferroelectric 6T-SRAM. The bodies of NMOS and PMOS are biased to $V_{DD}$ and $V_{SS}$. The diode current to the body is suppressed at 0.5 V $V_{DD}$. $\beta$ ratio = 2. Since there is no extra body contact, the cell area of the ferroelectric 6T-SRAM cell is the same as the conventional 6T-SRAM. IEEE ©. Reprinted with permission, from [16]

Figure 6.8 The $V_{TH}$ self-adjustment of pull-up and pull-down FeFETs. The electric field between the gate and channel/body shifts $V_{TH}$ (a) higher and (b) lower with proper bias on n-channel and p-channel FeFETs. IEEE ©. Reprinted with permission, from [16]
Monte Carlo simulation shows 60% increase of SNM, as shown in Figure 6.10 [16]. The measured SNM on a fabricated FeFET SRAM chip is plotted in (a) for data (V1, V2) = (Low, High) and (b) for data (V1, V2) = (High, Low). A large SNM of 1.46 V is demonstrated, which is even larger than the 1.27 V SNM of an ideal inverter with infinitely steep slope [16].

The on-current of the read NMOS determines the read speed. During the read operation, the $V_{TH}$ of the read transistor is automatically set to the low value. As a result, the read cell current increases to enhance the read speed, as shown in Figure 6.11.

The sub-threshold current of the off-state FETs shown in Figure 6.12 determines the leakage of the SRAM cell. During the stand-by operation, the $V_{TH}$ of these transistors is automatically set to high values to reduce leakage current. Leakage reduction of 42% is demonstrated by measurement [16].

The enlarged SNM in the ferroelectric SRAM realizes the $V_{DD}$ scaling of 0.11 V and decreases the active power by 32% [16]. Since the transistor count is minimized to six, similar to a conventional SRAM, the ferroelectric SRAM cell also achieves the smallest cell size.

![Figure 6.9](image1.png)

**Figure 6.9** The $V_{TH}$ of Fe-FETs of (a) “0” datum and (b) “1” datum. The $V_{TH}$ automatically shifts to increase SNM. For (a) “0” datum and (b) “1” datum, the $|V_{TH}|$ of pull-up and pull-down FETs changes in an opposite direction to increase SNM. IEEE ©. Reprinted with permission, from [16]

![Figure 6.10](image2.png)

**Figure 6.10** Simulated read SNM without the $V_{TH}$ variation. SNM increases by 60% from 0.11 V of the conventional SRAM to 0.19 V with 0.1 V $V_{TH}$ shift. Measured SNM for (a) data (V1, V2) = (Low, High) and (b) data (V1, V2) = (High, Low). IEEE ©. Reprinted with permission, from [16]
The write speed in SSD can be enhanced by increasing the number of NAND chips \((N_{\text{NAND}})\) written in parallel; however, \(N_{\text{NAND}}\) is limited by the chip power consumption in the given SSD power budget because current is also increased in proportion to \(N_{\text{NAND}}\) [23]. Therefore, minimizing NAND power consumption is essential for realizing high-speed SSD. As the feature size of NAND flash memory decreases, the total bit-line capacitance increases and contributes significantly to the power consumption. The best strategy to decrease power consumption is by reducing \(V_{\text{CC}}\). However, in conventional FG-NAND, decreasing \(V_{\text{CC}}\) below 2 V results in an increasing total power consumption because more charge pump stages are needed (to boost \(V_{\text{CC}}\) to 20 V for programming). Increasing power consumed by charge pumps surpasses the power saving by lowering \(V_{\text{CC}}\).

Fe-NAND can be programmed with a much lower voltage, which helps to suppress the power consumption of the charge pump. As shown in Figure 6.13, \(N_{\text{NAND}}\) of the Fe-NAND is maximized around \(V_{\text{CC}} = 1.0\) V. Higher \(V_{\text{CC}}\) increases the bit-line charging current and the total power consumption, which results in lower \(N_{\text{NAND}}\) under power constraint. Lower \(V_{\text{CC}}\) increases the required charge pump stages and the total power consumption, which also reduces \(N_{\text{NAND}}\). The optimal \(N_{\text{NAND}}\) of the Fe-NAND is 6.9 times higher than that of the

---

**Figure 6.11** High-speed read. The \(V_{\text{TH}}\) of the read NMOS is automatically set low to increase current for high speed reading. IEEE ©. Reprinted with permission, from [16]
FG-NAND. Notice that the $V_{CC}$ because of the higher programming voltage of FG-NAND.

The improved $N_{NAND}$ in FeNAND translates directly into a better performance of the Fe-NAND-based SSD. As shown in Figure 6.14, Fe-NAND Flash SSD achieves a throughput of 9.5 GB/s at $V_{CC} = 1.0$ V, significantly higher than that of FG-NAND SSD (below 2 GB/s).

### 6.5 Perspectives and Summary

FeFET has demonstrated promising potential for both standalone flash memory applications and embedded logic/SRAM applications. The Fe-NAND flash memory discussed in this chapter achieves a much lower operation voltage ($\sim 6$ V) than that of conventional FG-NAND ($\sim 20$ V), which not only reduces power consumption but also improves reliability (from $10^4$ to $10^8$ cycles). For SRAM/logic applications, the ferroelectric SRAM has a unique configuration.

**Figure 6.13** Number of NAND chips written in parallel ($N_{NAND}$) as a function of $V_{CC}$. The 6.9 times higher write performance is obtained in the Fe-NAND at $V_{CC} = 1.0$ V. IEEE ©. Reprinted with permission, from [28]

**Figure 6.14** SSD write performance of the FG-NAND and the Fe-NAND. The Fe-NAND can achieve 9.5 GB/s at $V_{CC} = 1.0$ V which is 6.9 times higher than the FG-NAND at $V_{CC} = 1.8$ V. IEEE ©. Reprinted with permission, from [28]
to adjust $V_{TH}$ by biasing the bodies of NMOS and PMOS to $V_{DD}$ and $V_{SS}$. During the read and the hold, the $V_{TH}$ of Fe-FETs automatically changes to increase SNM by 60%. In the standby mode, the $V_{TH}$ of the FeFET SRAM cell increases to decrease the leakage current by 42%. During reading, the $V_{TH}$ of the read transistor decreases to increase the cell read current for a fast reading speed. During writing, the $V_{TH}$ of the SRAM cell dynamically changes and assists the cell data to flip. The enlarged SNM enables $V_{DD}$ reduction by 0.11 V, which decreases the active power by 32%. The ferroelectric SRAM also minimizes footprint.

SSD based on Fe-NAND benefits significantly from the low operation voltage of Fe-NAND. A lower supply voltage can be used without incurring higher power consumption from charge pumps. The 86% power reduction in Fe-NAND increases the number of NAND chips written in parallel in SSD by 6.9 times and enhances the SSD performance up to 9.5 GB/s.

The performance of FeFET devices and systems hinges on high-quality materials and integration technologies. The SBT/HAO gate stack utilized in the MFIS and ferroelectric SRAM structures in this chapter plays a critical role to enable functional FeFETs with good data retention. Integration of ferroelectric materials in a standard CMOS process has always been a challenge. A recent discovery of ferroelectric property in Si-doped HfO$_2$ allows fabrication of FeFETs at a highly scaled node in the state of the art CMOS process [30]. A 28 nm FeFET with TiN/Si:HfO$_2$/SiO$_2$/Si gate stack has been demonstrated [31]. A 0.9 V memory window was achieved with ±5 V 20 ns program/erase pulses. This fabrication-friendly material may provide a promising solution for ferroelectric devices including FeFET.

Table 6.1 summarizes some key parameters of FeFET memories reported in the literature.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device structure</td>
<td>1-Transistor (1 T)</td>
</tr>
<tr>
<td>Feature size $F$</td>
<td>Demonstrated 28 nm [31]</td>
</tr>
<tr>
<td></td>
<td>Projected The same as CMOS transistor</td>
</tr>
<tr>
<td>Cell size</td>
<td>Demonstrated $4F^2$ [32]</td>
</tr>
<tr>
<td></td>
<td>Projected $4F^2$</td>
</tr>
<tr>
<td>W/E speed</td>
<td>Demonstrated 10 ns [33]</td>
</tr>
<tr>
<td></td>
<td>Projected Ferroelectric switching time&lt;100 ps</td>
</tr>
<tr>
<td>W/E operation voltage</td>
<td>Demonstrated ±5 V (20 ns pulse) [31]</td>
</tr>
<tr>
<td></td>
<td>Projected —</td>
</tr>
<tr>
<td>Write energy per bit</td>
<td>Demonstrated 1 fJ [34]</td>
</tr>
<tr>
<td></td>
<td>Projected 0.1 fJ</td>
</tr>
<tr>
<td>Cycling endurance</td>
<td>Demonstrated $10^{12}$ [6]</td>
</tr>
<tr>
<td></td>
<td>Projected $&gt;10^{12}$</td>
</tr>
<tr>
<td>Retention</td>
<td>Demonstrated 33 d [35]</td>
</tr>
<tr>
<td></td>
<td>Projected $&gt;10$ yr</td>
</tr>
</tbody>
</table>

The performance of FeFET devices and systems hinges on high-quality materials and integration technologies. The SBT/HAO gate stack utilized in the MFIS and ferroelectric SRAM structures in this chapter plays a critical role to enable functional FeFETs with good data retention. Integration of ferroelectric materials in a standard CMOS process has always been a challenge. A recent discovery of ferroelectric property in Si-doped HfO$_2$ allows fabrication of FeFETs at a highly scaled node in the state of the art CMOS process [30]. A 28 nm FeFET with TiN/Si:HfO$_2$/SiO$_2$/Si gate stack has been demonstrated [31]. A 0.9 V memory window was achieved with ±5 V 20 ns program/erase pulses. This fabrication-friendly material may provide a promising solution for ferroelectric devices including FeFET.

Table 6.1 summarizes some key parameters of FeFET memories reported in the literature.
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7.1 Introduction and Rationale for a Memory Based on NEM Switch

In parallel with the tremendous progress of ultra-large scale integration (ULSI) of silicon CMOS, the engineering of Micro-Electro-Mechanical Systems (MEMS) for analog, Radio Frequency (RF), and sensing applications arrived to maturity because of the demand and growth of the portable electronic devices (smart phones, tablets and notebooks) [1]. Highly reliable accelerometers and gyroscopes exploiting MEMS structures are today in our portable devices and commercial versions of these devices, with low power consumption have revolutionized smart phone applications and created markets with exponential growth [2]. Radio-Frequency MEMS (RF MEMS) [3,4] offer improved circuit performance (reconfigurability and compactness) at high frequency (MHz to 100 GHz) combined with low-power static consumption and affordable technology costs. They also form another domain where similarly major progress has been experienced in strong connection with new portable applications. The convergence of NEMS and CMOS technology (fabrication platforms using compatible materials and process steps) was an essential factor for this success and it will be even more critical and interesting for future logic and memory applications based on the scaled version of the MEMS called nano-electro-mechanical systems (NEMS) [5,6].

It is accepted that the mechanical information processing has two different forms: (i) multi-state logic, with the logic states dictated by a spatial configuration of movable objects (the ones mainly discussed in this chapter), and (ii) vibrational modes of mechanical elements (with complex equivalent functionality offered by mechanical resonators) [7]. Moreover, devices with small nanometer size generate supplementary interest for massive collective information processing and for building devices addressing the main limitation of dense digital computation with solid-state MOSFET switches. Therefore, the main rationale for a NEM switch is based on the added value in terms of functionality and performance for computing and storage compared to the solid-state nanometer MOSFET switch.
The question then is what are the specific features of a NEM relay motivating such a choice? One can easily understand the unique characteristics of this device by analyzing the current–voltage characteristics of an electrostatically actuated three terminal NEM relay compared to the MOSFET switch, as depicted in Figure 7.1:

- Quasi-zero off current $I_{off}$ (zero static power) due to the in-series air gap in the off state spatial configuration,
- Quasi-infinite transition between off and on states [no thermal limit of 60 mV/decade for the subthreshold swing, $S = dV_G/d\log(I_D)$] at room temperature) due to the abrupt switching under nonequilibrium between electrostatic and mechanical spring forces,
- High $I_{on}$, as the device channel is a metal (or highly doped semiconductor), assuming that a low contact resistance can be engineered,
- Hysteresis in the I-V characteristics due to different values of pull-in, $V_{pi}$ (off–on transition) and pull-out, $V_{po}$ (off–on transition) voltages. This last unique property suggests the possibility to use this device as a memory cell, with appropriate control of the hysteresis window and actuation voltages.

NEM switch applications are diverse and put different constraints on the switch design and operation conditions, they can be categorized as it follows: (i) low-cycle NEM switch for power management and reconfigurable circuits, (ii) intermediate-cycle NEM switch for static and nonvolatile memories, and (iii) high-cycle NEM switch for high-performance logic circuit applications. The most demanding in combined scaling and performance is the logic switching, while the memory NEM switch specifications are of interest when addressing some of the open challenges of advanced nonvolatile memories.

This chapter reviews and discusses recent progress in nano-electro-mechanical (NEM) memory devices and their main figures of merit, promises, and challenges. We concentrate on NEM structures that exploit the specific features of movable structures (like their spatial stable reconfiguration and hysteresis) and, therefore, show a clear potential as nonvolatile (NV) memory cells.

A remarkable NEM memory feature is their extremely low power consumption. Compared to their competitors like the NOR FLASH, PCM, and ionic memory, the NEM memories are...
able to operate with program/erase energies sub-$10^{-16}$ J/operation [9]. For some NEM memory architectures the operation voltages can be scaled into sub-2 V and with read times in the order of ns (corresponding to NEM cells based on suspended nano-structures with resonance frequencies higher than 1 GHz). The lowest achieved voltage operation in a memory cell has been recently reported to be smaller than 1 V [10].

Note that the embodiment of NEM memories may or may not include a storage layer (combined with the mechanical switching of a movable part and injection mechanisms). Nonvolatility in storage-free layer NEM devices can be achieved by the use of other special mechanisms such as adhesion forces and bistability.

A NEM memory exploiting nonvolatile storage defined by a spatial configuration can offer extremely long term storage capability (much beyond the 10 year benchmark), which opens new specific application domains. Additionally, NEM memories can support logic information computing and storage that can operate under extreme conditions: high radiation doses (larger than MRads) and high temperature (larger than 200°C), which makes them very interesting for applications in space, airborne, automotive and control instrumentation fields. This is one of the unique features of NEM memories because it can address ranges of temperature and harsh environment conditions where other conventional charge-based memories fail to retain data. Furthermore, in a recent work [8], the maximum operation temperature was reviewed for various NV memory technologies and concluded that M/NEM is the unique technology offering storage performance at temperatures higher than 200°C, Figure 7.2.

It is worth noting that many reported NEM memory cells show a high co-integration capability with silicon CMOS (both in front-end and back-end of the line) because the materials used for their movable layers are conventional conductive materials used in the semiconductor industry (highly doped semiconductors or metals) and the fabrication processes are based on semiconductor compatible sacrificial layers and etching. Some of the reported NEM structures combine movable (bi-stable) electrodes with specific storage layers [oxide–nitride–oxide (ONO), nanodots, ferroelectric, etc.] inspired by the existing NV memories to ensure the cell nonvolatility and by exploiting some advantages (like low off currents) of the mechanical structures.

![Figure 7.2](image.png)

**Figure 7.2** Maximum operation temperature of various NV memory technologies pointing out that M/NEM memories are the only solution for high temperature (> 200°C) applications. © IEEE. Reprinted with permission from [5]
Other novel ideas combining NEM structures and embedded active devices in transistor architectures with movable gates or body have generated a lot of interest; their potential for highly scalable hybrid memory embodiments is reported in another section of the chapter. Particularly such structures open new design space in terms of functionality and trade-off between solid-state device operation and electro-mechanical operation. For instance, switchable-body transistors can avoid the limitations on in-series mechanical contacts (subject to contact degradation and failure when operated in hot switching conditions) and are compatible with CMOS front-end technology.

A special section of this chapter is dedicated to discussing some more advanced yet speculative memory concepts, based on movable nanostructures [like semiconducting nanowires (NW) and carbon nanotubes (CNTs)] that can exploit nano-scale specific balance of elasto-static and van der Waals energies to define the stable states and have intrinsically smaller size. The recent emergence of novel 2D materials like graphene is creating further design opportunities for nano-scale memories.

The open challenges of the NEM memories are listed and discussed in the last section of the chapter. Beyond the memory cell scaling and the required electrical properties related with nonvolatile storage, the reliability and packaging of electro-mechanical devices are adding further constraints for their successful take-up in industrial applications. These devices have failure mechanisms (such as stiction or contact resistance degradation) of their contacts that depend on both the quality and nature of the surfaces in contact, the current densities and the environmental conditions. Therefore specific contact engineering and control of environment are needed. As for the achieved endurance (cycling), current reports mention experimental investigations from tens up to $10^5$ cycles under diverse condition (hot and cold switching). Significant progress has been made in the field of process control for the 3D integration of micro-electro-mechanical devices and their wafer level packaging enabling the integration of future NEM memory cells as a back-end of line (BEOL) module on silicon CMOS, with high packaging density and low fabrication costs.

### 7.2 NEM Relay and Capacitor Memories

Historically, the first integrated nonvolatile memory cell based on a micro-electro-mechanical structure was proposed in 1990 ([11](#)); it consisted of a thin micro-machined bridge elastically deformed in such a way that it has two stable mechanical states to which the logical levels “0” and “1” could be assigned. The state of the bridge is changed using electrostatic forces and it may be read out by sensing the corresponding capacitance (see Figure 7.3a). The author observed that such cell is completely immune to electromagnetic fields and mechanical shocks, and the stored data could be retained for an unlimited time. However, this demonstrator device was large (hundreds of $\mu m^2$) and high required operation voltages of the order of 30 V.

A more sophisticated MEMS memory cell based on mechanical bistability and a read-out integrated transistor read was proposed ([12–14](#)) based on a $\mu m$ down to sub-$\mu m$-long NEMS structure, combined with nanocrystalline (nc) Si quantum dots. A basic concept of nonvolatile memory based on the mechanical bistability of a micro-machined bridge has been reported and demonstrated. This NEMS memory features a suspended SiO$_2$ beam formed in the cavity as a floating gate, which incorporates nc-Si dots for charge storage (Figure 7.1b,c). Once an electron is stored in such a small Si nanodot, another electron transfer probability into the dot is strongly reduced owing to the Coulomb blockade effect even at room temperature. The authors
reported that the amount of charges in the beam is determined by the number of nc-Si dots and, with \( \sim 8 \) nm nc-Si dots, densities of about \( 10^{11} - 10^{12} \) cm\(^{-2} \) in a monolayer can be achieved.

In order to inject electrons into the nc-Si dots, the authors applied a high voltage to the gate electrode for initialization. Then, the electrons are injected into the nc-Si dots through the sidewalls, or the gate electrode contacts the floating gate and the electrons are injected through the SiO\(_2\) of the floating gate. The beam is buckled either upward or downward, and both ends are clamped at the cavity sidewalls. When the gate voltage is applied, the charged beam moves in the cavity via electrostatic interactions between electric field in the cavity and the charge stored in the beam.

The write/erase addressing scheme is realized by a combination of gate voltage and substrate voltage (Figure 7.4a). In write/erase operation the gate voltage is positive/negative, respectively. Substrate voltage is negative because of the n type transistor. In the write operation, both the memory cell’s gate and substrate voltages are applied to switching the state. In erase operation, only a gate voltage is required to switch the state. A positional displacement of the beam changes the surface potential of the metal oxide–semiconductor field effect transistor (MOSFET) placed underneath and is therefore sensed as a shift of its threshold voltage. The conditions for the read-out addressing scheme are selected by a combination of gate voltage and drain voltage that can be scaled into the sub-5 V (Figure 7.4b). The memory state is dictated by the drain current value. Write and erase operations of the NEMS memory are not associated with charge tunneling via the gate oxide and, therefore, do not cause any gate oxide deterioration as in conventional flash memory.

Another MEMS memory concept is the so called NEMory cell proposed in 2007 [15,16]. The NEMory cell consists of four elements (Figure 7.5): a read word line (RWL) which serves as the upper electrode, a suspended bit line (BL) which is a movable mechanical beam, a
dielectric oxide/nitride/oxide (ONO) stack which serves to store a fixed amount of charge, and a write word line (WWL) which serves as the lower electrode. Information is stored in the form of the BL position: If the BL is pulled down then the cell is in the "0" state; if the BL is released it is in the "1" state. It should be noted that the role of the charge-storage layer in a NEMory cell is distinctly different from its use in conventional Flash memory. The charge stored within the

![NEMORY concept](image)

**Figure 7.4** (a) Cell array of Oda’s NEMS memory. WL (gate) and RBL (drain) are used for readout selection. WL (gate) and WBL (substrate) are used for write/erase selection. (b) $I_d - V_g$ characteristics for various $L$ at 50–1500 nm. Inset shows $I_d - V_g$ characteristics shifted to negative bias direction. Shift amount increases 1 V per curve. © IEEE. Reprinted with permission.

...
ONO layer is not used to store information; rather, it is used to shift the hysteric gap-closing behavior of the BL in order to achieve nonvolatile storage, that is, two stable states under zero applied voltage. The amount of charge stored in the ONO layer is constant and can be introduced during or after fabrication (i.e., with a single charging operation). Based on simulations, the authors of NEMory cell reported 100 nm cantilever beams operating at 3 V within 0.4–4.0 ns response time and demonstrated that the most of the memory energy is consumed as electrical energy being much less than the one required in program/erase in conventional Flash memory cells.

Some of the most scaled NEM memory demonstrations were reported [17] in 2007. Two types of titanium nitride (TiN) based NEM hysteretic switches, among the smallest ever made by typical top-down CMOS fabrication technology were demonstrated. NEM cantilever and clamp switches, with 30 nm TiN beam and 20 nm air gap were successfully fabricated and electrically characterized (see Figure 7.6a). The fabricated switches showed excellent on/off current characteristics with ultra-low off current (due to the in-series air gap), experimental subthreshold slope $<3 \text{ mV/decade}$, and on/off current ratio $>10^5$. The reported endurance is in the order of several hundred switching cycles under dc and ac bias conditions, in ambient air. The memory cell consists of a cantilever BL (CBL) connected to a buried BL (BBL) through direct contact (DC), a WL for read (RWL), and a WL for write (WWL), including a charge trapped oxide/nitride/oxide (ONO) layer (Figure 7.6b). The charge is trapped in the ONO layer using an ion implantation process during the fabrication or Fowler–Nordheim (FN) tunneling by
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**Figure 7.6** (a) Fabricated TiN suspended-beam memory cells. (b) Schematic diagram of the proposed cell array structure. (c) Hysteresis curves (applied voltage versus air gap thickness) of the SBM cell with the charge trapped in ONO layer, showing the operation mechanism of the SBM cell. © IEEE. Reprinted with permission
applying the high voltage between the WWL and the CBL after finishing the fabrication. A shift of the typical hysteresis curve by the charge trapped in ONO layer is obtained.

Recently, a very interesting NEM NV memory cell based on the switching of a free electrode between two stable states has been proposed [8,18,19]; the anchorless design (Figure 7.7a) of this particular memory cell is very compact and scalable. The device principle exploits the switching of a free electrode between two stable states; this shuttle electrode has no mechanical anchors and smoothly switches two stable positions being guided inside an insulator pod. Adhesion forces between the shuttle and fixed electrodes serve to hold the shuttle in stable positions.

The authors optimized the design and proposed various control schemes that are discussed elsewhere [19] together with their performance analysis. For instance, Figure 7.7 shows the read power and delay using a 1.8 V supply. This memory cell consumes tens of μW and is very robust with respect to temperature; when the temperature changes from 0 to 300 °C, the read delay increases from 2.5 to 3.8 ns (52%). The proposed memory can operate at a maximum read frequency of around 250 MHz.

7.3 NEM-FET Memory

Another conceptual direction of NEM memories consists in the so-called suspended gate (SG) MOSFET operated as one-transistor memory cell [20,21] and having full compatibility with CMOS front-end. The SG-MOSFET memory principle exploits the electro-mechanical hysteresis in the drain-voltage characteristics of a movable-gate transistor to define a volatile memory cell (Figure 7.7c) or the storage of charge in a storage layer included in the gate stack for nonvolatile operation (Figure 7.7d). The specific current transitions form low to high states and vice versa are subthermal, with voltage swings that are much lower than 60 mV/decade at room temperature. Fabricated 1 T SG-FET memory cells have been reported at micrometer scale (Figure 7.8) and simulations have been used to show the scalability of this device into sub-100 nm size, with operation voltages less than 2 V. A remarkable feature of the 1 T SG-MOSFET memory has been experimental demonstration of $10^5$ cycling without major degradation of the characteristics. Further investigations [22] highlighted the important role of the oxide charging in SG-FET and the need of selecting an appropriate storage material in the gate stack, like nitride or ferroelectric layers instead of oxides to improve the long-term storage capability.
A higher performance version of the SG-MOSFET consists of designing this device architecture on Silicon On Insulator (SOI) with a switchable body and two lateral gates separated from the body by nanometer size air gap. The very first demonstration of switchable body double-gate MOSFET at micrometer scale [23] exploited the hysteretic characteristic with abrupt transitions to propose a new circuit principle for data transmission.

Later, the monolithic integration of NEMS and CMOS for a mechanically flip-flopped fin memory transistor was demonstrated [24,25] at nanometer scale. A FinFET with two independent gates using air gap insulators defines the fin flip-flop actuated channel that can be used for a 1T NEM memory cell. Figure 7.9 shows the mechanical states of the proposed memory device. The fin is located at the center, being straight in the initial state. After a write operation, the fin can come into contact with gate G1 for bit “1” (pull-up) or gate G2 for bit “0” (pull-down). The SEM images from Figure 7.9b clearly show the binary mechanical memory states. The drain current modulation is practically used to define the stable memory states. The fabricated switchable fin NEM devices featured operation for few hundred cycles before failure.

Reference [26] reports other work exploiting the lateral switching of suspended cantilever for nonvolatility in a nRAM cell via work–function engineering. This eliminates the need for cell selection devices in a crossbar array which uses a displacement current-based read scheme. The configuration of the nRAM is such that the elastic potential energy due to the beam bending is reversibly used for switching, which enables the combination of ultralow operation voltages with high switching speed. However, this interesting principle was not fully
experimentally demonstrated; it was suggested that the manufacturing challenge for nRAM is the precise adjustment of pullout voltage ($V_{po} < E_G/2q$) with a minimal standard deviation ($\Delta V_{po}$) across the wafer and between different process runs.

7.4 Carbon-based NEM Memories

Carbon nanotubes (CNTs) and graphene have attracted major interest for building NEM devices, due to their outstanding electrical and mechanical properties in 1D and 2D structures, respectively. For instance high stiffness (Young modulus, $E$, near 1 TPa), low-density, defect-free structure, nm cross-section and outstanding electrical thermal conductivity can be simultaneously achieved in a carbon nanotube, making it electro-mechanically unmatchable by a traditional semiconductor nanostructure based on silicon. For NEM memories these properties are of interest because they can be exploited by scaling to obtain high density and ultra-low power operation.

Nantero Inc. proposed some of the first electromechanical memory arrays using nanotube ribbons [27,28]. Their nanotube-based random access memory (NRAM) was composed of movable nanotube bridges, freely suspended between source and drain electrodes, in the vicinity of a gate. The van der Waals (vdW) interactions act between the CNT bridge and the oxide. Electrical charge can be induced in the suspended CNT bridge by a voltage applied to the gate electrode. The resulting capacitive force between the CNT bridge and gate bends the CNT bridge and brings the CNT bridge into the vdw contact above the gate electrode. Figure 7.10 shows the simple schematics of the NRAM operations and energy diagram. In the total energy plot obtained from the superposition of the elasto-static and vdw energies, the point of inflection is found in the total energy. When the vDW energy between the CNT and the oxide increases, the well depth of the potential energy also increases and an increased nonvolatility of the NRAM is achieved. However, despite its high initial attractiveness, progress was very slow to transform it in an industrial memory technology with clearly demonstrated experimental figures of merit.
Another CNT NEM memory concept was proposed by the University of Cambridge [29]. They reported a nano-electro-mechanical switched capacitor structure based on vertically aligned multi-walled carbon nanotubes in which the mechanical movement of a nanotube-relative to a carbon nanotube-based capacitor defines “ON” and “OFF” states (see Figure 7.11). Their carbon nanotubes were grown with controlled dimensions at predefined locations on a silicon substrate in a process that could be made compatible with existing silicon technology. The vertical orientation of the device allows for a significant decrease in cell area over conventional devices. The authors were able to write data to the structure and it should be possible to read data with standard dynamic random access memory sensing circuitry.

Based on modeling of the capacitance in the CNT NEM DRAM cell (CNT diameter, 60 nm; length, 1.6 μm; SiNx, 40 nm), the authors derived a value of 0.59 fF, which would give an available potential of 2.4 mV for bit line sensing in a conventional DRAM design. However, with minimum acceptable values of capacitance and bias difference for gigabit-level DRAMs of 10–15 fF and 60–80 mV, respectively, a challenge was made to reach these values in the CNT NEM-DRAM cell by replacing the SiNx dielectric layer with ultra-thin (10 nm) layers of high-k dielectrics.

### 7.5 Opportunities and Challenges for NEM Memories

In the last decade, NEM memories experienced major progress in terms of experimental proof of concepts, embodiments in CMOS compatible technologies, validation of new ideas and experimental demonstration of promising figures of merit. They stand particularly high as memory solutions for harsh environments (high temperature and high doses of radiation). However, the majority of the reported architectures and studies remain at the device level or basic memory blocks.
Overall, NEM memories (especially the silicon-based embodiments) show clear promise for:

- **Power savings** beyond the capabilities of all known nonvolatile memory competitors (PCM, FLASH, ionic memory, RRAM). The zero-$I_{\text{off}}$ current of hysteretic NEM relays or the shift induced in the NEM hysteretic I-V characteristics by various charge storage mechanisms coupled to a NEM structure can be smartly exploited in bi-stable memory architectures to achieve energies per bit program/erase close to $10^{-17}$ J, which is lower than for any other NV memory candidates.

- **High robustness in harsh environments** (high temperature and high radiation). By their nature a nonvolatile M/NEM memory cell is one of the most robust memory architectures for preserving the stored information in very harsh environments; their figures of merits in this respect are unmatched.

- **Co-integration with silicon CMOS** (in both front-end and back-end of the line). The various surface micromachining techniques developed for N/MEMS technology are applicable and have enabled today the merging of advanced CMOS with sub-100 nm movable structures. Their process temperature is low and compatible with CMOS. The 3D integration of NEM memory with CMOS for future embedded memory applications is possible.

- **Voltage scaling below 2 V and switching time below 10 ns**. The voltage scaling of electrostatic actuation imposes aggressive scaling of the actuation air gaps down to tens of nm. However, the recent nanostructure cells based on movable fins show that reasonable

---

**Figure 7.11** (a) CNT NEM switch based on vertically aligned multiwalled carbon nanotubes and corresponding I-V characteristics. (b) WRITE and READ operations to a NEM memory cell. (c) Data is written through the voltage levels of the bit lines and the word lines. When the write voltage is removed, the nanotube returns to a vertical position. Cell 1 now stores a “1” and cell 2 stores a “0”
voltage scaling can be experimentally achieved in structures with gaps higher of the order of 10 nm. In bi-stable structures switching voltage scaling down to 2 V was suggested with realistic technology and switching times sub-10 ns.

Among the open challenges of NEM one can cite the following (many of these are generic issues of MEMS and NEMS):

- **Limited cycling and endurance.** Very few of the reported NEM proof of concepts have been tested in terms of industrial requirements for endurance and cycling. In some of the reported devices (like Fin-FACT) some design trade-off could exist between the retention time and the endurance. However, some of the reported NEM memory cells have been cycled up to tens of thousands of times, showing promising characteristics. In general, problems are reported after multiple cycling with electrical charging (shift of electrical characteristics) or with contact failures, not concerning mechanical fatigue or mechanically specific failures.

- **Reliability.** The understanding of the main mechanisms for failures and specific accelerated reliability tests should be further defined and investigated for NEM devices in general. However, significant technical progress in the field of NEM switches, showing high reliability after specific surface engineering could be also applied to the NEM memory cells. This issue can be solved in the near future.

- **Need of adapted packaging (zero-level and wafer-level) with controlled ambience (hermetic).** Many of the reported NEM memory devices have been tested in laboratory conditions (vacuum of ambient air) and would require a protective thin film (zero-level) and wafer-level packaging for real applications. The integration of NEM memory as a back-end of line module would simplify greatly the packaging limitations in the future; this issue can be solved in the near future.

In general, it important to note that NEM memories can have better speed and much lower energy than conventional flash memory, being co-integrable with CMOS. This observation could lead to the identification of some interesting future opportunities and applications of NEM memories in mobile communications or internet of things nodes, as a generic domain, where energy-efficient technologies offering substantial power savings could prevail.
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8.1 Introduction

Redox-based resistive memories (ReRAM) are a highly promising class of emerging memories \cite{1}. ReRAM cells offer nonvolatile data storage in terms of at least two different resistances, a high resistive state (HRS) and a low resistive state (LRS). By applying appropriate voltage pulses one can switch between these resistance states. Intermediate states are feasible, too, enabling multilevel operation modes. ReRAM cells consist of a simple to fabricate Metal–Insulator–Metal (MIM) stack (see Figure 8.1), in which the insulator is an ion conductor at high fields and/or high temperature. These stacks enable 3D stackable crossbar array architectures. However, simple 1R array implementations suffer from the sneak path problem. Thus ReRAMs cells either require a two-terminal select device (1S1R or 1 CRS) in a passive crossbar architecture configuration, or a select transistor (1T1R) in an active memory matrix (Figure 8.1). The individual ReRAMs cells offer a high scaling potential below feature sizes of $F < 10 \text{ nm}$, retention times $> 10 \text{ years}$, and excellent endurance properties ($> 10^{12} \text{ cycles}$). In this chapter we will give an overview of the present knowledge of the physical switching mechanism, the modeling of ReRAMs and the state of the art of device performance.

Although all ReRAM cells are based on redox processes the actual device behavior strongly depends on the applied materials \cite{2}. Hence, it is reasonable to define three subclasses (compare Figure 8.2) \cite{3}:

- Electro-chemical metallization (ECM) cells
- Valency change mechanism (VCM) cells
- Thermo-chemical mechanism (TCM) cells.

ECM cells are dominated by the electrodes, offering an active Cu or Ag electrode on one side and an inert (e.g., Pt, TiN) electrode on the other. In contrast, VCM and TCM cells are...
dominated by the sandwiched material, that is, the chalcogenide (e.g., TaO₂, SrTiO₃). From an application perspective, the polarity of $I$-$V$ characteristic – either bipolar (ECM, VCM) or unipolar (TCM) – is also suited for classifying ReRAM devices.

For practical memories one will either use ECM or VCM cells since power consumption is much lower compared to TCM cells and endurance properties are superior. Hence, we will restrict our considerations to ECM and VCM cells in this chapter. In Section 8.2 we describe the physical fundamentals of redox memories and highlight the common generic properties.

Figure 8.1 Redox-based resistive memory matrix and external CMOS periphery (decoders and sense amplifiers). In the memory array either (a) a single ReRAM cell (1R), (b) a complementary resistive switches (1CRS), (c) a selector plus ReRAM cell (1S1R), or (d) a transistor plus ReRAM cell (1T1R) is present at each junction of word and bit lines.

Figure 8.2 Classification scheme for redox-based resistive memory. The memory cells are either dominated by the sandwiched material (VCM and TCM) or by the electrode material (ECM). An alternative classification is based on the $I$-$V$ characteristic which can be unipolar (TCM) or bipolar (VCM, ECM). Reproduced with permission from [3], © 2012 Wiley-VCH.
of all redox devices in terms of conduction mechanism, generic switching properties, and
dynamical device modeling. In Sections 8.3 and 8.4 we then emphasize the specific features of
ECM and VCM, respectively. Finally, exemplary devices offering the excellent performance in
the categories feature size, cell area, switching time retention time, write cycles, and multilevel
feasibility are presented in Section 8.5.

8.2 Physical Fundamentals of Redox Memories

ECM and VCM cells are based on the same basic physical processes, which are discussed in
this section. The most relevant processes in describing/modeling the resistive switching
behavior are the conduction mechanisms in HRS and LRS as well as the processes determining
the switching kinetics. In addition, ReRAMs show some generic switching characteristics that
are related to the nonlinear switching kinetics. These physical fundamentals and switching
characteristics build up the basis for modeling ReRAMs. A critical overview of the various
modeling activities is given at the end of this section.

8.2.1 Electronic Conduction Mechanisms

The I-layer in ReRAMs is a mixed ionic electronic conductor (MIEC). Typically, the electronic
conductivity dominates and accounts for the resistance states of the ReRAM. This is always true
in the LRS, whereas the ionic conductivity can be higher in the HRS in some ECM systems, for
example, in Cu/SiO₂/Pt cells [4]. The ionic conductivity is very low, but the motion of ions
triggers the resistive switching effect. In this subsection, we focus on the electronic current
contribution. The possible electronic conduction processes in MIM structures are illustrated in
Figure 8.3. It can be distinguished between interface and bulk dominated conduction processes.
The former are: (i) electron tunneling into the conduction band, (ii) thermionic emission,
(iii) direct tunneling from electrode to electrode, and (iv) electron injection into trap states.

![Figure 8.3](image)

**Figure 8.3** Possible electronic conduction processes in MIM structures. (1) Thermionic emission. (2) Electron tunneling into the conduction band. (3) Direct tunneling from electrode to electrode. (4) Electron injection into trap states. (5) Thermionic emission from trap to conduction band. (6) Direct tunneling from trap to conduction band. (7) Electron hopping or electron tunneling from trap to trap. (8) Tunneling from trap to anode.
As bulk related processes (v) electron hopping, (vi) electron tunneling from trap to trap, (vii) band conduction, or (viii) Poole–Frenkel emission might occur. In a real MIM device various conduction processes are always present simultaneously with different balance, which depends also on temperature, applied electric field, and voltage polarity. During the resistive switching process this balance changes. The dominating conduction mechanism might change, for example, from thermionic emission to ohmic conduction. Alternatively, the dominating conduction mechanism might stay the same and only the current density level changes. For example, the thermionic emission barrier and in turn the current density level is altered by the variation of the doping concentration close to the interface due to the Schottky effect. In VCM cells oxygen vacancies (or cation interstitials) can be shallow donors or create deep trap level within the band gap. Changing the amount or distribution of oxygen vacancies thus modifies the cell resistance. The bulk related resistance or electronic transport mechanism is related to oxygen vacancy concentration, which is linked to the conduction center concentration within the insulator. Reference [5] discriminates between five different transport mechanisms. If the oxygen vacancy concentration and in turn the conduction center concentration is below a percolation threshold, the conduction centers are separated from each other and the oxide is in an insulating state. By increasing the oxygen vacancy concentration a percolation threshold is reached increasing the conductivity. By a further increase of conduction centers the conduction mechanism changes to strongly localized nearest neighbor hopping, weakly localized variable range electron hopping, and finally to a metallic conduction mechanism.

In general the electronic transport in MIM cells can be either locally confined along so called conducting filaments or spread over the whole sample area. Certainly, a leakage current parallel to a conducting filament is always present and their balance again depends on electric field strength, voltage polarity, and temperature. In addition, the conducting filaments can be so small that quantized conduction effects appear.

8.2.2 Ionic Conduction Mechanism

Ions move by hopping from one site to another vacant site within the insulating layer. The ions thus have always to overcome a migration barrier $\Delta G_{\text{hop}}$. The ionic transport is described mathematically by the Mott–Gurney law of ion hopping

$$j_{\text{hop}} = 2ze\nu \exp \left( -\frac{\Delta G_{\text{hop}}}{k_B T} \right) \sinh \left( \frac{azeE}{2k_B T} \right),$$

(8.1)

where $a$ is the mean hopping distance, $\nu$ the attempt frequency, $z$ the charge number of the hopping ion and $c$ the ion concentration. Due to the intrinsic landscape of ionic crystals the hopping distance is in the range of inter atomic distances. The electric field $E$ is the external electric field and not the local Lorentz field [7]. If the electric field $E$ is lower than the characteristic field $E_0 = \frac{2k_B T}{aze}$, the ionic current density depends linearly on the electric field. In contrast, the dependence becomes exponential when $E > E_0$. The ionic current density also increases exponentially if the temperature increases. Thus, the ionic transport can be either temperature or field enhanced. Note that the ion velocity cannot exceed the speed of sound.

8.2.3 Switching Kinetics

All types of ReRAMs exhibit strongly nonlinear switching kinetics for SET and RESET operation, that is, if a voltage pulse with a certain amplitude and length can be used to switch a
cell, a change in the voltage amplitude will highly over proportionally change the pulse length required for switching. Here, we discuss the processes which may be the origin of this nonlinearity of the kinetics. In general, several of these processes are present in a ReRAM device, but the kinetics are determined by the slowest one. Depending on the electrical (applied voltage) and ambient conditions, the rate-limiting process can change also in a single ReRAM device.

Since the movement of ions triggers the resistive switching effect, the ionic transport may be a potential rate limiting step. As discussed in the previous subsection the ionic transport can be either temperature or electric field enhanced (cf. Equation 8.1).

Another rate-limiting step can be an electron transfer reaction which occurs at the metal/insulator interface. This process depends on the overpotential $\eta_{et}$ and can be mathematically described by the Butler–Volmer equation:

$$j_{et} = j_{0,et} \left[ \exp\left( \frac{(1 - \alpha)ze}{kBT} \eta_{et} \right) - \exp\left( -\frac{\alpha ze}{kBT} \eta_{et} \right) \right].$$  \hspace{1cm} (8.2)

Here, $z$ denotes the number of electrons in the electron transfer and $\alpha$ the charge transfer coefficient. The exchange current density $j_{0,et}$ is strongly temperature dependent according to

$$j_{0,et} \propto \exp\left( -\frac{\Delta G_{et}}{kBT} \right),$$  \hspace{1cm} (8.3)

where $\Delta G_{et}$ is the free activation energy required for the electron transfer reaction. The right term in Equation 8.2 describes the reduction, whereas the left term corresponds to the oxidation reaction. For low overpotentials $|\eta_{et}| \ll kBT/ze$ the current becomes linearly dependent on $\eta_{et}$ and exponentially dependent when $|\eta_{et}| \gg kBT/ze$. Thus, the electron transfer reaction can also be field or temperature enhanced.

A nucleation process starts the formation of a new phase, for example, the electrocrystallization process of a metal on a foreign substrate. In order to permit further growth of the new phase, the nucleus has to achieve a critical size consisting of an integer number of atoms $N_c$. For the nucleation process to take place an activation energy $\Delta G_{nuc}$ has to be overcome. The nucleation time under an applied bias (nucleation overpotential $\eta_{nuc}$) is calculated according to

$$t_{nuc} = t_{0,nuc} \exp\left( \frac{\Delta G_{nuc}}{kBT} \right) \exp\left[ -\frac{(N_c + \alpha)ze}{kBT} \eta_{nuc} \right].$$  \hspace{1cm} (8.4)

Accordingly, the nucleation process can be field and temperature enhanced. Note that the nucleation can only be a rate-limiting process if a critical nucleus needs to be formed.

Phase transformations occurring in the I-layer can also be rate-limiting. The velocity of a phase transformation is related to an activation energy and depends strongly on temperature. Thus, the kinetics can be strongly nonlinear when local Joule heating occurs. In ReRAMs phase transformations can be induced by ion depletion and local redox reactions. For instance, a phase transition from TiO$_2$ to a Magnéli phase as Ti$_4$O$_7$ can occur if oxygen vacancies move within a TiO$_2$ layer [8]. Note that a nucleation process is necessary if a phase transition occurs.

In summary, the switching kinetics can be electric field or temperature enhanced. The electric field is directly connected to the applied voltage. Due to local Joule heating the
temperature increase is also connected to the applied voltage. Thus, in both cases a faster switching process is expected for increasing voltage.

8.2.4 Generic Switching Properties

All types of ReRAMs exhibit generic SET and RESET characteristics. During SET operation the ON resistance can be programmed over many orders of magnitude by limiting the maximum current as illustrated in Figure 8.4a. The relation between programming current $I_{cc}$ and ON resistance $R_{ON}$ obeys the empirical law $R_{ON} = V_{ON}/I_{cc}$, whereas $V_{ON}$ is a system inherent constant voltage. The physical origin of this universal SET characteristic lies in the nonlinear switching kinetics. As soon as the current compliance is reached any further decrease in resistance is accompanied by a voltage drop. Since the switching kinetics depends exponentially on the applied voltage, the driving force for further resistance change is suppressed, although it is still continuous. Accordingly, the ON voltage is adjusted.

It is experimentally observed that the RESET current scales linearly with the programming SET current (cf. Figure 8.4b). This empirical relation can be explained by the nonlinear switching kinetics and the almost linear $I$-$V$ characteristic in the ON state. The RESET driving force is strongly voltage-dependent and almost independent of the programmed ON state. This results in a nearly constant RESET voltage $V_{RES}$ for a distinct ReRAM under the same external switching conditions. In combination with the linear ON state we can write

$$I_{RES} = \frac{V_{RES}}{R_{ON}} = \frac{V_{RES}}{V_{ON}} I_{cc} = A I_{cc}. \quad (8.5)$$

Here, $A$ is a system inherent constant. It should be noted that these empirical laws are independent of the actual switching mechanism as long as the system exhibits nonlinear switching kinetics. It has been shown by simulation that a thermally assisted lateral growth of a low resistive filament as well as the electrochemical change of a tunneling gap leads to these empirical generic switching characteristics.

Figure 8.4  (a) ON resistance $R_{ON}$ as a function of SET current compliance current for various material systems. (b) RESET current (maximum current before OFF switching) as a function of SET current compliance current for various material systems. Reproduced with permission from [9], © 2012 Wiley-VCH.
8.2.5 **Modeling Redox Memories for Circuit Simulations**

The basic requirement for a behavioral model is to reproduce the device properties for arbitrary excitation signals and connection to further electronic components, for example, series resistors or further devices. Having this requirement in mind we review existing approaches and try to categorize them.

**8.2.5.1 Quasi-Static Models**

Quasi-static models have been the basic approach to model ReRAMs cells [10] and are extracted from quasi-static *I-V* characteristics. The advantage of this approach is the direct accessibility from measurement data which can directly fitted to obtain a usable model. The limitations of this approach directly result from absence of sweep rate/pulse rate dependency and the unfeasibility of any gradual multilevel properties.

**8.2.5.2 Initial Dynamical Models**

The development of dynamical models has obeyed a great advance by the initial memristive device model of Strukov et al. [11]. In this approach, the device is considered a dynamical system offering a readout and state equation of the form [12]:

\[ I = G(x, V, t) \cdot V \]
\[ \dot{x} = f(x, V, t) \]  

or

\[ V = R(x, I, t) \cdot I \]
\[ \dot{x} = f(x, I, t) \]

The relevance of a certain dynamical model depends strongly on the applied differential equation, that is, the detailed understanding of the device physics. Starting from the basic linear model [11], several kinds of window functions were applied to enter more physical behavior to the model, for example [13–15]. But, this approach is limited since actual device properties cannot be modeled accurately.

**8.2.5.3 Empirical Dynamical Models**

In a next step, the concepts of the dynamical model were applied to specific devices and their dynamical behavior. In this approach, generic nonlinear equations (e.g., sinh equations) as well as certain physics-based equations (e.g., tunneling equations) are used to build-up dynamical models whose parameters are fitted to the experimental data, for example [16,17].

**8.2.5.4 Generic Physics-based Dynamical Models**

In this approach physical considerations are the starting point for modeling rather than experimental observations, leading to models for generic device classes, for example, ECM or VCM cells. In deference to the empirical approach, the physics-based approach tries to implement the internal physics as accurately as possible, avoiding piecewise definitions.
among others. For example, the fact that a ReRAM cell is mixed-ionic-electronic models – thus offer at least two current paths – is considered in this approach, see for example [18].

Sections 8.3 and 8.4 discuss selected empirical as well as generic physics-based modeling approaches for ECM and VCM cells, respectively.

8.3 Electrochemical Metallization Memory Cells

Electrochemical metallization memory (ECM) cells, also known as programmable metallization memory cell (PMC), conductive bridge random access memory (CBRAM) or atomic switch, rely on the electrochemical growth and dissolution of a conducting filament within the insulating layer [19,20]. They consist of an active Cu or Ag electrode, a cation conducting insulating layer, and an inert counter electrode such as Pt, W, or Ir [21]. The ECM effect has been demonstrated in typical insulators such as Ta2O5 [22], TiO2 [23], HfO2 [24], or SiO2 [25] as well as solid electrolytes (e.g., AgI [26], GeS [27]). ECM cells exhibit multibit data storage capability [28], scalability almost down to the atomic level [29], and very low programming power [2]. Moreover, potential back end of line (BEOL) compatible integration has been demonstrated [30] making ECM cells of high interest for future nonvolatile memory.

8.3.1 Physical Switching Mechanism

8.3.1.1 Electroforming and SET Process

The electroforming and the SET process in ECM cells involve the same electrochemical steps as illustrated in Figure 8.5.

When a positive voltage is applied to the Cu or Ag active electrode, that electrode is oxidized electrochemically by a charge transfer process. The corresponding cation is dissolved into the insulating layer and migrates under the applied electric field towards the inert cathode (step B). At the cathode a redox reaction takes place and the cations are reduced. After formation of a stable nucleus a metallic Cu or Ag filament starts to grow towards the active electrode (step C). As the filament approaches the anode an electron tunneling current sets in and finally the preset current compliance is reached (step D). Any further resistance change forces the voltage to decrease and further filamentary growth is suppressed [18]. The formation of the metallic filament is accompanied with mechanical stress. Hence, a prerequisite for proper ECM operation is supposed to be the existence of extended defects such as nanopores or grain boundaries within the insulating layer. As illustrated in Figure 8.6a, the initial switching voltage during the electroforming cycle is higher than in the successive switching cycles [25]. Moreover, the switching voltage during the electroforming cycle is thickness-dependent, whereas it is almost thickness independent for all following cycles. Probably, the formation of the filament during the initial cycles involves mechanical stress, which makes the filamentary growth the limiting process. After RESET a template for fast ionic transport has been formed leading to the almost constant switching voltage.

The strength of the electric contact is determined by the preset current compliance level during the SET process according to $R_{ON} \propto I_{cc}^{-1}$. In this way the ON resistance can be adjusted over 10 orders of magnitude (see Figure 8.4).

The origin of the multilevel states has been attributed to varying tunneling gaps between the active electrode and the growing filament for ON resistances higher than $R_{ON} > 12.9 \, \text{k} \Omega$ [18]. This resistance value corresponds to a single atomic contact conductance, that is, $1 / G_0 = 12.9 \, \text{k} \Omega$ [31].
Figure 8.5 A typical quasi-static I-V characteristic of an ECM cell, here Ag/Ag-Ge-Se/Pt. The ON resistance is determined by the SET current compliance. The insets A to E show the different process steps: Step A – OFF state, steps B, C – SET process, step D – ON state, step E – RESET process. Reproduced with permission from [9], © 2012 Wiley-VCH

Figure 8.6 (a) Depending on the actual material system, in the initial forming cycle much larger voltages than the subsequent cycles are required, as shown here for Cu/SiO₂/Pt. (b) The initial SET forming voltage shows a clear thickness dependency while the subsequent SET voltages show no SiO₂ film thickness dependency. Reprinted with permission from [25]. Copyright 2009, American Institute of Physics
In this resistance regime quantized conduction steps have been observed [22,26,32] as illustrated in Figure 8.7. This gives an indirect proof of the existence of a remaining tunneling gap for $R_{ON} > 1/G_0$. Below this boundary the on resistance decreases further first by quantized steps and then more continuous by filament widening. This filament widening can be very small since the filament resistivity is diameter dependent according to Fuchs–Sondheimer theory [33]. Note that a further lateral growth is accompanied by mechanical stress.

ECM cells show strongly nonlinear switching kinetics. Based on the switching mechanism each physical process can be the rate limiting step. Depending on the materials involved and thermodynamic conditions, this can be: (i) the nucleation process prior to filamentary growth, (ii) the electron-transfer reaction occurring at the metal/insulator interfaces, and (iii) the ion transport within the electrolyte/insulator thin film (cf. Equations 8.1–8.3) [26,34,35]. Figure 8.8 shows the SET switching kinetics for a AgI system, which exhibits three distinct regimes [35]. By comparison to a simulation model these regime could be identified as (i) nucleation limited regime, (ii) electron transfer limited regime, and (iii) limitation by electron transfer and ion transport.

This demonstrates that the rate-limiting process also depends on the voltage regime. Due to the low currents involved during SET switching a temperature enhancement of the switching kinetics is rather unlikely.

8.3.1.2 RESET Process

The RESET mechanism strongly depends on the type of ON state. As previously discussed a tunneling gap can remain for low current compliances, whereas a true galvanic contact is achieved for high current compliances. In the former case the electrochemical cell is still present and the RESET is simply achieved by applying a negative potential to the active electrode [18]. The cell operation is inherently bipolar. If a galvanic contact is established during SET operation the conducting filament bridges the two metal electrodes. Due to the low ON resistance Joule heating will occur at the narrowest part of the filament [36,37]. Here, surface tension at the metal surface (temperature assisted ad-atom diffusion leading to Ostwald ripening) may contribute to the rupture. Due to temperature increase the electron transfer

![Figure 8.7](image_url)
reactions occurring at the boundary are thermally enhanced (cf. Equation 8.2). This leads to a self-dissolution of the filament, that is, oxidation and reduction occur at the filament rather than at the filament and the active electrode [38]. After filament rupture the electrochemical RESET further proceeds as in the remaining tunneling gap case. Due to the self-dissolution of the bridging filament and the thermal nature of the RESET, the RESET process can be polarity-independent as reported in experiment [38].

The RESET switching kinetics have been rarely investigated. According to the study of Kozicki et al. the RESET time is a function of the ON state resistance and is also strongly voltage dependent [36]. Here, the ON resistance is very low suggesting a galvanic contact. In this regime first a lateral dissolution has to occur, which might explain the dependence of the RESET time on the ON state. For higher resistance state corresponding to a remaining tunneling gap in ON state, the RESET time is presumably independent on the ON resistance. In contrast to the SET switching kinetics the limiting factors are only the electron transfer reaction and the ionic transport, whereas a nucleation process does not occur. If a galvanic contact is present, the RESET switching is also thermally enhanced.

8.3.2 Modeling

Several compact behavioral models for ECM cells have been published. Basically, two different approaches have been pursued: (i) vertical [18,39,40] and (ii) lateral filamentary growth [28,36,41]. For the first approach the filament length or the tunneling gap between

Figure 8.8 SET time as a function of pulse height for AgI-based cells. The symbols denote the experimental data and the solid lines simulation results. Reproduced by permission of the PCCP Owner Societies [35]
growing filament tip and counter electrodes are used as state variable, whereas in the latter the state variable is the filament radius.

A first self-consistent model for vertical filamentary growth has been published by Menzel et al. [42], which has been later extended to multilevel switching [18] and to model the SET switching kinetics including all relevant processes [35]. The dynamic state equation describing the tunneling gap $x$ is given by Faraday’s law

$$\frac{dx}{dt} = -k_{\text{ion}},$$

where $k$ is a constant. The equivalent circuit diagram is shown in Figure 8.9a. Note that the change in the state variable only depends on the ionic current and not the electronic current as in the standard memristor-like models (cf. Section 8.2.5). The model accounts for the nonlinear switching kinetics, $I$-$V$ characteristics, and the multilevel switching by modulation of the tunneling gap (see Figure 8.9b,c).

![Figure 8.9](image)

(a) Equivalent circuit model of ECM cell. Note the two current paths, one for the ionic and one for the electronic current. Reprinted with permission from [18]. Copyright 2012, American Institute of Physics. (b,c) The vertical ECM model accounts for nonlinear switching kinetics and reproduces experimental findings of SET current compliance dependencies for RESET current and actual LRS resistance. Reprinted with permission from [18]. Copyright 2012, American Institute of Physics. (d) In a 1T1R structure, the drain current $I_D$ limits the maximum device current, thus plays the role of a current compliance. Depending on $I_D$ a certain resistance level can be written. © 2009 IEEE. Reprinted, with permission, from [28]
The change of the filament diameter was first used to model the RESET in ECM cell by Russo et al., and was supplemented by the SET modeling later [28,36] (see Figure 8.9d). This model has been also adapted by Yu et al. [41]. In this model Joule heating is also included due to the high currents involved. The state equation for radial dissolution and growth reads

\[
\frac{dr}{dt} = \pm kj_{\text{ion}}, \tag{8.9}
\]

where \( k \) is a constant. Also in this model the state equation depends only on the ionic current. Note that the algebraic sign in Equation 8.9 has to be changed for SET and RESET and the dynamic state equations are not self-consistent as in the vertical model. The lateral growth model has been used to describe multilevel switching and the switching kinetics. According to the considerations in the previous section the lateral growth model is restricted to the small resistance regime in which the filament bridges both electrodes, whereas the vertical growth model is valid until a galvanic contact is established. Both models could be thus easily combined. The occurrence of quantized conduction steps, however, is not covered by either model.

### 8.4 Valence Change Memory Cells

In valence change memory (VCM) cells the resistive switching effect relies on the motion of oxygen vacancies (respectively oxygen ions) and a subsequent redox reaction on the nanoscale. This leads to a valence change of the cation sublattice, which in turn changes the local conductivity. Due to the involved ion migration the device operation is inherently bipolar. The VCM effect has been observed in binary oxides as well as perovskites, where the insulating layer is a mixed ionic electronic conductor. Typically, the MIEC is sandwiched between an Ohmic electrode (OE) and an active electrode (AE) consisting of a high work function/less oxygen affinity metal [43]. Typically, the resistive switching takes place in front of the latter electrode. Many variants of VCM switching are known such as filamentary- or interface-type switching or in \( p \)-or \( n \)-conducting MIEC oxides. Here, we will focus on the filamentary type switching in \( n \)-conducting MIEC oxide, which is the common type of VCM switching. VCM cells represent a highly promising NVM technology because of its recent performance demonstrations: for example, very high endurance (>10^{12} [44]), ultrafast switching (<1 ns [45]), high scalability (down to <10 nm [46]), and low power operation (<0.1 pJ [47]). In addition, multiple resistance states in a single ReRAM cell can be achieved by proper programming [48,49].

#### 8.4.1 Physical Switching Mechanism

##### 8.4.1.1 Electroforming Process

In general, an initial electroforming process is required prior in order to switch the MIM cell repetitively. The electroforming voltage is significantly higher than the SET/RESET voltage in the following switching cycles. Depending on the MIM stack an electroforming into the LRS as well as the HRS is possible, whereas the former is the more common process. In a MIM cell with identical metal electrodes the electroforming process induces an asymmetry and defines active and ohmic electrodes. During the electroforming process the oxide material is reduced and the MIM stack becomes conducting. Typically, this process is nonuniform and leads to the
formation of \( n \)-conducting filaments or even induces a phase transformation, for example, a Magnéli phase \( \text{Ti}_4\text{O}_7 \) in \( \text{TiO}_2 \)-based VCM cells [50]. Due to the localized currents and the relatively high voltages very high local temperatures are achieved, which accelerates the forming process. The microscopic mechanism is described using the process of forming the HRS as an example. Let us consider a cell with one low work function metal electrode, for example, Ti, and one high work function metal electrode such as Pt. By application of a positive potential to the active electrode oxygen is released at the anode leaving oxygen vacancies behind. The positively charged oxygen vacancies migrate under the applied electric field towards the cathode. They pile up at the cathode increasing locally the conductivity and the electric field in this region is reduced. Subsequently, a virtual cathode grows towards the anode until the current compliance is reached [3,51].

Alternatively, the forming process in \( \text{HfO}_x \)-based VCM cells has been described in terms of moving oxygen interstitials [52]. In contrast the oxygen vacancies are assumed to be immobile and to serve as deep trap states facilitating trap assisted tunneling current. Due to the applied electric field and local Joule heating this model suggests that the \( \text{Hf}--\text{O} \) bond breaks and an oxygen vacancy is created. The interstitial oxygen vacancy diffuses away from the vacancy and avoids recombination. These additional oxygen vacancies increase the trap assisted tunneling current and a self-accelerating process sets in leading to the formation of a highly reduced filament. Many aspects within this model remain unresolved at the current state of knowledge.

The electroforming voltage depends on the MIEC thickness. As a consequence, forming-free MIM cells can be fabricated using very thin oxide films (2–3 nm) [53]. By building in oxygen gradients during deposition of the oxide film (e.g., by deposition of bilayer structures such as \( \text{TiO}_x/\text{TaO}_x \) [54]), the electroforming voltages might be reduced. For \( \text{WO}_x \)-based VCM cell it is reported that the as-deposited film is highly deficient of oxygen and thus highly conducting [55]. Hence, the resistance needs to be increased during electroforming to allow resistive switching.

8.4.1.2 SET and RESET

Figure 8.10 illustrates a typically filamentary SET and RESET mechanism in VCM cells.

In this model, the HRS conducting filamentary region consists of a highly oxygen-deficient region and an oxygen-rich region near the active electrode. The corresponding band diagram exhibits an electrostatic barrier which defines the electric current. This band diagram facilitates an asymmetric \( I-V \) characteristic. By application of a negative potential to the active electrode the oxygen vacancies move towards the active electrode. A local redox reaction (i.e., the reduction of Zr ions in the disc; cf. Figure 8.10) occurs and the local conductivity is increased. This means that the barrier height and width are reduced enabling high tunneling currents and the cell switches to the LRS. Eventually, the electron barrier conduction is increased so much that the cell exhibits a linear, that is, a metal-like \( I-V \) characteristic. By reversing the polarity the oxygen vacancies are pushed backed and the HRS is re-established. In the picture of moving interstitial oxygen ions the switching polarity is the same. To enable RESET switching the oxygen ions have to recombine with the oxygen vacancies and the SET process is equivalent to the described electroforming process [6,52,56]. The above described switching polarity is called counter-eight-wise. In contrast, the switching polarity is called eightwise when the switching occurs at the same electrode but with opposite polarities for SET and RESET.
Resistive switching with both polarities has been experimentally observed. It can also occur in the same device by proper electrical stimuli [43,53]. This behavior can be attributed, for example, to the change of the active switching interface [43], which means it is still counter-eight-wise switching. In contrast the counter-eightwise switching in SrTiO$_3$-based VCM cells has been attributed to a filamentary switching mechanism, while the eightwise switching occurs on a larger area at the same electrode [57]. Ultimately, complementary switching within a cell can occur, where the two different interfaces correspond to the two anti-serially connected bipolar switches of complementary resistive switch [58].

VCM cells show highly nonlinear SET and RESET switching kinetics. Here, the ion migration is supposed to be the limiting step due to the very low mobility of oxygen vacancies at room temperature and low electric fields. According to the Mott–Gurney law of ion hopping (cf. Equation 8.1) the ion transport can be either field or temperature enhanced. Due to the high current densities, involved in VCM switching, Joule heating is expected. The exact balance between these two effects depends on the specific MIM cell and the considered voltage regime. For very fast switching high currents and voltages are involved, supposing temperature as the dominating factor. During quasi-static switching very low programming power has been observed indicating that the electric field may be the dominating factor in this regime.

Figure 8.10 Typical I-V characteristic of a VCM cell. Pt is the active electrode of the Pt/ZrO$_x$/Zr stack while Zr is a purely ohmic contact. Light gray spheres indicate oxygen vacancies while dark spheres stand for lower-valence Zr ions. Note: only oxygen vacancies are mobile! The steps A to D show the switching process: step A – OFF state, step B – SET process, step C – ON state, step D – RESET process. Reproduced with permission from [9], © 2012 Wiley-VCH
8.4.2 Modeling

In this section, typical dynamical models for VCM devices are highlighted. We restrict our considerations to models which are written as a dynamical system or at least can simply be rewritten in this manner (compare Equations 8.6 and 8.7).

First, we want to mention the TaO$_x$-VCM model presented by Hur et al. [59]. This model is based on the work of Strukov et al. [11] and keeps the linear dependency of $R$ on the state variable $x$ which corresponds to the length of a low resistive domain (i.e., a vertical filament) $w$ here

$$V = \left[ \frac{w}{L} R_{ON} + R_{OFF} \left( 1 - \frac{w}{L} \right) + R_0 \right] \cdot I$$  \hspace{1cm} (8.10)

To model physical boundary conditions a window function is applied for calculation of the state variable

$$\dot{w} = C \cdot I \cdot w \cdot (L - w)$$ \hspace{1cm} (8.11)

Furthermore, the model accounts for the active electrode by introducing a Schottky barrier and includes field induced barrier lowering. The equivalent circuit model is depicted in Figure 8.11a and the simulation results in Figure 8.11b. The model is able to reproduce quasi-static $I$-$V$ characteristics very well, but due to lack of nonlinearity in the state variable, dynamic properties of fast pulses for example will not be feasible by this model. Furthermore, as in the basic memristor models [14,15] the physical plausibility of the window function is only weak.

Next, we consider the TiO$_x$ model from Pickett [16,60], another further development of the initial “memristor” model [11]. The basic modeling idea is depicted in Figure 8.12a showing a conductive channel which is modeled as a series resistor $R_s$ and a gap which is described by a tunneling equation, and the state variable $x$ which is considered the tunneling barrier width $w$. The advantages of this model are the nonlinear dependency on the state variable (tunneling equation) and the avoidance of an explicit window function. Hence, the model is physically

![Figure 8.11](image-url) (a) Equivalent circuit model of a TaO$_x$ VCM-type cell. (b) Simulated $I$-$V$ curve which fits well to experimental data. Reprinted figure with permission from [59]. Copyright (2010) by the American Physical Society
motivated, but the total approach is still mainly empirical, trying to fit simulations to an experimental quasi-static $I$-$V$ curve (Figure 8.12b). Furthermore, the existence of two current paths – one electronic and one ionic – is not reflected by this model at all.

For VCM cells, there are also models assuming a lateral growth of a filament [61], thus the state variable $x$ corresponds to the diameter of the filament. Furthermore, temperature could be implemented as an additional state variable, too.

In [62], the importance of the temperature as an additional state variable is highlighted. Here, a typical VCM cell (Ti/SrTiO$_3$/STO:Nb) is considered, which consists of an active Ti electrode, an ohmic STO:Nb bottom electrode, a highly conducting plug (created during electroforming) and a disc region where the switching takes place (see Figure 8.13a). Since the kinetics of the switching are determined by the drift velocity of the oxygen vacancies, both temperature

![Figure 8.12](image_url) (a) Equivalent circuit model of a TiO$_x$ VCM-type cell. (b) Measured $I$-$V$ and fitted simulation curve. © 2011 IEEE. Reprinted, with permission, from [60]

![Figure 8.13](image_url) (a) Cross-section of a SrTiO$_3$ VCM cell using finite element (FEM) simulations. For a 5 V voltage pulse, the active disc region heats up to 800 K. (b) The SET time as a function of the applied pulse height. To fit the experimental data, strong temperature acceleration is needed. Pure field acceleration is not sufficient to explain the observed experimental nonlinear SET kinetics. Reproduced with permission from [62], © 2011 Wiley-VCH
and $E$-field acceleration could have significant impact. However, from the simulations in [62], the major contribution is due to temperature acceleration (see Figure 8.13b), making temperature one of the most important internal state variables, and thus should be considered in accurate VCM modeling.

In general, the challenge for VCM device modeling is the lack of detailed physical understanding of these devices, which makes physics-based modeling so difficult. Thus, in contrast to ECM modeling no generic physics-based dynamical models is available for VCM cells so far.

### 8.5 Performance

There are several metrics which can be applied to evaluate the performance of emerging memory devices [1]. Here we will present the most relevant criterions and corresponding best results from literature.

#### 8.5.1 Minimum Feature Size

In terms of scalability the minimum feature size is the most significant figure of merit. In theory, feature sizes down to $F=4$ nm are projected [63], and features sizes of $F=30$ nm [44] or even $F=10$ nm [46] have been shown for experimental setups for VCM cells (compare Figure 8.14). For ECM cells feature sizes down to 20 nm have been reported on [64,65]. Ultimatively, ECM operation has been demonstrated with only a few atoms involved [29].

![Figure 8.14](image-url) (a,b) A feature size of $F=30$ nm were reported on for TaO$_x$ VCM devices in a crossbar array by Lee et al. [44]. Reprinted by permission from Macmillan Publishers Ltd: Nature Materials [44], copyright (2011). (c,d) Single crosspoint structures down to $F=10$ nm were shown for HfO$_x$-based VCM devices. © 2011 IEEE. Reprinted, with permission, from [46]
8.5.2 Minimum Cell Area

The minimum cell array is highly relevant for area efficient memory layout. Due to the two-terminal nature of ReRAM devices the minimum cell area within crossbar arrays, which is $4F^2$, is feasible (Figure 8.15a). By applying 3D stacking techniques, for 1R, 1D1R or 1CRS devices even $4F^2/n$ can be achieved (Figure 8.15b), where $n$ is the number of stacked layers, in a crossbar array configuration.

In principle, the scaling of ReRAM cells can be driven into the few nanometer range. For VCM cells, the redox-based resistive switching has been demonstrated at the exits of dislocations of SrTiO$_3$ single crystals with a lateral extension of less than 2 nm [68]. For ECM cells, the atomic switch concept with the Landauer conductance steps indicates contacts of few metal atoms [69]. Figure 8.15a shows a VCM device (TiO$_x$/Ta$_2$O$_5$) while Figure 8.15b shows a ECM array (Ag-MSQ).

8.5.3 Minimum Switching Time

The minimum switching time is directly related to the nonlinear device kinetics described above; compare also [62]. In [70], fast pulse analysis of TiO, VCM nano-crossbars revealed (Figure 8.16a) feasible operation speed of <5 ns. In [45] an experimental coplanar waveguide test setup was used to demonstrate even faster switching properties of VCM-type TaO$_x$ ReRAM cells (picoseconds), see Figure 8.16b. For ECM devices no coplanar waveguide test setup measurements were performed yet, and minimum observed switching is below 10 ns [71].

8.5.4 Retention Time

Data retention is another important issue for memories. Using elevated temperature experiments, the time to fail can be estimated (compare Figure 8.17). VCM-type TaO$_x$-based ReRAM cells were investigated and the time to fail for the tail bits of a 256 kbit array (1T1R) was estimated to be larger than 10 years at 85 °C [72] (Figure 8.17a). For Ag-chalcogenide ECM cells retention times larger 10 years were also estimated (Figure 8.17b).
8.5.5 Write Cycles

Besides retention, the maximum number of write cycles is important for the feasibility of long-life memories. Up to $10^{12}$ write cycles subsequent RESET-read-SET-Read-cycles could be performed for TaO$_x$-based VCM cells (see Figure 8.18a). For Ag-GeSe ECM devices $10^{10}$ write cycles are feasible (see Figure 8.18b). Especially, the endurance data for TaO$_x$-based VCM cells is very promising and can be considered a milestone on the way to future ReRAM memories.

Figure 8.17 (a) Arrhenius plot visualizing the retention behavior at elevated temperatures and the extrapolated trend for lower temperatures. © 2012 IEEE. Reprinted, with permission, from [72]. (b) Increase in ON-state resistance with time. The retention is extrapolated. © 2005 IEEE. Reprinted, with permission, from [64]
8.5.6 Multilevel

To compete with FLASH memories multiple bits should be stored in each ReRAM cell. For both VCM as well as ECM cells, multi-bit properties could be shown (see Figure 8.19).

**Figure 8.18** (a) TaO$_x$ VCM devices offer promising endurance properties. Up to $10^{12}$ write cycles could be shown in [44]. Best results were obtained with an oxygen content of 3%. Reprinted by permission from Macmillan Publishers Ltd: Nature Materials [44], copyright (2011). (b) Ag-GeSe ECM devices offer endurance of $10^{10}$ write cycles. © 2005 IEEE. Reprinted, with permission, from [73]

**Figure 8.19** (a,b) WO$_x$-based VCM cells offering multilevel properties, either two bit (a) or even three bit (b). A read–verify technique was applied. © 2011 IEEE. Reprinted, with permission, from [49]. (c) Ag-based ECM cells showing two-bit multilevel behavior. © 2007 IEEE. Reprinted, with permission, from [complete publication information]
In [49] two bits (Figure 8.19a) and up to three bits per cell (Figure 8.19b) were feasible (VCM), while in [74] two bits per cell (ECM) could be stored. The results are summarized in Table 8.1.

### 8.6 Summary

Redox-based resistive nonvolatile memories are among the most promising emerging memory devices. The devices can be classified by means of the mechanisms either as ECM, VCM or TCM. Both ECM and VCM devices offer the good properties for future memory applications, while ECM cells are much better understood than VCM devices. This issue is reflected in the availability of physics-based device models which are much more elaborated for ECM cells.

For modeling, the fact that ReRAMs are MIEC devices must be taken into account, thus models should offer at least two current paths. Moreover window functions should be used with caution, since the physical accuracy is often low. To model a restricted device domain, for example, the quasi-static behavior, this approach may be valid, but one should be aware of the limitation. A good first check for device model consistency is if the device models can reproduce the frequency dependency of $t_{\text{SET}}/t_{\text{RESET}}$ as well as the multilevel behavior, that is, offer the correct inherent nonlinear switching kinetics.

In terms of actual device performance one can say that VCM cells in general offer more stable mode of operation, while ECM cells are more power-efficient. Both types of cells show excellent scaling potential, and in combination with a suitable selector, large-scale $4F^2$ structures are feasible.

### References


**Table 8.1** Multi-bit properties of ReRAM cells

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>Best value</th>
<th>Material system</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VCM</td>
<td>ECM</td>
<td>VCM</td>
</tr>
<tr>
<td>Minimum feature size $F$</td>
<td>10 nm</td>
<td>&lt;10 nm</td>
<td>HfO$_x$</td>
</tr>
<tr>
<td>Minimum cell area</td>
<td>$4F^2$</td>
<td>$4F^2$</td>
<td>Any</td>
</tr>
<tr>
<td>Minimum switching time</td>
<td>&lt; 200 ps</td>
<td>&lt;10 ns</td>
<td>TaO$_x$</td>
</tr>
<tr>
<td>Retention time</td>
<td>&gt;10 yr (extrapolated)</td>
<td>&gt;10 yr (extrapolated)</td>
<td>TaO$_x$</td>
</tr>
<tr>
<td>Write cycles</td>
<td>$&gt;10^{12}$</td>
<td>$&gt;10^{10}$</td>
<td>TaO$_x$</td>
</tr>
<tr>
<td>Multilevels</td>
<td>8</td>
<td>4</td>
<td>WO$_x$</td>
</tr>
</tbody>
</table>
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9.1 Introduction

Mainstream memory technologies, including SRAM, DRAM, and Flash memories, are all CMOS-based and face scaling challenges. Recently, many novel memory device concepts have emerged as candidates for the next-generation nonvolatile memory technologies, including phase change memory (PCM), spin transfer torque RAM (STT-RAM), resistive RAM (RRAM), and so on. Although many emerging memories store information in switchable resistance levels, the name RRAM usually refers to the two-terminal metal–insulator–metal (MIM) resistive switching devices based on metal oxides. These devices can be electrically switched between a high resistance state (HRS, or off-state) and a low resistance state (LRS, or on-state). Multi-level cell (MLC) can be achieved with appropriate switching control (e.g., current compliance, switching voltage, etc.) or material stack engineering (e.g., multi-layer oxides). The HRS-to-LRS switching is known as “set” (or “program”) and the LRS-to-HRS switching as “reset” (or “erase”). The set and reset switching may occur in the same voltage polarity direction (“unipolar switching”) or in the opposite directions (“bipolar switching”).

Resistive switching in metal oxides is not a new phenomenon [1–3]. Hysteretic current-voltage (I-V) characteristics or negative differential resistance (NDR) was reported on numerous metal oxides, for example, TiO$_x$ [4,5], NiO$_x$ [6], AlO$_x$ [7], NbO$_x$ [8], and so on. Some switching models were also proposed to explain these phenomena. One of them is based on the charge trapping that modifies band structure and transport properties, that is, Simmons-Verderber model [9]. Another model is based on the formation and annihilation of filaments [1], similar to the current understanding of resistive switching mechanisms. However, these early studies did not develop into more serious efforts to build memory devices based on these switching phenomena.
In the last 10 years, RRAM has received great attention and significant progress has been made in both the understanding of the switching mechanisms and the improvement of the switching properties through device engineering. Bipolar resistive switching in perovskite materials was reported in 2000 and suggested for memory applications [10]. Nonvolatile memories based on binary metal oxides were reported in 2004, with comprehensive characterization of memory performance [11]. These promising results stimulated strong interest in metal oxide-based RRAM for nonvolatile memory applications beyond Flash.

In this fast-growing field, it is inevitable to encounter contradictory results and interpretations even on the same target materials. For the purpose of illustration, Figure 9.1 summaries various switching models proposed for Pr$_{0.7}$Ca$_{0.3}$MnO$_3$-based resistive switching devices [12–19]. Several factors contribute to the contradiction and confusion in this field. First, multiple mechanisms may contribute to a switching process and different reports may focus on certain aspects of these mechanisms most related to the researchers’ expertise. Second, the property of transitional metal oxides is highly sensitive to their composition and processing conditions; therefore, fabricated oxides with the same nominal composition may still have different properties due to process variations. Third, device structure (especially the electrodes and interface) could significantly affect the switching property.

Since the early exploration of the switching mechanisms of metal oxides, electronic effects have been considered as possible explanations. The dominant RRAM switching models today is based on the migration and reaction of ions or vacancies (e.g., oxygen ions or vacancies) that generates conductive paths within insulating oxides. However, several electronic effects or mechanisms may still contribute to the switching process in some RRAM materials. To categorize different RRAM switching mechanisms, the 2009 ITRS Emerging Research Device chapter classified the switching mechanisms into thermal effect, ionic effect, and electronic effect [20]. A real switching process may involve multiple effects and this classification is based on the dominant contributions. Thermal effect is related to power induced Joule heating and often involves the formation and disruption of localized conduction paths in an insulating material. Thermal effect resistive switching is usually unipolar. Ionic effect resistive switching involves the transport and electrochemical reactions of cations (e.g., Ag$^+$, Cu$^+$) and/or anions...
(e.g., $O^{2-}$) and is usually bipolar switching. Cation-based ionic switching mechanism is well understood and the physical process of switching induced by ionic migration can be confirmed by microscopic imaging. However, anion-based switching is more complicated and the exact switching physics is under extensive research. This early version of RRAM categories from ERD has evolved into new forms and the so-called electronic effective RRAM is no longer a separate category in the ERD chapter. However, some electronic effects may still be involved in resistive switching process and this chapter provides a brief review of them.

The “electronic effect” covers several different mechanisms. Charge injection and trapping could modify transport characteristics and induce abrupt resistance change. Mott materials may experience several orders of magnitude of resistance change at the triggering of metal–insulator transition. Ferroelectric polarization reversal in ferroelectric oxides may cause oxide resistance change, based on which a device concept of ferroelectric tunnel junction (FTJ) has been proposed. This chapter will review these three electronic switching mechanisms and assess their potentials for memory applications. The following three sections will discuss the three electronic effects in sequence: charge injection and trapping, Mott metal–insulator transition, and ferroelectric polarization reversal.

9.2 Charge Injection and Trapping

9.2.1 Charge Trapping Induced Resistive Switching

The basic model of charge trapping resistive switching process can be described as:

1. Injected charge carriers trapped inside of materials modify the band structure or interface properties, which may change transport properties and cause resistive switching.
2. The release of trapped charges recovers the material to its original states.
3. Retention of charge-trapping states depends on the release time of trapping charges.

The Simmons–Verderber model based on charge injection and trapping/detrapping well explained the measured switching I-V characteristics of an Au/SiO/Al structure [9]. Switching is as fast as a few nanoseconds, which was cited as evidence to relate the observed switching phenomena to electronic effects (rather than ionic or other effects involving atomic motions). It is suggested that during a “forming” process, Au ions are injected into SiO to introduce a broad band of localized impurity levels within the forbidden band of the insulator. Electrons can then move through the insulator by tunneling between adjacent sites within the impurity band. The memory effect is caused by charge (electron) storage within the insulator, which changes the band structure of the insulator and the field at the interface. The release of the trapped charge recovers the device back to its original state.

Recent publications claiming charge-trapping switching mechanisms are often based on two types of observations: (1) hysteretic I-V characteristics of a rectifying junction that can be attributed to interfacial modification by charge trapping; (2) I-V characteristics dominated by space charge limited conduction (SCLC) that is related to empty and filled trap states.

A Ti/Pr$_{0.7}$Ca$_{0.3}$MnO$_3$ junction is found to be rectifying with hysteretic I-V characteristics [17]. The reversible bipolar resistive switching can be explained by the change of the width and/or height of a Schottky-like barrier, induced by trapped charge carriers in the interface states. A forming process is required before stable switching can be achieved, which may be related to the generation of oxygen defect induced states at the Ti/PCMO interface. In addition to metal/oxide junctions, hysteretic I-V characteristics are also observed in a
rectifying epitaxial heterojunction SrRuO$_3$/SrTi$_{0.99}$Nb$_{0.01}$O$_3$ between two oxides, which can also be explained by charge trapping model [21].

An experiment was carefully designed to prove the interfacial switching effect by inserting a thin layer of Sm$_{0.7}$Ca$_{0.3}$MnO$_3$ (SCMO) between Ti electrode and La$_{0.7}$Sr$_{0.3}$MnO$_3$ (LSMO) [22]. While the Ti/LSMO interface shows no resistive switching, the insertion of SCMO of even one unit cell (uc) thickness induces resistive switching. As the thickness of SCMO increases, both hysteresis and rectification develop. Switching time also decreases from $\sim$10 $\mu$s for 1 uc SCMO to $\sim$100 ns for 5 uc SCMO. The effect of SCMO saturates after 5 uc, indicating that active layer thickness for resistive switching is several uc of SCMO adjacent to the Ti/SCMO interface.

In an Ag/Pr$_{0.7}$Ca$_{0.3}$MnO$_3$/Pt structure, the hysteretic I-V characteristics can be accurately described by SCLC model; therefore, the resistive switching is linked to the transition from trap-unfilled SCLC to trap-filled SCLC [18]. Based on similar observations of SCLC-dominated I-V characteristics, charge-trapping model is adopted to explain the resistive switching behavior in Cu$_2$O [23,24], TiO$_x$ [25], (Ba$_{0.5}$Sr$_{0.5}$)(Zr$_{0.2}$Ti$_{0.8}$)O$_3$ [26,27], SrTiO$_{3.8}$/Nb:SmTiO$_3$ heterojunction [28], ZrO$_2$ [29], HfO$_2$ [30], Gd-doped TiO$_2$ [31], and so on. However, it should be noticed that the interpretation of the switching mechanisms in these devices may evolve over time and change with new observations.

By combining scanning electron microscopy (SEM) and electron beam induced current (EBIC) imaging with transport measurement on thin-film SrZrO$_3$ doped with 0.2% Cr, it was shown that current conduction and switching are confined in areas localized at defects [32]. The memory effects were explained by the storage and release of charge carriers within the insulator. Similar switching is also observed in 10 $\mu$m Cr-doped single-crystal SrTiO$_3$ [33]. Stable switching has been shown for more than 6000 write/erase cycles, with no change of signal after more than $10^5$ readouts. Because of the existence of high initial resistance up to 100 V, it is suggested that bulk (not the interface) determines current flow across the insulator and switching originates from a change in bulk properties.

The reported switching parameters of some charge-trapping resistive switching materials reviewed in this section are summarized in Table 9.1 in Section 9.5 [9,17,18,21,22,25–27,29–32,34,35].

### 9.2.2 Charge-Trapping Resistive Switching Memory Performance

**Scaling:** Since charge-trapping mechanism involves defects or charge trapping centers, fluctuation or inhomogeneity of the defect density may limit the scalability of these devices. A defect modification model suggests a statistical size limit on the order of 10–100 nm [36]. Localized conduction and switching are also observed in some charge-trapping resistive switching devices [32], which are often considered evidence of promising scalability. Fundamentally, the size limit of these localized conduction and switching region is still subject to the density fluctuation of the trapping sites.

**Speed:** The write/erase speed depends on how fast the charge trapping/detrapping processes take place. Reported speed in literature varies from tens of $\mu$s to several ns. Slow measured speed could be attributed to parasitic RC delay in large device structures. An electronic effect switching process may occur in tens of nanosecond or shorter time [21]. However, the feasibility of sub-nanosecond operation in large arrays is unclear. Tradeoff between the on/off ratio and switching speed is observed in Ti/PCMO [17] and Ag/PCMO [18]. The study on the switching in SiO$_x$ shows a “dead time” (from tens of milliseconds up to several seconds) that prevents immediate repeating of cycles [9]. If such a dead time exists, memory access
<table>
<thead>
<tr>
<th>Devices</th>
<th>$d$ (nm)</th>
<th>$V_{in}$ (V)</th>
<th>$I_{on}$ (A)</th>
<th>O/D ratio</th>
<th>Speed (s)</th>
<th>Retention</th>
<th>Cycling</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change injection and trapping</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au/SlO/Al</td>
<td>20-300</td>
<td>4-8</td>
<td>$\sim 10^{-5}$</td>
<td>$\sim 100$</td>
<td>$10^{-9}$-$10^{-7}$</td>
<td>—</td>
<td>—</td>
<td>[9]</td>
</tr>
<tr>
<td>Ti/Pt/Co,Cu$<em>{2}$MoO$</em>{4}$/Si/TiO$_{2}$</td>
<td>100</td>
<td>2-5</td>
<td>$\sim 0.1$</td>
<td>1-4</td>
<td>$\sim 10^{-4}$</td>
<td>—</td>
<td>—</td>
<td>[17]</td>
</tr>
<tr>
<td>SrRuO$<em>{3}$/SrTiO$</em>{3}$/Nd$<em>{2}$O$</em>{3}$/SrRuO$_{3}$</td>
<td>100</td>
<td>2-4</td>
<td>$\sim 10^{-4}$</td>
<td>1-100</td>
<td>$\sim 10^{-4}$</td>
<td>—</td>
<td>—</td>
<td>[21]</td>
</tr>
<tr>
<td>Ti/Sr$<em>{2}$Co$</em>{2}$Mo$<em>{3}$O$</em>{9}$/La$<em>{2}$CuO$</em>{4}$/Sr$<em>{2}$CuO$</em>{3}$</td>
<td>1-100</td>
<td>2-5</td>
<td>$10^{-3}$-$0.1$</td>
<td>$&gt;500$</td>
<td>$\sim 10^{-4}$</td>
<td>—</td>
<td>—</td>
<td>[22]</td>
</tr>
<tr>
<td>Ag/Pt/Pt,Cu$<em>{2}$MoO$</em>{4}$/Pt</td>
<td>150</td>
<td>1-2</td>
<td>0.1-0.01</td>
<td>$10^{-6}$</td>
<td>$10^{-4}$</td>
<td>—</td>
<td>—</td>
<td>[18]</td>
</tr>
<tr>
<td>Al/TiO$_{2}$/Al</td>
<td>10</td>
<td>3</td>
<td>$\sim 10^{-5}$</td>
<td>$\sim 10^{2}$</td>
<td>—</td>
<td>$&gt;100$</td>
<td>—</td>
<td>[25]</td>
</tr>
<tr>
<td>Pt/SiO$_{2}$/Pt</td>
<td>167</td>
<td>2-5</td>
<td>$10^{-2}$</td>
<td>$\sim 10^{2}$</td>
<td>P: $5 \times 10^{-8}$</td>
<td>$10^{8}$ s at 125 °C</td>
<td>$10^{9}$</td>
<td>[34]</td>
</tr>
<tr>
<td>E: $5 \times 10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt/Al$<em>{2}$O$</em>{3}$/Zr$<em>{2}$Ti$</em>{2}$O$_{7}$/Al</td>
<td>200</td>
<td>1-3</td>
<td>$10^{-2}$-$10^{-3}$</td>
<td>$\sim 200$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[26]</td>
</tr>
<tr>
<td>Au/Cr/Zr+-implanted-ZrO$_{2}$/Si</td>
<td>70</td>
<td>3-4</td>
<td>$\sim 10^{-5}$</td>
<td>$\sim 10^{4}$</td>
<td>$&gt;2500$s</td>
<td>—</td>
<td>—</td>
<td>[29]</td>
</tr>
<tr>
<td>TiN/Al$<em>{2}$O$</em>{3}$/HfO$_{2}$/TiN</td>
<td>20</td>
<td>0.5-1.5</td>
<td>$10^{-2}$</td>
<td>$\sim 10^{2}$</td>
<td>$\sim 5 \times 10^{-3}$</td>
<td>$&gt;10^{7}$ s at 85 °C</td>
<td>$&gt;10^{7}$</td>
<td>[30]</td>
</tr>
<tr>
<td>(W or Ta)/Si/Al$<em>{2}$O$</em>{3}$/Pt</td>
<td>40</td>
<td>0.5-2</td>
<td>$10^{-2}$</td>
<td>$10^{2}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[31]</td>
</tr>
<tr>
<td>Pt/SiO$<em>{2}$/Zr$</em>{2}$O$<em>{7}$/Si/SrRuO$</em>{3}$</td>
<td>35</td>
<td>—</td>
<td>$\sim 10^{3}$</td>
<td>$45.90$</td>
<td>—</td>
<td>$\sim 5 \times 10^{7}$ s</td>
<td>—</td>
<td>[32]</td>
</tr>
<tr>
<td>Al/SiO$_{2}$/p-Si/Al</td>
<td>5-7</td>
<td>—</td>
<td>$\sim 2$</td>
<td>$\sim 10^{2}$</td>
<td>$&gt;2000$s</td>
<td>—</td>
<td>$&gt;10^{8}$</td>
<td>[35]</td>
</tr>
<tr>
<td>Metastable transition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au/Pt/Co$<em>{2}$MoO$</em>{4}$/Pt</td>
<td>360</td>
<td>—</td>
<td>$10^{-2}$-$10^{-3}$</td>
<td>$\sim 10^{2}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[19]</td>
</tr>
<tr>
<td>Ag/Cr$<em>{2}$O$</em>{3}$/La$<em>{2}$CuO$</em>{4}$/Cu$<em>{2}$MoO$</em>{4}$</td>
<td>80</td>
<td>2-4</td>
<td>$\sim 10^{-2}$</td>
<td>$10^{2}$-$10^{4}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[46]</td>
</tr>
<tr>
<td>Pt/TiO$_{2}$/Ti/Pt</td>
<td>2.5</td>
<td>—</td>
<td>$\sim 2$</td>
<td>$&gt;10^{7}$</td>
<td>$2 \times 10^{8}$</td>
<td>—</td>
<td>—</td>
<td>[48,49]</td>
</tr>
<tr>
<td>Au$<em>{2}$VO$</em>{5}$-x/gel/1% Au</td>
<td>200</td>
<td>&gt;50</td>
<td>$6 \times 10^{-4}$</td>
<td>$10^{2}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[52]</td>
</tr>
<tr>
<td>Au$<em>{2}$VO$</em>{5}$ (aurocinnamoyl)/Au</td>
<td>200</td>
<td>1-10</td>
<td>$10^{-2}$-$10^{-4}$</td>
<td>$10^{-2}$-$10^{-4}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[51]</td>
</tr>
<tr>
<td>Au/CrO$_{3}$ (electrolyte)/Cr/1% Au</td>
<td>$\sim 90$</td>
<td>10-20</td>
<td>$\sim 10^{-7}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[53]</td>
</tr>
<tr>
<td>Ferroelectric polarization reversal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au/Pt/TiO$<em>{2}$/La$</em>{2}$CuO$_{4}$/Co</td>
<td>200</td>
<td>2-4</td>
<td>$10^{-2}$-$10^{-4}$</td>
<td>$10^{2}$</td>
<td>$&lt;10^{-2}$</td>
<td>—</td>
<td>—</td>
<td>[85]</td>
</tr>
<tr>
<td>Pt/Pt/Co$<em>{2}$MoO$</em>{4}$/SrRuO$_{3}$/Pt</td>
<td>4-5</td>
<td>0.2-0.1</td>
<td>$10^{-2}$</td>
<td>$10^{2}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[87]</td>
</tr>
<tr>
<td>Pt/SiO$_{2}$/Pt</td>
<td>4.5</td>
<td>—</td>
<td>$\sim 10^{-2}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[68]</td>
</tr>
<tr>
<td>Ir$<em>{2}$Ti$</em>{2}$O$_{7}$ (probed by PFM)</td>
<td>1-50</td>
<td>—</td>
<td>$\sim 2$</td>
<td>$2 \times 10^{4}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[70]</td>
</tr>
<tr>
<td>Au/Co$<em>{2}$Ru$</em>{2}$Ti$/La_{2}$CuO$<em>{4}$/Sr$</em>{2}$CuO$_{3}$</td>
<td>500</td>
<td>—</td>
<td>$\sim 10^{-3}$</td>
<td>$10^{2}$</td>
<td>$10^{-4}$</td>
<td>—</td>
<td>$&gt;900$</td>
<td>[71]</td>
</tr>
<tr>
<td>PVDF-70% TiFE-30%</td>
<td>2 mono-layer</td>
<td>—</td>
<td>&lt;1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[73]</td>
</tr>
</tbody>
</table>
algorithms need to be designed accordingly to minimize delay. The reading speed of a charge-trapping resistive switching device is determined by peripheral circuitry. With a few orders of magnitude on/off ratio in these devices, reading is unlikely to be a concern, as long as reading voltage is not high enough to disturb device states.

**On/off ratio:** On/off ratio is determined by the resistance difference between the charge-trapped state and the charge-released state. The ratio could vary in a large range depending on trap-controlled conduction mechanisms. Ratios from $<10$ up to $10^5$ have been reported. The on/off ratio in some devices was found to decrease with shorter switching pulse width, which presents a performance trade-off. A high on/off ratio helps to expedite reading and reduce errors.

**Retention:** Retention depends on the release time of trapped charges [18], which may depend exponentially on the trap depth or some activation energies [23]. Some estimation has shown that 10-year retention at room temperature is achievable for activation energy of 1.0–1.1 eV. Charge-trapping resistive switching materials may be engineered to achieve 10-year retention, but tradeoffs may exist between retention and other switching parameters. Retention of 1600 minutes at 85°C has been measured on PCMO [12].

**Endurance:** The endurance of charge-trapping devices is limited by the stability of defects and trapping sites. A microscopic imaging study of localized switching process shows variation of the conduction/switching sites that indicates defect generations during switching [33]. Cycling fatigue due to defect generation is also observed in Pt/PCMO/Pt devices after $10^4$ cycles [37].

**Switching energy:** In principle the minimum switching energy is associated with the trap depth; however, in reality much higher energy is required to switch these devices. The switching energy ($E$) can be estimated from the measured switching voltage ($V$), switching current ($I$) and switching time ($t$), that is, $E = V\cdot I\cdot t$. As an example, the switching parameters for AlCu/HfO$_2$/TiN are $V \approx 1.5$ V, $I \approx 0.3$ mA, and $t \approx 50$ ns, which results in $E \approx 2 \times 10^{-11}$ J/bit [31]. This demonstrated switching energy is in a typical range for resistive switching materials. It has been shown that switching voltage, current, and time can be further reduced from the values chosen above by material engineering and device optimization. Switching energy smaller than $10^{-12}$ J/bit appears feasible for charge-trapping resistive switching memories.

**CMOS compatibility:** Some resistive switching memories, including these based on charge-trapping mechanisms have been integrated in standard CMOS structure [11,23,38]. Some novel materials used in charge-trapping resistive switching devices have been shown to be compatible with Si CMOS process. The simple two-terminal structure of resistive switching devices makes it easy for integration in CMOS without area penalty (e.g., at via locations). In the 1-transistor-1-resistor (1T1R) memory structure, it is the selection transistors that limit memory scalability.

Analysis has shown that for charge-trapping switching mechanism there exists a tradeoff between switching speed and retention [39]. Sufficiently high trap depth or barrier height is required to suppress the escape of the trapped charges to achieve long retention; however, high barriers constrain the magnitude of current density required for fast reading and switching.

### 9.3 Mott Transition

#### 9.3.1 Resistive Switching Induced by Mott Transition

Charge injection into some materials may induce a transition from strongly correlated to weakly correlated electrons, leading to a Mott metal–insulator transition [40–44]. Resistive switching may occur as a result of this transition.
An observation on the electrical trigger of resistive switching in magnetoresistive manganite PCMO at low temperature suggests the possibility of dielectric breakdown of the charge-ordered state in Mott insulators [45]. In the bipolar resistive switching observed in Au/Pr_{0.7}Ca_{0.3}MnO_{3}/Pt structure at room temperature, the mixed valence state Mn^{4+}/Mn^{3+} at the Au/PCMO interface is found critical for switching [19]. No resistive switching is observed at Au/PMO interface with only Mn^{3+} valence state or at Au/CMO interface with only Mn^{4+} valence state. An increase of Mn^{4+}/Mn^{3+} ratio caused by oxygen annealing results in increasing HRS/LRS resistance ratio. It is postulated that the mixed Mn^{4+}/Mn^{3+} valence states at the metal/PCMO interface can regulate current through metal–insulator transition induced by a critical carrier density modulated by electrostatic doping, which leads to resistive switching.

Similarly, bipolar resistive switching observed in an Ag/CeO_{2}/L_{0.67}Ca_{0.33}MnO_{3} structure is also explained by mixed valence states of Ce^{4+}/Ce^{3+} and Mott transition [46]. The on/off ratio reaches 10^5. Electrical field initiates the process of oxygen migration and the formation of oxygen vacancies facilitate the shift in the valence state of Ce cations. Such a valence shift of cerium oxide may propagate and self-assemble under the applied electric field through the insulator until a conductive percolation path of neighboring Ce^{3+} sites is created when some critical density of valence shifted sites is reached. The use of conductive oxide LCMO as the bottom electrode ensures free oxygen migration through the CeO_{2}/LCMO interface.

In a 0.2 mol% Cr-doped SrTiO_{3} resistive switching material, x-ray absorption near-edge structure (XANES) spectra reveals significant valence change of Cr from Cr^{3+} to Cr^{4+} during electrical forming process [47]. It is suggested that the resistance change in Cr:SrTiO_{3} is caused by Mott transition associated with internal doping of the Ti 3d band due to a change of Cr-dopant valence.

Mott transition is also proposed as the mechanism for the bipolar resistive switching observed in a 2.5 nm anatase TiO_{2} layer grown by oxidation of a TiN diffusion barrier [48,49]. Mott transition may be triggered by the increase in donor concentration caused by the electron injection from the top electrode (Pt), which is accompanied by oxygen vacancy formation and O^{2-} migration in the anatase TiO_{2} layer. Devices can be switched within 20–30 ns with ∼2 V voltage pulses. The on/off ratio reaches almost 400.

Vanadium oxide (VO_{2}) is a well-known Mott material with potentials for high-speed device applications [50–57]. Sharp resistance change can be triggered by temperature [50,54,55] or current/voltage [51–53,56]. The metal–insulator transition is often accompanied by thermal structural phase transition (SPT), which complicates the switching mechanism and degrades device performance [53]. However, study has shown that thermal effect alone cannot describe the transition and electron correlation effects also contribute to the metal–insulator transition in VO_{2} [51,57]. With careful design of device geometry, material parameters and thermal condition, it may be possible to induce electronic transition without triggering thermal SPT [53,57].

The transition time of VO_{2} is shown to be dependent on voltage and can be as short as 1.5 ns [51]. The fundamental limit of the transition time may be on the order of ps [51]. On/off ratio is usually on the order of 10^3–10^5. Endurance as long as 10^8 cycles has been observed on sol-gel VO_{2} film [52], and on sputtered VO_{2} thin-film ∼100 switching cycles is also measured [54]. Some studies also show chaotic switching behaviors inside the hysteresis region near the onset of the transition [55]. Although material properties at nano-scale may differ drastically from those of bulk materials, switching characteristics of devices as small as 200 nm in diameter are found to be similar to that of larger devices [56].
The reported values of switching parameters of the Mott transition devices discussed above are summarized in Table 9.1 [19,46,48,49,51–53]. Mott transition is incorporated in a phenomenological model that describes an insulating medium as a nonpercolative structure of bulk domains and electrode/insulator interface as smaller domains. Mott transition due to strong electron correlation at the interface plays a key role for switching [58,59]. Another model for resistive switching (colossal electro-resistance) is developed based on interface Mott transition using the density matrix renormalization group (DMRG) method [60].

In addition to the usual two-terminal structure, Mott transition based nonvolatile memory may also be built in a three-terminal transistor structure, where a Mott transition layer is included in the gate stack to allow or block tunneling current into a charge trapping layer [61]. In another proposed transistor concept based on Mott transition, additional carriers are drawn into the channel electrostatically from source/drain by gate voltage to induce Mott transition and create a thin conducting layer at the interface [62,63]. It is suggested that Mott transition field-effect transistors can overcome some intrinsic limitations of Si MOSFET, such as lower carrier/dopant fluctuations and lower gate leakage.

### 9.3.2 Mott Transition Resistive Switching Memory Performance

**Scaling**: Properties of Mott transition materials in nano-scale may differ drastically from the properties of bulk materials [64]. Although switching devices on the scale of 200 nm has been shown to have the characteristics similar to these observed in larger devices, this size is much larger than competitive sizes of state of the art memory technologies. More research on the size effect of the Mott transition properties is needed to address the fundamental scaling limit of this type of devices.

**Speed**: Switching speed as short as 1.5 ns has been observed on VO₂ [51], and TiO₂-based devices can be switched with 20–30 ns pulses [48,49]. Since the transition is driven by electron–electron correlations, the fundamental speed limit is expected to be on the order of $\epsilon \cdot \rho$ where $\epsilon$ is the high-frequency dielectric constant and $\rho$ is the specific resistivity of the material [51]. This value is on the order of $10^{-12}$ s, equivalent to a frequency limit of 1 THz.

**On/off ratio**: Experiments have shown on/off ratio in the range of $10^3$–$10^5$ on Mott transition devices [46,54]. This is comparable with charge-trapping and ferroelectric resistive switching devices.

**Retention**: Although retention has been shown in some materials associated with Mott transition, the retention mechanism needs further study. The electrical conditions that triggered the Mott transition have to be continuously present to sustain the transition states for retention, for example, by ferroelectric field or charge trapping [47]. Notice that the volatile switching due to Mott transition may also be utilized as memory select devices.

**Endurance**: Endurance as long as $10^8$ cycles has been shown on VO₂-based switching devices [51]. Without structural change, electrically triggered Mott transition is expected to have long endurance.

**Switching energy**: A rough estimation of switching energy can be made using the reported data on Pt/TiO₂/TiN [48,49]. Reset switching can be done with 2.2 V, 30 ns pulses and LRS has the resistance of 0.2 kΩ. The switching energy is estimated to be $E = V^2/R \cdot t \approx 7 \times 10^{-10}$ J/bit, a relatively high value due to large current. Lower switching energy may be achievable with improved materials and devices.
9.4 Ferroelectric Resistive Switching

9.4.1 Ferroelectric Resistive Switching Mechanism

If the “insulator” layer in the MIM structure is made of ferroelectric materials, ferroelectric polarization can modify the carrier transport characteristics and induce bistable resistive switching. It should be noted that unlike Ferroelectric RAM (FeRAM) where ferroelectric materials are used as capacitors, ferroelectric resistive switching memory operates based on the transport property across a ferroelectric layer which can be electrically modulated due to ferroelectric polarization reversal.

In an Au/PbTiO$_3$/La$_{0.5}$Sr$_{0.5}$CoO$_3$ Schottky diode with ferroelectric PbTiO$_3$ layer, the interface charge and the band diagram can be continuously and permanently modified by an external electric field [65]. Bistable I-V behaviors are observed during voltage sweep, where the threshold voltage for set switching from HRS to LRS is related to the coercive field. The thickness of PbTiO$_3$ layer is 0.2 $\mu$m, and HRS conduction is found to be either bulk controlled (SCLC) or electrode controlled (Schottky emission), depending on the direction and history of the applied electric field. The changing conduction mechanisms are related to the polarization dependence of the band bending and depletion region width, which is caused by the local field-dependent permittivity of the ferroelectric material. The Schottky barrier width is reduced (increased) when the polarization in the space-charge region of the diode is parallel (anti-parallel) to the internal electric field. Therefore, the resistive switching can be explained by the change of the Schottky barrier width caused by abrupt change of the polarization at coercive field.

If the ferroelectric layer is made thin enough to allow carrier tunneling, the tunneling property of the ferroelectric layer may also be modified electrically, leading to a new device concept named “ferroelectric tunnel junction” (FTJ) [66]. The electric field induced polarization reversal of a ferroelectric barrier may have pronounced effect on the conductance of FTJs. The polarization reversal changes the sign of the polarization charge at the barrier/electrode interface, the positions of ions in ferroelectric unit cells, and lattice strains inside the barrier [66].

In a resistive switching heteroepitaxial junction Pt/Pb(Zr$_{0.52}$Ti$_{0.48}$)O$_3$/SrRuO$_3$, the switching voltage matches well with the coercive electric field, suggesting the polarization reversal in the ferroelectric barrier as the origin of the resistive switching phenomena [67]. However, recent experiments suggest the possibility of ionic contributions in the switching process in these devices. Resistive switching observed in a junction between Pt electrode and ultrathin SrTiO$_3$ (4.5 nm) is also attributed to ferroelectric polarization [68]. Although bulk, undoped SrTiO$_3$ is not ferroelectric, epitaxial SrTiO$_3$ thin film may show strain-induced ferroelectricity [69].

Robust ferroelectricity and resistive switching in highly strained ultra thin BaTiO$_3$ (down to 1 nm thickness) are demonstrated by piezoresponse force microscopy (PFM) and conductive tip atomic force microscopy (CTAFM) [70]. The measured tunnel electro-resistance (TER, i.e., on/off ratio) increases from $\sim 200\%$ at the thickness of 1 nm to $\sim 75\,000\%$ at 3 nm. The observed thickness dependence of the TER suggests that the ferroelectric resistive switching is caused by the polarization induced changes of the tunnel barrier characteristics (height, thickness, tunneling mass, etc.) rather than the changes in the density of states (DOS) at the barrier–electrode interface. Scalability of ferroelectric resistive switching in BaTiO$_3$ is demonstrated down to device as small as 70 nm. A FTJ device with Au/Co/BaTiO$_3$/La$_{0.67}$Sr$_{0.33}$MnO$_3$ structure and diameter of 500 nm is fabricated and characterized [71,72].
It demonstrates on/off ratio as high as 100, low switching current of $\sim 1 \times 10^4 \text{A/cm}^2$, endurance over 900 cycles, and switching speed faster than 10 ns.

Resistive switching induced by polarization reversal is also observed on ferroelectric polymers [73,74]. The tunneling current measured by scanning tunneling spectroscopy (STS) on a two monolayer thick ferroelectric copolymer of VDF:70%-TrFE:30% (vinylidene fluoride with trifluoroethylene) can change more than six times when flipping the polarity of probing voltage [73]. This local “switching” of vertical conductance can be explained by rotation of the top layer polarization direction.

Some reported key switching parameters of the ferroelectric resistive switching devices discussed here are summarized in Table 9.1 [65,67,68,70,71,73]. The resistive switching characteristics can be quantitatively described by theoretical models [75–77]. The change of potential profile at different polarization directions in a FTJ structure could lead to significant resistance change and calculation shows that electroresistance (i.e., on/off ratio) of FTJs can be as high as $10^3$ [75]. Another FTJ model is developed based on strain-induced changes of the barrier thickness, electron effective mass, and conduction band edge at the coercive field [76]. The model predicts that asymmetric FTJs with dissimilar top and bottom electrodes have larger on/off ratio than symmetric FTJs.

More novel device concepts may be developed by combining ferroelectrics and ferromagnetism. It is found that resistance of a ferroelectric/ferromagnetic LiNbO$_3$/La$_{0.69}$Ca$_{0.31}$MnO$_3$ junction can be tuned by both magnetic field and electric field [78]. The voltage pulse induced resistive switching is attributed to ferroelectric polarization at the junction interface. Combining ferromagnetic electrodes with a ferroelectric tunnel barrier may produce multiferroic tunnel junctions (MFTJ). A four-state resistive switching device concept built on magnetic tunnel junctions with ferroelectric barriers is predicted based on first-principles calculations [79]. A Fe/BaTiO$_3$/La$_{0.67}$Sr$_{0.33}$MnO$_3$ structure was used to experimentally demonstrate local, large, and nonvolatile control of spin polarization by ferroelectric polarization reversal [80].

A critical requirement for functional FTJs is the existence of ferroelectricity in nanometer thick barrier materials [66]. Ferroelectricity is a cooperative phenomenon; therefore, it is generally expected that there is a critical thickness ($t_c$) below which ferroelectricity collapses due to the depolarization field or finite size effects [81–84]. Recent theoretical and experimental studies have shown that either $t_c$ could be really small (a few unit cells) or there is essentially no intrinsic ferroelectric size limit for practical devices [83–96]. Figure 9.2 summarizes the reported $t_c$ on
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*Figure 9.2*  Reported critical thickness of some ferroelectric materials [83–96]
some ferroelectric materials. These results indicate that FTJ devices with ultrathin ferroelectric layer (down to a couple of nm thickness) are feasible.

Major challenges still exist before FTJ or MFTJ can be implemented in device applications. For example, parasitic effects such as local conductivity and transport via localized states must be eliminated. Better understanding is needed regarding the mechanisms of domain formation, nucleation and switching in nanoscale ferroelectrics, and tunneling transport across polar thin film dielectrics [66].

9.4.2 Ferroelectric Resistive Switching Memory Performance

Resistive switching memory based on FTJ is an emerging area with many open questions, especially ferroelectric properties in nano-scale. Interestingly, much of the nano-ferroelectric domain behavior can be derived from bulk classical physics [96]. In addition, extensive research results are available for FeRAM and may provide useful references for the research on ferroelectric resistive switching memory [97,98].

Scaling: Numerous studies on finite size effects in ferroelectrics point to a critical particle size or film thickness below which ferroelectricity disappears [99]. This critical size may impose a scaling limit on ferroelectric resistive switching devices. It has been shown that ferroelectricity may persist in films as thin as a few nanometers. Achievable memory density is determined by lateral size limit. A study on self-assembly PbTiO$_3$ and Pb(Zr$_x$Ti$_{1-x}$)O$_3$ nano-grains shows that ferroelectricity is preserved down to grain size of 20 nm [100]. Furthermore, BaTiO$_3$ nanowires as small as 10 nm in diameter are shown to retain ferroelectricity [101]. Therefore, it seems feasible to scale ferroelectric resistive switching devices below 10 nm.

Speed: Switching speed of ferroelectric resistive switching memory is determined by the ferroelectric polarization reversal time. The reversal switch typically takes place by the generation of new reverse domains at particularly sites [98], whose rate in submicron ferroelectrics is limited by nucleation rather than by domain wall motion and can be less than 1 ns [96]. Switching speed shorter than 4 ns has been measured in LiTaO$_3$ nano-domains using scanning nonlinear dielectric microscopy (SNDM) [102]. In FeRAM technology, access time as small as 280 ps has been tested in laboratory [98].

On/off ratio: On/off ratio of $\sim 10^2$ has been demonstrated on Schottky diode made on thicker PbTiO$_3$ film [65] and the ratio could be even higher in ultrathin BaTiO$_3$ [70]. Although it has been shown that the on/off ratio decreases with the thickness of the ferroelectric tunnel barriers, a ratio of nearly $10^3$ can be achieved with a 3 nm tunnel barrier [70,75].

Retention: Destabilization of the ferroelectric polarization state may cause the loss of information recorded in ferroelectric resistive switching memory. For example, oxygen migration under the depolarization field or other built-in field may cause retention degradation [98,103]. Nonvolatility of nano-scale ferroelectric thin film has been proven by experiments, for example, ferroelectric state in a 4 nm Pb(Zr$_{0.2}$Ti$_{0.8}$)O$_3$ film is stable for over 140 h [93]. The retention time of induced polarization in BaTiO$_3$ nanowires exceeds 5 days [98]. Some ferroelectric field effect devices have shown retention of 1–2 weeks or even over 10 months at room temperature [104–106]. Under optimal conditions, retention of ferroelectric memories may exceed 10 years at room temperature [97].

Cycling endurance: Ferroelectric memories have shown excellence endurance of $10^{11}$–$10^{12}$ cycles [107–109]. Data projection predicts endurance longer than $10^{16}$ cycles [108]. The cycling limit may be imposed by polarization fatigue, that is, the reduction of switchable
ferroelectric polarization by repetitive electrical cycling [98]. Further study is needed to understand the endurance failure in nano-scale ferroelectric films.

Switching energy: Switching voltage of ferroelectric resistive switching memory is related to the coercive field that has been shown to decrease with the film thickness into the nanometer range [67,96]. This is desirable for low-voltage, low-power memory applications. Switching energy <10 fJ/bit is estimated based on measured characteristics of Au//Co/BaTiO3/La0.67Sr0.33MnO3 FTJ devices [71].

9.5 Perspectives

Resistive switching memories have presented promising opportunities and also great challenges. In the category of electronic effect resistive switching, there are wide range of materials with different switching mechanisms and characteristics. The exact switching processes and device physics are still not clearly understood. Some of the claimed mechanisms for the reported devices discussed in this chapter may be found to be incomplete or even incorrect with further investigations.

Table 9.1 summarizes reported parameters of the three types of electronic effect resistive switching memories. Notice that some parameters (e.g., speed) may be significantly below the best achievable values due to parasitic effects. Charge injection and trapping are well known processes in semiconductor device physics and are adopted to explain many resistive switching phenomena. Fewer examples of switching devices based on Mott transition and ferroelectric polarization reversal have been reported, partially due to the difficulty of conclusively attributing a switching phenomenon to these mechanisms. Some intriguing research on these switching mechanisms and device application is based on theoretical modeling. For example, resistive switching is predicted in a two-dimensional electron gas (2DEG) induced by ferroelectric reversal in oxide LaAlO3/SrTiO3 heterostructures, which may allow device scaling down to several nanometers [110]. Figure 9.3 summarizes the measured switching current vs. voltage of these devices, with different colors for different types of
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Figure 9.3  Reported switching current versus voltage of electronic-effect resistive switching devices. Blue: charge trapping; orange: Mott transition; pink: ferroelectric reversal. Sizes of the symbols have no physical meaning and are varied to differentiate the three mechanisms (Color in electronic version)
electronic effects: charge trapping (blue), Mott transition (orange), and ferroelectric reversal (pink). Figure 9.4 plots the measured on/off ratio versus switching speed of these devices. In any binary switching devices for information representation and storage, some physical changes have to occur in the material to enable the transition between two distinguishable states. Intuitively one can expect that the switching involving only electronic changes (e.g., electron spin flipping, charge motion, injection, and trapping, etc.) may consume lower power, switch faster, and have longer endurance than changes involving atomic/ionic motions (e.g., mass transport, ionic migration, electrochemical reactions, etc.) In this sense, electronic effect resistive switching memory may have certain advantages over the switching devices based on thermally induced physical changes (e.g., phase change memory) or ionic motions (e.g., ionic effect memory).

An important requirement for emerging nonvolatile memories is the scalability superior to Flash memories. As discussed earlier, the scaling of charge-trapping memories is limited by the fluctuation or inhomogeneity of the defect density. Ferroelectricity is a collective phenomenon; therefore, it is expected that the size of switching devices due to ferroelectric reversal has to be large enough for the material to remain ferroelectric. However, this ferroelectric size limit has been shown to be as small as a few nanometers. The scaling limit of Mott transition still requires more study, but there does not appear to be a fundamental size limit. Overall, it appears that electronic effect RRAM devices can be scaled to several nanometers.

With the current memory technologies already at <45 nm technology nodes, increasing memory density by device scaling alone offers limited potential. Multi-level cell (MLC) design and 3D stackable structures provide more growth space for high-density memories. For devices with high on/off ratios and cumulative switching mechanisms (e.g., charge trapping), it may be possible to program devices to multiple levels by accurately controlling the resistance levels. FTJ-based devices are not a natural choice for MLC, because of the binary nature of ferroelectric polarization. However, the MFTJ discussed in Section 9.4.1 may enable MLC by combining ferroelectrics and ferromagnetism in one device. 3D stackable memories still face key challenges in memory select device.

Figure 9.4  Reported on/off ratio versus switching speed of electronic-effect resistive switching devices. Blue: charge trapping; orange: Mott transition; pink: ferroelectric reversal (Color in electronic version)
Table 9.2 qualitatively summarizes the three electronic effect resistive switching memories and their potentials for the next-generation nonvolatile memories. Table 9.3 summarizes reported values of some key switching parameters for the three mechanisms reviewed in the paper.

As a final note, a unique advantage of electronic effect resistive switching memory may lie in the large variety of materials and mechanisms. The combination of different materials and switching physics may provide innovative approaches to engineer the switching process to achieve better device performance. For example, the insertion of ferroelectric PZT layer at the

Table 9.2 Summary of three electronic resistive switching mechanisms

<table>
<thead>
<tr>
<th>Types</th>
<th>Charge trapping</th>
<th>Mott transition</th>
<th>Ferroelectric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data representation</td>
<td>Resistance change due to different transport properties of trap filled and trap empty states</td>
<td>Resistance change due to different transport properties of metallic and insulating states of Mott insulators</td>
<td>Resistance change due to different transport properties of ferroelectric tunnel layer at opposite polarization</td>
</tr>
<tr>
<td>Switching mechanism</td>
<td>Field-controlled trap filling and detrapping</td>
<td>Carrier injection induced Mott transition</td>
<td>Field-controlled polarization reversal</td>
</tr>
<tr>
<td>Scaling limit</td>
<td>Statistic fluctuation of defects and traps</td>
<td>Highly scalable, for example, interface 2DEG</td>
<td>Ferroelectric size effect; scalable to &lt;10 nm</td>
</tr>
<tr>
<td>Multi-level cell capability</td>
<td>Possible; require accurate control of trap filling process</td>
<td>Probably difficult because of high sensitivity to small parameter change</td>
<td>Unlikely for ferroelectric tunnel junction (FTJ); possible with multiferroic tunnel junction (MFTJ)</td>
</tr>
<tr>
<td>CMOS compatibility</td>
<td>Compatible</td>
<td>Compatible</td>
<td>Compatible</td>
</tr>
<tr>
<td>Cross-bar compatibility</td>
<td>Prefer rectifying and nonlinear I-V, high on/off ratio; may require selection devices</td>
<td>Require high on/off ratio and asymmetric I-V; may require selection devices</td>
<td>Require high on/off ratio; may require selection devices</td>
</tr>
</tbody>
</table>

Table 9.3 Electronic effect resistive switching memory performance metrics

<table>
<thead>
<tr>
<th></th>
<th>Charge trapping</th>
<th>Mott transition</th>
<th>Ferroelectric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell element</td>
<td>1T-1R, 1D-1R</td>
<td>1T-1R, 1D-1R</td>
<td>1T-1R, 1D-1R</td>
</tr>
<tr>
<td>Scaling limit (nm)</td>
<td>10–100</td>
<td>&lt;200</td>
<td>≤10</td>
</tr>
<tr>
<td>On/off ratio</td>
<td>≥10^2</td>
<td>≥10^3</td>
<td>≥10^3</td>
</tr>
<tr>
<td>W/E time (ns)</td>
<td>&lt;50</td>
<td>≤1 (1.5 ns demonstrated)</td>
<td>≤4</td>
</tr>
<tr>
<td>Retention time</td>
<td>10 yr (1600 min at 85 °C demonstrated)</td>
<td>—</td>
<td>10 yr (140 h demonstrated)</td>
</tr>
<tr>
<td>Cycling endurance</td>
<td>&gt;10^4 cycles</td>
<td>&gt;10^8 cycles</td>
<td>&gt;10^{12} cycles</td>
</tr>
<tr>
<td>W/E voltage (V)</td>
<td>1–5</td>
<td>≤1</td>
<td>≤1</td>
</tr>
<tr>
<td>Read voltage (V)</td>
<td>&lt;1</td>
<td>≤1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Write energy (J/bit)</td>
<td>&lt;1 × 10^{-11}</td>
<td>&lt;10^{-10}</td>
<td>&lt;1 × 10^{-11}</td>
</tr>
<tr>
<td>Challenges</td>
<td>Defect fluctuation; material stability</td>
<td>Possible structural change; thermal stability</td>
<td>Ferroelectric fatigue</td>
</tr>
</tbody>
</table>
interface of an Ag/PCMO junction enhances the switching effects and improves device characteristics [111]. The combination of a ferroelectric layer and a ferromagnetic layer in the LiNbO3/La0.69Ca0.31MnO3 junction may create multiferroic functionalities [78]. The prerequisite is clear understanding of these different mechanisms and the ability to differentiate and control these different processes.

9.6 Summary

This chapter reviews three electronic effects that may contribute to resistive switching mechanisms in oxide-based RRAM devices: charge injection and trapping, Mott metal–insulator transition, and ferroelectric reversal. Recent research on RRAM switching mechanisms has converged to ionic reaction and migration that induce the formation and rupture of filamentary conductive paths. Pure electronic effects have been considered less likely to dominate the switching process. However, various electronic effects may still contribute partially to the switching process. For Mott materials and ferroelectric oxides, metal–insulator transition and ferroelectric reversal are possible mechanisms that trigger switching processes. Although the classification of the electronic effect mechanisms is somewhat subjective, evidence of electronic effect switching process is continuously reported in literature. Exploring these potential electronic effect mechanisms is still valuable for the understanding of the complex resistive switching process in RRAM devices.
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10.1 Chapter Overview

Macromolecular materials, such as polymers, can be used to make electronic memory cells. This chapter focuses on data storage based on resistive switching in diodes incorporating macromolecules. The organization of the chapter is as follows. We start with a brief introduction into the chemical structure and properties of macromolecules. We then sketch the phenomenology of electronic memory effects involving macromolecules and review the current state of the art in polymer memory technology. The subsequent sections are devoted to the electrical and semi-(conducting) properties of polymers and macromolecules and physical–chemical mechanisms of the electronic memory effects. Finally we classify different types of macromolecular memory based on the physical–chemical characteristics of the material involved.

10.2 Macromolecules

10.2.1 Chemical Structure

Macromolecules can be defined as large molecules built up of more than, say, 10^2 atoms. The class of macromolecules includes synthetic and biological polymers, polyelectrolytes and also encompasses frameworks such as carbon nanotubes and graphene. The backbone of these macromolecules often consists mainly of carbon atoms, sometimes silicon. Two carbon atoms in the chain can be linked via either a single, double or triple bond depending on the number of electron pairs that are shared between the two atoms. Hydrogen and hetero atoms such as oxygen, nitrogen, sulfur can also be incorporated in the chain in various ways and this makes the possible variation in chemical structure almost endless. Compared to other solids, polymers can be characterized as “soft” condensed matter. The solid state structure of a polymer is usually disordered and has considerable internal free volume. The free volume leaves room for motion of the chains in the solid, which in turn allows for migration and diffusion of small molecules and ions and for rearrangements of intermolecular and intramolecular ordering.
Furthermore, because of the large size of the molecules, relaxation times to reach thermodynamic equilibrium are often very long. As a consequence, macromolecular materials commonly occur in long-lived, metastable thermodynamic states and might not even reach thermodynamic equilibrium in a time span of years.

10.2.2 Memristive Effects in Macromolecular Materials

The free volume and internal motion allow macromolecules to adapt their structure and conformation in response to external stimuli and perturbations. This also extends to the electrical properties of macromolecules. In the past decade it has been shown that using a macromolecular material as insulator in a Metal–Insulator–Metal (MIM) structure, one can realize diodes whose electrical resistance can be modified by application of electrical bias voltage. Table 10.1 gives an overview of review articles that describe progress and achievements in this field.

The change in resistance may be transient and disappear when short-circuiting the diode (volatile memory) or could be semi-permanent under short-circuit conditions (nonvolatile memory). For the latter memristive devices, one can differentiate between write once read many (WORM, W) and rewriteable memory cells. The rewriteable cells can be further subdivided into cells that require write and erase voltages of opposite polarity (Bipolar, B) and cells that can be operated using write and erase voltages of the same polarity (Unipolar, U).

Attractive features of macromolecular memory include the possibility to use solution-based deposition methods such as printing and casting of the active layers. In addition, flexible, lightweight, and disposable substrates may be used. Furthermore because macromolecular memory is essentially a thin film technology and one can make economic use of raw materials (Figure 10.1).

10.2.3 Current State of Macromolecular Memory

In the last decade enormous progress has been made in the realization of macromolecular memory. Resistive switching has been shown to occur locally and downscaling to nm lengths is feasible. Projected retention times on the order of 10 years have been realized and switching is possible using short voltage pulses (submicrosecond). Integration into arrays has been

Figure 10.1 Macromolecular memory: flexible substrates (left, [60]) and 3-D integration (right, a–c, [26]. Copyright: Wiley VCH
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<thead>
<tr>
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</table>
demonstrated. So far, a complete device technology seems not to have been disclosed. A main challenge for macromolecular memory is still to understand and control the resistive switching. As will become clear, macromolecular memory operates close to the threshold for electrical breakdown. Reproducibility of the switching characteristics is often an issue. In view of the very stringent requirements regarding uniformity, cycle endurance, and bit error rate for application as NAND flash, variability in the characteristic of cells may be an issue.

10.3 Elementary Physical Chemistry of Macromolecular Memory

10.3.1 Required Activation Barrier between Stable States

For a rewriteable, nonvolatile memory, one would like to have a molecular system that is bistable, having two distinct stable states (“ON” and “OFF”) separated by a barrier in energy (see Figure 10.2). For electronic memory applications, the ON and OFF states should differ in charge transport related properties, namely delocalization length of charge carriers and energies of the electron and holes states on the polymer. The transition between the ON and OFF states is in essence a monomolecular chemical reaction. The transition state theory developed by Eyring describes the rate of chemical reactions and allows one to estimate the rate of interconversion between ON and OFF state, $k_{ON/OFF}$ in $s^{-1}$, as a function of the height of the energy barrier separating the two minima [13]. To warrant a lifetime of at least 10 years for the ON and OFF state, the barrier in between the two states should have a height of at least 1.25 eV of Gibbs free energy.

The barrier should have sufficient width to suppress quantum mechanical tunneling between the states. Application of a potential difference over the memory cell should lead to rapid conversion between the ON and OFF states. From the estimated barrier height it then follows that the minimal voltages needed to switch the cell will exceed 1.25 V.

Furthermore, memory cells relying on trapping of charges can most likely not be realized with semiconducting materials with a bandgap smaller than 1.25 eV.

One might argue that small molecules are inherently less stable and more prone to thermodynamical and quantum mechanical fluctuations than bulk phases in large crystals. So is there any experimental evidence for small bistable molecular systems with lifetime of the individual states exceeding 10 years? Amino acids are small molecules with fewer than 12

\[ k_{ON/OFF} = \frac{k_B T}{\hbar} \exp\left(-\frac{G^\dagger}{k_B T}\right) \]

\[ \Delta G_{ON/OFF} = \Delta G^\dagger \]

Figure 10.2  Gibbs Free energy $\Delta G$ as function of a generalized configurational coordinate for a bistable molecule. The rate of spontaneous interconversion between ON and OFF states, $k_{ON/OFF}$, is determined by the height of the barrier ($\Delta G^\dagger$) in between the two stable states and temperature. For a lifetime of ON and OFF states of 10 years at room temperature, a minimal barrier height of $\Delta G^\dagger = 1.25$ eV is required according to molecular transition state theory
carbon atoms, that serve as monomeric units of proteins and polypeptides. Amino acids can exist in two mirror image related stable configurations labeled L and D. Even though the two forms have identical energies, in living plants and animals only the L form is produced and biochemically active. Analysis of fossils has shown that interconversion of the L into the D forms takes place on a time scale of $10^3$ years [14]. This shows that bistable molecular systems with interconversion sufficiently slow for electronic memory applications indeed exist.

10.3.2 Electronic Structure of Macromolecules: Insulators, Semiconductors, Conductors

Depending on the type of connection between the carbon atoms, macromolecules behave electrically as either insulators, semiconductors or conductors. The origin of the diversity lies in the different possible types of coordination of substituents around the carbon atom. Two neighboring carbon atoms can form a chemical bond by sharing two valence electrons between them, with each atom donating one electron. The two electrons forming the bond must have antiparallel spin. Because carbon has four valence electrons it can bind to maximally four other atoms. Electrostatic repulsion between the electron pairs forming the bonds is minimized when the four carbon atoms binding to the central one are arranged in the form of a tetrahedron. Hybridization of the hydrogen like $2s$ and three $2p$ orbitals around the carbon nucleus into four equivalent $sp^3$ orbitals facilitates the formation of these four bonds. The resulting atomic arrangement is that of diamond, a material that can be characterized as a wide (5.4 eV) indirect bandgap semiconductor.

Within the diamond lattice, electrons and holes have high and almost equal mobility $(2 \times 10^3 \text{ cm}^2/\text{Vs})$.

In another allotrope of carbon, graphite, each carbon atom is bound to only three neighboring atoms and one valence electron per atom is delocalized over the honeycomb hexagonal sheet of carbon atoms. In this case, repulsion between electron pairs forming the bonds results in a planar triangular arrangement of the three substituents. Hybridization of the carbon $2s$ with two $2p$ orbitals to $sp^2$ orbitals can facilitate this bonding. This leaves one $2p$ orbital unhybridized containing one electron. Overlap between unhybridized $2p$ orbitals on neighboring $sp^2$ hybridized carbon atoms allows for quantum mechanical delocalization of these electrons and gives rise to (semi-)conducting properties of the molecular material. The delocalization of the electrons in the $2p$ atomic orbitals contributes to the bonding between two neighboring carbon atoms (now sharing a double bond) and the two atoms are said to be $\pi$-conjugated. A single layer of graphite, graphene, contains delocalized electrons and may be classified as a zero bandgap semiconductor. Electron and hole mobilities are exceptionally high (estimated $> 2 \times 10^4 \text{ cm}^2/\text{Vs}$ [15]) and relate, from a chemical point of view, to the stability of the two-dimensional hexagonal lattice against distortion.

Replacing two of the coordinating carbon atoms by hydrogen, a polymeric structure may be obtained (polyacetylene, see Figure 10.3). In this macromolecule, or $\pi$-conjugated polymer (named after the double or $\pi$-bond) one electron per carbon atom is still delocalized. Due to pairing of neighboring carbon atoms in the chain (Peierls distortion), a band gap opens (1.5 eV) and the resulting chain is alternating longer, singly bonded carbon atom pairs and shorter doubly bonded pairs. Because of the presence of double or $\pi$-bonds, polyacetylene is a $\pi$-conjugated polymer. The mobilities of charge carriers along the chain are reduced because of polaron formation and bulk mobilities are severely limited by poor intermolecular transport of carriers and trapping on impurities and defects. Carrier mobilities in purified molecular
materials rarely exceed 1 cm²/Vs and for π-conjugated polymers usually fall in the range 10⁻³–10⁻⁷ cm²/Vs. π-Conjugated polymers can be made conductive by oxidative or reductive doping. In the case of polyacetylene, doping with molecular iodine (I₂) results in a hole conducting material with conductivity approaching that of metals. By introducing dopants which themselves are macromolecules, diffusion, sublimation, and electromigration of the dopants can be suppressed and stable molecular conductors can be obtained. A well known example is poly(3,4-ethylenedioxythiophene): poly(styrenesulfonate), or PEDOT:PSS, where positive charge carriers on the π-conjugated EDOT polymer are stabilized by the deprotonated and negatively charged polystyrene sulfonate polymer (PSS).

10.3.3 Inducing Changes by Application of Bias Voltage: Electrochemistry

As mentioned above, bias voltages ≥1.25 V will be needed for switching between bistable states of macromolecular memory. Currently in NAND flash technology, voltages up to 20 V are used to program the floating gate transistor. The question arises: which chemical changes might one expect to be induced by applying voltages in the range 1–10¹ volt? From physical chemistry, the energies needed to break a chemical bond are well known. For a carbon–carbon single bond, 3.6 eV is required to break the bond. To split the strongest homodimeric bond known in organic chemistry, the nitrogen–nitrogen triple bond N≡N, 9.8 eV is required. Taking into account that macromolecular memory is a thin film technology and that the bias voltage applied often results in a potential drop localized over only a narrow spatial region in the organic materials, programming voltages up to 10 V could well lead to charge carriers with up to 10 eV of kinetic energy. In principle, the 10 eV energy of the electron suffices to break any chemical bond in a molecule. We remark that, in electrochemistry, energies needed for a chemical reaction can be measured quantitatively, using polar solvents and adding salt ions (electrolyte) to localize the electric field strength in a small region close to an electrode. From electrochemistry, it is well known that within a voltage range up to a few volts, almost any chemical conversion can be driven, including oxidation and reduction of all metals. This simple line of argument illustrates the tremendous difficulties that one may face when trying to unravel mechanistic aspects of memristive effects in organic molecular materials: with programming voltages typically in the range 2–8 V a multitude of chemical processes is likely to be induced.
10.3.4 Filamentation

As mentioned above, by applying potential differences on the order of 10 V over a thin organic layer, one can drive a molecular material very far out of thermodynamic equilibrium. Note that the low mobility of charge carriers contributes to localizing the electric field strength to narrow regions. In soft condensed matter, the behavior of molecular systems far away from equilibrium has been studied in considerable detail in the last half century. One of the striking outcomes is that when a system is driven far out of equilibrium, spontaneous self-organization into patterns and structures is possible. In contrast, under near equilibrium conditions, such self-organization processes would not be favorable because of the reduction of entropy associated with the emergence of organization, patterns and structures [16]. One of the self-organization processes studied in detail is filamentation, which occurs for instance in the transmission of light when the strength of the optical electric field becomes so high that the refractive index of the material changes. The light can then focus itself into small filaments [17]. Other examples of filamentation are the formation of plasma arcs [18]. Filamentation of electrical current in planar organic memory diodes is often observed and should most likely be considered as an integral part of the response of the materials to the large thermodynamic driving force applied.

10.4 Classes of Macromolecular Memory Materials and Their Performance

In this section we give an overview of recent reports on macromolecular memory (see Table 10.2). Because the mechanism of switching is often unclear we classify the memory diodes according to the type of macromolecular material used.

10.4.1 Saturated Macromolecules

Polymers that do not contain any double bonds are insulators and charge carrier injection via a metal contact into these materials is practically impossible. However these polymers may still be used as host materials in memory applications, when combined with additives that can take care of carrier transport. For instance, polyethylene oxide (PEO) is a polymer that can solvate ions. PEO combined with the silver salt AgClO₄ can be used to realize memory cells. In AgClO₄-PEO cells, electrochemical conversion of silver ions into metallic silver gives rise to the formation and dissolution of metal filaments, leading to resistive switching [19]. A disadvantage of these electrochemical cells is that the amount of charge needed to switch the diode depends on the history of the diode. The amount of current needed to switch the diode is only minimal close to the percolation threshold via the metallic filament. Some saturated polymers containing fluor substituents are ferroelectric and can be used to make a capacitive memory. When blended with semiconducting polymer resistive switching diodes have been accomplished [33]. For further information, we refer the reader to the discussion of ferroelectric memories in Chapters 6 and 9.

10.4.2 Macromolecules with \( \pi \)-Conjugation

10.4.2.1 Dynamic Doping

Organic molecules containing double bonds (\( \pi \)-conjugation) usually have semiconducting properties. The presence of charged dopants in these materials can change barriers for charge injection and the charge carrier density. Migration of charged dopants under the influence of
Table 10.2 Memory performance characteristics for macromolecular memory

<table>
<thead>
<tr>
<th>Material</th>
<th>MIM architecture</th>
<th>Type</th>
<th>$V_{in}$</th>
<th>$V_{off}$</th>
<th>On/Off</th>
<th>Retention (s)</th>
<th>Endurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEO-AgClO₄ [19]</td>
<td>Pt/Ag</td>
<td>B</td>
<td>1</td>
<td>-1</td>
<td>$10^5$</td>
<td>$10^3$</td>
<td>10</td>
</tr>
<tr>
<td>α-Conjugated polyelectrolyte [20]</td>
<td>Ag/p-Si</td>
<td>B</td>
<td>3</td>
<td>-2</td>
<td>$10^6$</td>
<td>$10^3$</td>
<td>nd</td>
</tr>
<tr>
<td>Donor–acceptor polyimide [21]</td>
<td>ITO/Al</td>
<td>B</td>
<td>2.7</td>
<td>-1.5</td>
<td>$10^6$</td>
<td>$10^3$</td>
<td>nd</td>
</tr>
<tr>
<td>Donor–acceptor polyimide</td>
<td>ITO/Al</td>
<td>U</td>
<td>2.2</td>
<td>1</td>
<td>$10^6$</td>
<td>$10^4$</td>
<td>nd</td>
</tr>
<tr>
<td>PEDOT:PSS [22]</td>
<td>Al/Al</td>
<td>B</td>
<td>-2.5</td>
<td>1.2</td>
<td>$10^2$</td>
<td>$10^4$</td>
<td>10</td>
</tr>
<tr>
<td>PEDOT:PSS [23]</td>
<td>Au/Au</td>
<td>U</td>
<td>4</td>
<td>1</td>
<td>$10^2$</td>
<td>$10^4$</td>
<td>nd</td>
</tr>
<tr>
<td>PEDOT:PSS [24]</td>
<td>Al/Cu</td>
<td>B</td>
<td>1</td>
<td>-0.8</td>
<td>$10^6$</td>
<td>$10^4$</td>
<td>nd</td>
</tr>
<tr>
<td>Fullerene [25]</td>
<td>ITO/Al</td>
<td>U</td>
<td>4</td>
<td>2</td>
<td>$10^3$</td>
<td>$10^4$</td>
<td>10⁴</td>
</tr>
<tr>
<td>Fullerene [26]</td>
<td>Al/Al</td>
<td>U</td>
<td>5</td>
<td>10</td>
<td>$10^3$</td>
<td>$10^4$</td>
<td>10⁴</td>
</tr>
<tr>
<td>Carbon nanotube [27]</td>
<td>Al/Al</td>
<td>B</td>
<td>-2</td>
<td>2</td>
<td>$10^3$</td>
<td>$10^4$</td>
<td>10²</td>
</tr>
<tr>
<td>Diamond-like carbon [28]</td>
<td>W/Pt</td>
<td>U</td>
<td>1.2</td>
<td>0.4</td>
<td>300</td>
<td>$10^3$</td>
<td>10³</td>
</tr>
<tr>
<td>Diamond-like carbon [29]</td>
<td>Ti/Pt</td>
<td>U</td>
<td>1.4</td>
<td>-1.5</td>
<td>10</td>
<td>$10^4$</td>
<td>nd</td>
</tr>
<tr>
<td>Amorphous Carbon [30]</td>
<td>Ag/Ag</td>
<td>B</td>
<td>6</td>
<td>-7</td>
<td>30</td>
<td>$10^6$</td>
<td>30</td>
</tr>
<tr>
<td>Graphite [31]</td>
<td>U</td>
<td>3</td>
<td>6</td>
<td>$10^6$</td>
<td>$10^6$</td>
<td>$10^6$</td>
<td>10⁶</td>
</tr>
<tr>
<td>Graphene [32]</td>
<td>ITO/PMMA/PMMA/Al</td>
<td>B</td>
<td>3.5</td>
<td>-4</td>
<td>$10^6$</td>
<td>$10^6$</td>
<td>10⁷</td>
</tr>
</tbody>
</table>

B: bipolar; U: unipolar; W: WORM; nd: not determined.
applied bias leads to memristive effects [34]. The memory functionality of the macromolecular material can be enhanced further by doping with metal ions that can also be reduced electrochemically to metal filaments.

10.4.2.2 Donor–Acceptor Polymers

A large research effort has focused on polyimide polymers functionalized with π-conjugated moieties that have pronounced electron donating and electron accepting properties [8,11,12]. These materials often show volatile resistive switching, but nonvolatile behavior has also been observed, including both WORM and rewritable characteristics. The volatile behavior has been related to the presence of an ionized electronic state of the donor acceptor polymer (charge transfer state) in which the electron donating unit has transferred an electron to the electron accepting moieties.

10.4.2.3 Conducting Polymers

Conducting polymers such as PEDOT:PSS have been used as WORM, relying on destructive processes induced at high current densities [35,36]. However also rewritable memory cells have been realized with PEDOT:PSS and a number of studies indicate the importance of the interface between polymer and metal contact in the switching and indicate an active role of native oxides [37–39].

10.4.2.4 Carbon Allotropes

Fullerenes are spheroidal π-conjugated molecules that in comparison with π-conjugated polymers show high electron and hole mobilities. When mixed with a host polymer, a solution processable material is obtained that shows re-writable memory effects after optimization of the mixing ratio characteristic [40–42]. Very promising memory characteristics have been reported and integration of cells into 2-D [43,44] and 3-D [26] has been achieved. A number of studies have indicated the importance of an interfacial oxide layer in the resistive switching process [26,43–46]. Carbon nanotubes can also be applied in memories and also here indications for the involvement of an interfacial oxide layer in the switching have been obtained (Al2O3 [27,47], SiO2 [48]). Graphene can give rise to bipolar switching [49] and sometimes WORM [50] memory effects. Graphene oxide functionalized with polymer chains gives a solution processable macromolecular material, displaying memory effects in combination with ITO and Al electrodes [51–53]. Finally, amorphous carbon and diamond-like carbon are amorphous carbon allotropes that show electronic memory effects in MIM devices. Amorphous carbon contains both sp3 and sp2 hybridized carbon atoms. Variation in the ratio and distribution of the semi-conducting (sp2) and insulating (sp3) varieties induced by the application of electrical stress has been suggested to lead to memory effects [54,55].

10.4.2.5 Hybrid Diodes Involving a Dedicated Inorganic Switching Layer

A number of studies have been devoted to MIM structures incorporating a (macro-)molecular layer in combination with a dedicated inorganic switching layer consisting of metal oxide [56,57] or metal halide [58]. Similar to metal oxide memory cells, these hybrid devices require an electroforming step before resistive memory effects become apparent. The electroforming process is induced by bias voltage stress and can be subdivided into different stages.
The early stages involve charge trapping at the interface between the macromolecular semiconductor and the metal oxide [59]. The final step of electroforming involves soft breakdown of the inorganic insulator and is related to hole injection [58].

## 10.5 Perspectives

Memory cells using macromolecular materials that rely on resistive switching show excellent memory characteristics when operated as isolated cells under single write/read/erase events. Large-scale integration does not seem to have been realized, and therefore performance as integrated memory is currently difficult to estimate. The occurrence of a so-called dead time in repeated switching could be a major hurdle. Key opportunities of macromolecular memory include the low cost of raw materials and deposition methods, for example, printing and coating. Furthermore, memory cells incorporating environmentally friendly materials can be realized. This provides applications in low-end, disposable electronics on, for example, flexible substrates such as paper or plastic.

<table>
<thead>
<tr>
<th>Summary of macromolecular memory parameters:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cell size</strong></td>
</tr>
<tr>
<td><strong>Density</strong></td>
</tr>
<tr>
<td><strong>Device speed</strong> (switching speed for logic devices; reading/writing speed for memory devices)</td>
</tr>
<tr>
<td><strong>Circuit speed</strong></td>
</tr>
<tr>
<td><strong>Operation voltages</strong></td>
</tr>
<tr>
<td><strong>Switching energy</strong></td>
</tr>
<tr>
<td><strong>Endurance</strong></td>
</tr>
<tr>
<td><strong>Retention</strong> (for memory)</td>
</tr>
<tr>
<td><strong>Binary throughput</strong></td>
</tr>
</tbody>
</table>

## 10.6 Summary

Macromolecular materials can give rise to a wide variety of electronic memory effects. Although impressive memory characteristics have been obtained, lack of understanding and control over the switching mechanisms is still a major issue.

### Acknowledgments

The work of BBF forms part of research programme of the Dutch Polymer Institute (DPI 704). We thank D.M. De Leeuw and H.L. Gomes for stimulating discussion.
References


11

Molecular Transistors

Mark A. Reed¹, Hyunwook Song², and Takhee Lee³
¹Departments of Electrical Engineering and Applied Physics, Yale University, USA
²Department of Applied Physics, Kyung Hee University, Korea
³Department of Physics, Seoul National University, Korea

11.1 Introduction

Since Aviram and Ratner initially proposed a molecular rectifier in 1974 to predict the feasibility of constructing a functional molecular device using single molecules as the active elements [1], the field of molecular electronics has attracted significant interest over the past few decades [2–9]. The concept of making a functional device based on the properties inherent in a single molecule offers fascinating possibilities due to the potentially diverse electronic functions of the component molecules that can be tailored by chemical design and synthesis. Within the past few years, a wide range of characteristic functions illustrated by single molecules has been reported, including diodes [10–12], transistors [13–16], switches [17–21], and memory [21–23]. Single molecules provide ideal systems to investigate charge transport on the molecular scale, which is a subject of intense current interest for both practical applications and achieving a fundamental understanding of novel physical phenomena that take place at this length scale. This chapter focuses primarily on experimental aspects of devices that consist of one or very few molecules contacted between external electrodes. In particular, we concentrate on the characterization and manipulation of charge transport in this regime.

11.2 Experimental Approaches

11.2.1 Fabrication Methods

The fabrication of single-molecule electronic devices is a very challenging task. Conventional lithography is still unable to deliver resolution at the molecular scale, and it is beyond the capability of traditional microfabrication technologies. Nevertheless, a broad range of groups have devised a number of sophisticated experimental techniques. For an extended discussion, we refer the interested reader to the excellent reviews on various experimental testbeds of Emerging Nanoelectronic Devices, First Edition. An Chen, James Hutchby, Victor Zhironov and George Bourianoff. © 2015 John Wiley & Sons, Ltd. Published 2015 by John Wiley & Sons, Ltd.
molecular electronic devices by Chen et al. [24], Akkerman et al. [6], McCreery et al. [8], and Li et al. [25]. The common concept in all of these methods is the ability to form nanometer-sized gap (nanogap) electrodes. Individual molecules can occasionally bridge a gap between electrodes, thus creating reliable molecular junctions that allow charge transport measurements through constituent single molecules.

A common approach adopted to create molecular-scale electrode gaps is called a “break junction.” Break junctions can be categorized into two types: mechanically controllable break junctions and electromigrated break junctions. Mechanically controllable break junctions (MCBJs) were introduced by Moreland et al. [26] and Muller et al. [27]. This technique consists of a lithographically defined, metallic free-suspended bridge or a notched wire above a gap etched in an insulating (polymer or oxide) layer, fixed on the top of a bendable substrate [28–39]. The bendable substrate is most often made from a phosphor–bronze sheet owing to its superior mechanical deformation properties. This substrate is put in a three-point bending geometry, where it can be bent by moving a piezo-controlled pushing rod, as illustrated in Figure 11.1. As the substrate is bent, the metallic wire is elongated until finally the metallic constriction breaks and two fresh electrode surfaces are created. The molecules can be assembled between the separate gap electrodes by different methods. For example, one can break the electrodes while molecules are present either in solution [32] or in the gas phase [37] or by adding a solution with the desired molecules after the breakage of the metallic wire [38,39]. The first example of MCBJs to make molecular junctions was illustrated by Reed et al. (see Figure 11.1b and c) in 1997 [32]. In this study, a gold wire was covered with a self-assembled monolayer (SAM) of 1,4-benzenedithiol (BDT), which is able to bind to two gold electrodes through thiol groups. The gold wire was subsequently elongated in the molecular solution until breakage. Once the wire was broken, the solvent was evaporated and the wires were brought together until the onset of a conductance value. With the proper control experiments (which were performed identically but without the molecules), the measured conductance value could be ascribed to a small number (ideally one) of BDT molecules bridging the gap. One of the main advantages of MCBJs is that the contact size can be continuously adjusted under the precise control of a piezoelectric component without polluting the junction. Furthermore, the ability to repeat back and forth bending of the flexible substrates allows statistics to be obtained using a large number of measurements of the target molecule [30,31,37]. Although the exact local configuration of the junctions is unknown, it is evident from theoretical studies that the exact shape, configuration, and mechanical stress of the metal-molecule contacts are very important in influencing the result of experiments on single molecules [40–43].

Electromigrated break junctions (EBJs) were first developed by Park et al. in 1999 [44]. The controlled passage of a large density current or the application of a large direct current voltage to a continuous thin metal wire predefined by electron-beam lithography causes the electromigration of metal atoms and the eventual breakage of the metal wire (Figure 11.2a). If performed properly, a separate electrode pair with distances of approximately 1–2 nm can be created so that the target molecule can subsequently bridge the gap between the broken electrodes. To incorporate the molecules into EBJs, two different approaches can be taken. One approach is to either deposit the molecules onto the electrode surface, after which the breaking process proceeds, or to first break and then assemble the molecules into the separate electrodes. Because a gate electrode can be readily fabricated on the substrate before the breaking process is performed by electromigration, the EBJs are especially advantageous in making three-terminal device configurations (see Figure 11.2a) [14,16,45]. In contrast to MCBJs, the
nanogap junctions formed by electromigration cannot make a large repetitive collection of measurements with the same junction. Thus, a large number of devices must be fabricated to examine the statistical behavior of the electromigration breaking process [44,46,47]. Moreover, the technique must be used with care. The local heating of the junction during electromigration can increase the temperature, resulting in large gaps, the destruction of the molecules, and the formation of gold islands inside the gap [48]. Unintentional metal debris in the gap interferes with the insertion of the molecules of interest and can mask the intrinsic molecular signals [49–52]. Careful correlation of spectroscopies can be used to eliminate the presence of metal
islands. Recently, a few groups prepared electromigrated nanogaps on free-standing transparent SiN\(_x\) membranes to permit the use of transmission electron microscopy (TEM) to image the nanogap formation \textit{in situ} (Figure 11.2b) [53,54].

Scanning tunneling microscopy (STM) and conducting-probe atomic force microscopy (CP-AFM) has also been widely used to measure the charge transport properties of a very small number of molecules (from several tens of molecules to a single molecule). The strength of STM lies in its combination of high-resolution imaging and spatially resolved electrical spectroscopy (so-called scanning tunneling spectroscopy, STS), providing the local density of states with atomic spatial resolution [55–57]. In general, the electrical contact is accomplished through the air gap (or vacuum tunneling gap, in ultrahigh vacuum STM) between the molecule or the molecular monolayer and the STM tip, which leads to considerable difficulty in evaluating the true conductance of single molecules. A significant improvement was demonstrated by Xu \textit{et al.} [58], who measured the conductance of a single molecule by repeatedly forming several thousands of metal–molecule–metal junctions. This technique is referred to as a STM-controlled break junction (STM-BJ). In STM-BJs, molecular junctions are repeatedly and quickly formed by moving the STM tip into and out of contact with a metal electrode surface in a solution containing the molecules of interest. Single or a few molecules, bearing two anchoring groups at their ends, can bridge the gap formed when moving the tip back from the surface (Figure 11.3a). Because of the large number of measurements possible, this technique provides robust statistical analysis of the conductance data, and histograms of the conductance evolution during breaking show evidence of the formation of molecular junctions [58–68].

In CP-AFM [69–76], the metal-coated tip, acting as the top electrode, is gently brought into direct contact with the molecules on a conducting substrate, acting as the bottom electrode (this process is monitored by the feedback loop of the AFM apparatus) while an

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure11.2}
\caption{(a) SEM image of the metallic electrodes fabricated by electron beam lithography and the electromigrated break junction technique. The image shows two gold electrodes separated by 1 nm above an aluminum pad, which is covered with a 3-nm layer of aluminum oxide. The whole structure is defined on a silicon wafer. The central regions correspond to a gold bridge with a thickness of 15 nm and a minimum lateral size of 100 nm. The outer regions represent portions of the gold electrodes with a thickness of 100 nm. Reproduced with permission from [45]. Copyright 2002 Nature Publishing Group. (b) TEM images of a typical electromigrated nanogap on SiNx membrane. Reproduced with permission from [53]. Copyright American Chemical Society.}
\end{figure}
external circuit is used to measure the current–voltage characteristics (Figure 11.3b). This procedure eliminates the current reduction caused by the extra tunneling gap in the STM setup [67,74–76]. However, the conducting probe tip of the CP-AFM coated with a metallic layer is significantly larger than an atomically sharp STM tip [69,75]. This difference produces a higher uncertainty in the number of molecules measured. Furthermore, one needs to consider the roughness and morphology of the bottom electrode substrate to estimate the number of molecules under investigation. The critical requirement for CP-AFM measurements is the very sensitive control of the tip-loading force to avoid applying excessive pressure to the molecules [77]. Excessive pressure may modify the molecular conformation and thus its electronic properties. On the other hand, the ability to apply a controlled mechanical pressure to a molecule to change its conformation can be a powerful tool to investigate the relationship between conformation and charge transport in molecular junctions [72,73,78].

A number of other approaches have been tried to create two electrodes with a molecular-sized gap for electronic transport experiments on molecular junctions. For example, Morpurgo et al. [79] proposed electrochemical deposition in which the inter-electrode distance can be tuned on the atomic scale in an aqueous solution by depositing (or removing) atoms at a low rate. Another method to control the inter-electrode distance on the molecular scale was reported by Kubatkin et al. [15] Using a shadow mask technique and evaporation at variable angles in

![Figure 11.3](image-url)

(a) Graph A: Conductance of a gold contact formed between a gold STM tip and a gold substrate decreases in quantum steps near multiples of $G_0 = 2e^2/h$ as the tip is pulled away from the substrate. Graph B: Corresponding conductance histogram constructed from 1000 conductance curves as shown in graph A shows well-defined peaks near 1 $G_0$, 2 $G_0$, and 3 $G_0$ due to conductance quantization. Graph C: When the contact shown in graph A is completely broken, corresponding to the collapse of the last quantum step, a new series of conductance steps appears if molecules such as 4,4'-bipyridine are present in the solution. These steps are due to the formation of the stable molecular junction between the tip and the substrate electrodes. Graph D: Conductance histogram obtained from 1000 measurements as shown in graph C shows peaks near 1 ×, 2 ×, and 3 × 0.01 $G_0$ that are ascribed to one, two, and three molecules, respectively. Graphs E and F: In the absence of molecules, no such steps or peaks are observed within the same conductance range. Reproduced with permission from [58]. Copyright 2003 Science. (b) Formation of a molecular junction by contacting an alkanethiol self-assembled monolayer with an Au-coated AFM tip. Reproduced with permission from [69]. Copyright 2000 American Chemical Society.
ultrahigh vacuum (UHV) conditions, they obtained well-defined molecular devices under clean conditions and at low temperatures. An alternative method to overcome the mismatch between the resolution of lithographic methods and the molecular size was described by Dadosh et al. [80] using gold nanoparticles with a typical diameter of 10 nm. The molecules can be attached to the gold particles by thiol bonds such that they form particle–molecule–particle dumbbells from solution. Recently, single-walled carbon nanotubes (SWNT) have been used as electrodes separated by a nanogap (less than 10 nm) [81]. The nanogap electrodes can be obtained by a precise oxidation cutting of the SWNT, and the two facing SWNT ends that are terminated by carboxylic acids are covalently bridged by the molecules of interest functionalized with amine groups at both ends. These functionalized contacts can be used to fabricate devices with a variety of molecules, acting as pH sensors [81], photogated switches [82], and DNA hybridization sensors [83]. Very recently, Bjørnholm et al. [84] showed a new method for the direct synthesis and growth of end to end linked gold nanorods using gold nanoparticle seeds with a dithiol-functionalized poly(ethylene glycol) (SH-PEG-SH) linker. This method results in a nanogap with a size of 1–2 nm between two gold rods, which suggests the possibility of fabricating nanogap electrodes incorporating a single molecule or several molecules by bottom-up chemical assembly.

11.2.2 Electronic Transport Fundamentals

A full understanding of the transport properties of a molecular junction represents a key step towards the realization of single-molecule electronic devices and requires detailed microscopic characterization of the active region of the junction. Indeed, a hurdle in most single-molecule electronic devices is the unambiguous demonstration that the charge transport occurs only through a single molecule of interest. For these reasons, the analysis of the transport properties of the molecular junction attracts much attention in the field, and a variety of experimental techniques have been established in recent years.

The charge transport mechanism of a molecular junction can be revealed by the characteristic temperature and length dependences. Therefore, measurements of temperature- and length-variable transport for the molecular junction are necessary to examine the charge transport mechanism. In particular, two distinct transport mechanisms have been extensively discussed in the literature: coherent transport via tunneling or superexchange and incoherent thermally activated hopping. Coherent tunneling or superexchange dominates through relatively short molecules and the conductance value \( G \) decreases exponentially as the molecular length increases, according to Equation 11.1:

\[
G \propto \exp(-\beta d) \tag{11.1}
\]

where \( d \) is the molecular length, and \( \beta \) is the tunneling decay coefficient (varying between 0.7–0.9 Å\(^{-1}\) for alkyl chains and 0.2–0.5 Å\(^{-1}\) for \( \pi \)-conjugated molecules). In addition to the exponential decay of the conductance with molecular length, this coherent tunneling process is characterized by temperature-independent transport. On the other hand, incoherent hopping is known to be responsible for charge transport along long-conjugated molecular wires, and the conductance follows an Arrhenius relation given by:

\[
G \propto \exp\left(\frac{-E_a}{k_B T}\right) \tag{11.2}
\]
where \( k_B \) is the Boltzmann constant, \( T \) is the temperature, and \( E_a \) represents the hopping activation energy. The incoherent charge hopping is also characterized by a weak length-dependent transport that results in conductance that scales linearly with the inverse of the molecular length.

From Reference [87], Figure 11.4a shows a representative temperature-variable current–voltage [I(V)] of 1,8-octanedithiol bridging the Au nanogap electrodes broken by electromigration as described in the previous section. The I(V) curves were measured between 4.2 and 90 K, and no temperature dependence was observed [87]. The temperature-independent I(V) characteristic is a clear manifestation of coherent tunneling transport and eliminates many other potential mechanisms. In this study [87], the conductance of five different alkanedithiols having between eight (DC8) and 12 (DC12) carbon atoms was also measured to examine the length-dependent conductance (Figure 11.4b). In accordance with Equation 11.1, a semilog plot of the conductance versus the molecular length was linear. From the linear fit (the solid line across data points) in Figure 11.4b, the \( \beta \) value was found to be 0.88 (= 0.71 Å\(^{-1}\)) per carbon atom, assuming a through-bond tunneling [87]. This \( \beta \) value is in good agreement with the previously reported values of alkyl chains in literature [70, 86].
Thus far, a consistent picture has emerged for the coherent tunneling mechanism of saturated alkyl chains and short-length conjugated molecules [86,91,92]. The coherent tunneling transport can be reasonably expected when the Fermi energy of the electrode lies within the large energy gap between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) of the short molecules. Collectively, the correct exponential decrease of conductance upon a molecular length increase, the temperature-independent I(V) characteristics, and the agreement with decay coefficients all point to the formation of a valid molecular junction.

Conjugated molecules made of repeating units with modulated molecular length are ideal for understanding charge transport mechanisms because these molecular systems permit the investigation of not only coherent tunneling and incoherent hopping but also the transition between two distinct transport mechanisms by systematically changing the molecular length [88,90]. This transition from tunneling to hopping was observed by Frisbie and colleagues [88], who synthesized oligophenyleneimine (OPI) molecules of various lengths (ranging from 1.5 to 7.3 nm) bonded to Au through a thiolate linkage. The OPI molecular wires were grown on the Au substrate by stepwise imination with alternating addition of benzene-1,4-dicarboxaldehyde and benzene-1,4-diamine, as shown in Figure 11.5a. The transport characteristics of the OPI wires were then measured using CP-AFM. In the semilog plot of resistance versus molecular length (Figure 11.5b), a clear transition of the length dependence of resistance was observed near 4 nm (OPI 5), indicating that the transport mechanism is different in short (OPI 1 to 4) and long (OPI 6 to 10) wires. In the short wires, the linear fit in Figure 11.5b indicates that the data are well-described by Equation 11.1 for coherent nonresonant tunneling. The $\beta$ value is found to be 3.0 nm$^{-1}$, which is within the range of $\beta$ values of typical conjugated molecules [93]. For long OPI wires, a much flatter resistance versus molecular length relation ($\beta \sim 0.9$ nm$^{-1}$) was shown. The extremely small $\beta$ value suggests that the principal transport mechanism is incoherent hopping [88]. A plot of resistance versus molecular length for long OPI wires is linear (see Figure 11.5b, inset), which is consistent with hopping as described above and indicates that Equation 11.1 does not apply for the long wires [88]. The change in transport mechanism apparent in the length-dependent measurements was verified by the temperature dependence. Figure 11.5c shows that the resistance for OPI 4 is independent of temperature from 246 to 333 K, as expected for tunneling. On the other hand, both OPI 6 and OPI 10 display the strongly thermally activated transport that is characteristic of hopping [88]. The activation energies determined from the slopes of the data were identical at 0.28 eV for both OPI 6 and OPI 10 [93].

Hines et al. [90] also reported results that support a transition between tunneling and hopping in series of conjugated single-molecule junctions by carrying out both length- and temperature-dependent measurements of conductance using a STM-BJ method. These results provide experimental support for a theoretically predicted transition from tunneling for short molecules to thermally activated hopping for longer molecules [94,95].

Poot et al. [96] showed the temperature dependence of gated three-terminal molecular junctions containing sulfur end-functionalized tercyclohexylidenes. At low temperatures, they found temperature-independent transport, and at temperatures above 150 K, the current increased exponentially with increasing temperature (Figure 11.6). Over the entire temperature range (10–300 K) and for different gate voltages, a simple model [97] of transport through a single level well-described the experimental results, which indicates that the temperature dependence arises from the Fermi distribution in the leads [96].
Figure 11.5  (a) Molecular structure and synthetic route to oligophenyleneimine wire precursors (OPI-p) and OPI monolayers on gold substrates. (b) Measurements of molecular wire resistance with CP-AFM. A gold-coated tip was brought into contact with an OPI monolayer on a gold substrate. The I-V traces were obtained over ±1.5 V for OPI 3 to 10 and ±1.0 V for OPI 1 and 2 at a load of 2 nN on the tip contact. Semilog plot of resistance versus molecular length for the gold/wire/gold junctions. Each data point is the average differential resistance obtained from 10 I(V) traces in the range −0.3 to +0.3 V. Error bars, 1 SD. Straight lines are linear fits to the data according to Eq. Eq. (11.1). (Inset) A linear plot of resistance versus molecular length, demonstrating linear scaling of resistance with length for the long OPI wires. (c) Arrhenius plot for OPI 4, OPI 6, and OPI 10. Each data point is the average differential resistance obtained at six different locations on samples in the range −0.2 to +0.2 V. Error bars, 1 SD. Straight lines are linear fits to the data. Reproduced with permission from [88]. Science
11.2.3 Molecular Junction Spectroscopies

A critical question is the identity of the molecules that inhabit the active region of the junction. Inelastic electron tunneling spectroscopy (IETS), an all-electronic spectroscopy due to localized molecular vibrational modes, was discovered in 1966 by Jaklevic and Lambe [98]. This pioneering work clearly showed the ability to detect the vibrational features of molecules buried in the interface of a metal–insulator–metal (MIM) device. To explain the principles of IETS (see also Reference [99]), Figure 11.7 shows the energy-band diagrams of a tunnel junction and the corresponding I(V), dI/dV, and d^2I/dV^2 plots. When a negative bias (small with respect to the tunnel barrier) is applied to the left metal electrode, the left Fermi level is lifted. An electron from an occupied state on the left side tunnels into an empty state on the right side, and its energy is conserved (process a). This process is elastic tunneling. During this process, the current increases linearly with the applied small bias (less than the vibrational energy; Figure 11.7b). However, if there is a vibrational mode with a frequency of \( \omega \) localized inside this barrier, then the electron can lose a quantum of energy, \( \hbar\omega \), to excite the vibrational mode and tunnel into another empty state when the applied bias is large enough such that \( eV \geq \hbar\omega \) (process b) [100,101]. This process opens an inelastic tunneling channel for the electron, and its overall tunneling probability is increased. Thus, the total tunneling current has a kink that is a function of the applied bias (Figure 11.7b). This kink becomes a step in the differential conductance (dI/dV) plot and a peak in the d^2I/dV^2 plot. Typically, only a very small fraction of electrons tunnel inelastically (the cross-section for such an excitation is very small because the electron traversal time is much smaller than the oscillator period), and thus the IETS conductance step is often too small to be conveniently detected. In practice, investigators use a phase-sensitive (“lock-in”) detection technique to directly measure the peaks of the second derivative of I(V). The IETS signal, which is proportional to the second derivative of I(V), is usually measured by an AC modulation method. Theoretically, the signal can also be determined by a mathematical differential approach that computes the numerical derivatives of the directly measured I(V) characteristics [102]. However, this method is
generally not feasible in practice due to insufficient signal to noise ratios or bit resolutions of the instrumentation used to acquire the data.

IETS recently became a primary characterization technique to identify the component molecules present in molecular junctions (not an adlayer or impurity, but molecules forming the active region of a junction) [103–106], analogous to infrared and Raman spectroscopy for macroscopic samples, for the unambiguous determination of the molecular species in the junction. An example of experimental IETS measurements is shown in Figure 11.8 [106], which shows the I(V) curve, the differential conductance (dI/dV), and the IETS (d²I/dV²) spectrum of Au-octanedithiol (ODT)-Au and Au-benzenedithiol (BDT)-Au junctions measured at 4.2 K using an electromigrated break junction. Although the I(V) characteristics seem to be linear over the bias range measured, the plots of dI/dV and d²I/dV² exhibit significant features corresponding to vibrational modes of the molecules under investigation. Standard AC modulation techniques with a lock-in amplifier are used to directly obtain the first and second harmonic signals proportional to dI/dV and d²I/dV², respectively [107]. As explained above, a molecular vibration coupled to tunneling charge carriers gives rise to an increase in slope of the dI/dV curve owing to an inelastic tunneling process, which then appears as a step and peak in the first (dI/dV) and second (d²I/dV²) derivatives, respectively. The plot of d²I/dV² versus V is referred to as the IETS spectrum. The observed spectral features were assigned to specific molecular vibrations by comparison with previously reported infrared, Raman, and IETS measurements and by density functional theory calculations. For the ODT junction (Figure 11.8c), peaks were reproducibly observed at 92, 119, 143, 161, 181, and 355 mV, which correspond to ν(C-S) stretching, δs(CH₂) rocking, ν(C-C) stretching, γw(CH₂) wagging, δs(CH₂) scissoring, and ν(C-H) stretching modes, respectively. The absence of a prominent peak corresponding to the ν(S-H) stretching mode at 319 mV (2575 cm⁻¹) suggests that the thiol (–SH) anchoring group reacts with the Au electrode pairs broken during the electromigration. In the IETS spectrum of the BDT junction (Figure 11.8f), three prominent peaks
reproducibly appeared at 96, 142, and 201 mV, corresponding to $\gamma$(C–H) aryl out of plane bending, $\nu$(18a) stretching, and $\nu$(8a) stretching modes, respectively. These modes originate from vibrations of the phenyl ring. A theoretical study predicted that the $\nu$(18a) and $\nu$(8a) ring modes should have strong vibronic coupling in phenylene molecules [108] and is consistent with these results. The dominance of aromatic ring modes in IETS spectra has also been experimentally observed for various conjugated molecules [109,110]. The fully assigned IETS spectrum provides unambiguous experimental evidence of the existence of the desired molecules in the region of the junction and, correlating with the other characteristics of the junction transport, only leaves the IETS-identified molecule as the only element in the junction through which tunneling is occurring.

The first observation of IETS in a single molecule was obtained in STM [111]. The possibility of performing IETS studies using STM was discussed soon after its invention [112]. However, due to difficulties in achieving the extreme mechanical stability that is necessary to observe small changes in tunneling conductance, this technique has only recently been realized [111]. In the STM implementation of IETS, the MIM tunnel junction is replaced by a STM junction consisting of a sharp metallic tip, a vacuum gap, and a surface with the adsorbed molecules. Using STM-IETS, elegant imaging and probing can be performed at the same time, and vibrational spectroscopy studies on a single molecule can be achieved [113]. One of the most fruitful techniques for IETS of molecular structures arose from the pioneering work of Gregory [114] in 1990, in which a junction between two crossed wires was delicately made by a deflecting Lorentz force. Kushmerick et al. [115] demonstrated that reproducible

Figure 11.8  Transport properties of gold junctions measured at 4.2 K: (a)–(c) Au-ODT-Au and (d)–(f) Au-BDT-Au. (a) and (d) I(V) characteristics. The insets display the chemical structure of each molecule. (b) and (e) Differential conductance (dI/dV) obtained from lock-in first harmonic signal. (c) and (f) IETS spectrum (d^2I/dV^2) obtained from lock-in second harmonic signal. The peaks are labeled with their assigned vibrational modes. Reproduced with permission from [106]. Copyright 2009 American Institute of Physics

molecular junctions could be formed with sufficient stability and robustness for clear IETS signatures [109]. The ease of electrode and molecular exchange has allowed elegant and thorough investigations of structure–function relationships. The technique has also enabled investigations into such areas as selection rules [116] and pathways [117], illustrating the power of IETS in characterizing and understanding nanoscale junctions. Wang et al. also reported an IETS study of an alkanedithiol self-assembled monolayer (SAM) using a nanometer-scale device (nanopore technique) [103]. Remarkably, the authors were able to verify that the observed spectra were indeed valid IETS data by examining the peak width as a function of temperature and AC modulation voltage (refer to the following paragraph) [103]. Recently, Hihath et al. [118] reported the IETS spectra of a single 1,3-propanedithiol molecule using an STM break junction at cryogenic temperatures. In particular, these authors were able to observe simultaneous changes in the conductance and vibrational modes of a single molecule as the junction was stretched. This ability allowed them to correlate the changes in the conductance with the changes in the configuration of a single-molecule junction. Moreover, the authors were also able to conduct a statistical analysis of the phonon spectra to identify the most relevant modes. These vibrational modes matched the IR and Raman spectra well and have been described by a simple one-dimensional model [118]. Another useful example of IETS for studying molecular junctions was reported by Long et al. [110] This study provides insight into changing transport characteristics resulting from exposure to air. IETS spectra have shown that molecular conduction could be significantly affected by rapid hydration at the gold–sulfur contacts. The detrimental effects of hydration on molecular conduction are important for understanding charge transport through gold–thiol molecular junctions exposed to atmospheric conditions.

An important tool to verify that the obtained spectra are indeed valid IETS data is to examine the vibrational peak width broadening as a function of temperature and applied modulation voltage. The width of a spectral peak includes a natural intrinsic linewidth, $W_I$, and two broadening effects: thermal broadening $(5.4 k_B T / e)$, where $k_B$ is Boltzmann’s constant and $T$ denotes temperature) due to the breadth of the Fermi level and modulation broadening $(1.7 V_m^2)$, where $V_m$ is the AC modulation voltage) due to the dynamic detection technique used to obtain the second harmonic signals [119]. The full width at half maximum (FWHM) of the $d^2I/dV^2$ vibrational peak in IETS is given by [98,120]:

$$W = [(1.7 V_m^2) + (5.4 k_B T / e)^2 + (W_I^2)]^{1/2}. \tag{11.3}$$

Figure 11.9 illustrates a study of the linewidth broadening of a vibrational peak in IETS measurements. Figure 11.9a shows the modulation broadening of a representative IETS feature (from Reference [16, the $\nu$(C–H) stretching mode of ODT molecules in the electromigrated break junction) at a constant temperature of 4.2 K. The data points show the FWHM of the experimental peak. Considering the known thermal broadening and modulation broadening, the intrinsic linewidth, $W_I$, can be determined from a fit to the modulation broadening data (Figure 11.9a, solid line), giving $W_I = 4.94 \pm 0.89$ meV (following Equation 11.3). Figure 11.9b shows the thermal broadening of the same $\nu$(C–H) peak at a fixed modulation, demonstrating excellent agreement between the experimental FWHM values (circles) and theoretical values (squares).

Over the last few years, IETS has evolved into an essential tool in the field of molecular electronics. Although IETS requires cryogenic temperatures, it is the only available method that provides both structural and electronic information about a single-molecule electronic
device for a particular conformation and contact geometry of the molecular junction at low temperature [8]. From sophisticated comparisons between experiments and theoretical computations, IETS can be more useful for characterizing numerous aspects of molecular junctions, such as identification of the molecule, information on the nature of the interfaces, orientation of the molecule, and even electronic pathways [2].

Recently an additional tool, transition voltage spectroscopy (TVS), became an increasingly popular spectroscopic tool for molecular junctions [16,121–125] and other diverse nano-electronic systems [126]. Specifically, TVS is used to give insight into the energy offset between the contact Fermi level and the nearest molecular level responsible for charge transport in molecular junctions by measuring the transition voltage (V_{trans}) required to generate the inflection behavior of a Fowler–Nordheim (F-N) plot, that is, the corresponding analysis of ln(I/V^2) against 1/V for I(V) characteristics [121,122].

By combining TVS with ultraviolet photoelectron spectroscopy (UPS), Beebe et al. [121] correlated the charge transport properties of π-conjugated molecules with their effective band lineup. In this study, CP-AFM and crossed-wire tunnel junction measurements on molecular junctions revealed a characteristic minimum in the F-N plot at a bias voltage, V_{trans} (Figure 11.10a), which scaled linearly with the HOMO energy (which is the nearest molecular level for the measured molecules) obtained from UPS (Figure 11.10b) [121]. These results show that the magnitude of V_{trans} is molecule-specific (as a form of spectroscopy) and depends directly on the manner in which the conjugation path is extended. In general, the HOMO–LUMO gap of π-conjugated molecules decreases with an increase in conjugation length [127]. It is thus reasonable to expect longer conjugated molecules to exhibit a smaller value of V_{trans} than shorter conjugated molecules within a given molecular series [122]. Recently, TVS also facilitated the calibration of orbital energy positions in molecular transistors [16,128].

TVS was initially interpreted by a simple barrier picture for charge tunneling in a junction [121]. Within this interpretation, the transition behavior in the F-N plots corresponds to a change in the tunneling mechanism from direct tunneling through a trapezoidal barrier to
Fowler–Nordheim tunneling (or field emission) through a triangular barrier (see the barrier shapes in Figure 11.12a) [121]. The transition voltage equals the barrier height, which is interpreted as the energy gap from the metal electrode’s Fermi level to the nearest molecular level. However, as pointed out by Huisman et al. [124], the naïve tunnel barrier model is inconsistent with experimental data. On the other hand, the TVS experiments on molecular junctions are more appropriately described by the coherent Landauer approach with a single transport level [124]. Charge transport through such a junction is described by a transmission function, which is assumed to have a Lorentzian shape. Within the coherent Landauer transport picture, \( V_{\text{trans}} \) can be directly scaled with the barrier height (\( \Phi_B \)) in molecular junctions, thus giving valid information on molecular energy levels. Araidai et al. [129] theoretically...

Figure 11.10  (a) Solid circles represent the average of 100 I–V curves for an Au-anthracenethiol-Au junction measured by CP-AFM. The dashed line corresponds to the voltage at which the tunneling barrier transitions from trapezoidal to triangular (\( V_{\text{trans}} \)). Also shown are representations of the barrier shape at various values of applied bias. The inset shows current-voltage data on standard axes. (b) \( V_{\text{trans}} \) (CP-AFM) versus EF-EHOMO energy difference (UPS). Reproduced with permission from [121]. Copyright 2006 American Physical Society. (c) Schematic of the theoretical model [129] to qualitatively explain the inflection of F-N curve. Also shown are representations of the barrier shape at various values of applied bias. The inset shows current-voltage data on standard axes. Reproduced with permission from [129]. Copyright 2010 American Physical Society. (d) Ratio between the HOMO energy (at zero bias) and the transition voltage, (denoted as \( V_{\text{min}} \) in the figure), versus asymmetry parameter, \( \eta \). The solid line is obtained from a Lorentzian transmission function and symbols are results of \textit{ab initio} finite bias calculations (see Reference [130] for details). Reproduced with permission from [130]. Copyright 2010 American Physical Society.
investigated the origin of an inflection behavior appearing in the F-N plot of I(V) characteristics for molecular junctions. The results show that the inflection does not necessarily indicate the transition between the two regimes of direct tunneling and Fowler–Nordheim tunneling. Their close examination of the relation between the behavior of the F-N curve and the transmission function showed that the inflection takes place when the molecular level responsible for the charge transport approaches the edge of the electrode-bias window (Figure 11.10c) [129]. Although the origin of the inflection behavior drastically differs from the conventional model, the F-N plots obtained from their calculations show very similar behavior to those from recent experiments [129]. Recently, Chen et al. [130] reported extensive ab initio calculations to simulate TVS for a broad class of molecular junctions. The numerical data closely follow the trend expected from an analytical model with a Lorentzian-shaped transmission function. Interestingly, the ratio of $V_{\text{trans}}$ to the HOMO level position was found to vary between 0.8 and 2.0 depending on the junction asymmetry (as shown in Figure 11.10d), which means that it is necessary to consider the asymmetry of the molecular junction to use TVS as a quantitative spectroscopic tool to probe the molecular levels [130].

The interpretation of TVS, fulfilled by comparison of the Simmons model and the coherent Landauer approach, suggests that length-dependent TVS measurements for saturated alkyl chains can provide a critical test to distinguish true molecular junctions from a vacuum tunnel junction with no molecules [124]. The saturated alkyl molecular system constitutes an important control series in molecular transport experiments to corroborate valid molecular junctions because molecular energy levels remain nearly unchanged with molecular length, and the transport mechanism has been extensively established. To this end, TVS on a series of alkanedithiol molecules having different lengths (ranging from DC8 to DC12) was performed, employing electromigrated break junctions [87]. $V_{\text{trans}}$ for a series of alkanedithiol molecules is

Figure 11.11 (a) $V_{\text{trans}}$ as a function of molecular length for a series of alkanedithiols from DC8 to DC12. The solid line represents the mean value of $V_{\text{trans}}$ for five different length alkanedithiols, and two dashed lines show the standard deviation for averaging. Error bars on each data point also denote the standard deviation across individual measurements for different devices. Chemical structures for each molecule are displayed in the inset. Reproduced with permission from [87]. Copyright 2010 American Chemical Society. (b) $V_{\text{trans}}$ (denoted as $V_m$ in the figure) versus molecular length $d$. $V_{\text{trans}}$ becomes length independent for $d > 8$ Å. Reproduced with permission from [124]. Copyright 2010 American Chemical Society.
summarized graphically in Figure 11.11a. The average value of $V_{\text{trans}}$, represented by the solid line in Figure 11.11a, falls within the standard deviation (within two dashed lines) of measured values for each of the molecules, thereby illustrating that $V_{\text{trans}}$ is invariant with molecular length for alkanedithiols. This result is consistent with the fact that the HOMO–LUMO gap of these molecules is virtually length independent. Thus, this result agrees with the data of Beebe et al. [122]. Similarly, ultraviolet photoelectron spectroscopy measurements have shown that the energy offset between the HOMO and the electrode’s Fermi level for different length alkyl chains is constant [131,132]. It should be noted that such length constancy in $V_{\text{trans}}$ for the alkanedithiol junctions is fully in agreement with the results expected from a coherent molecular transport model based on the Landauer formula, that is, $V_{\text{trans}}$ is independent of molecular length (longer than $\sim 8$ Å) for constant barrier heights ($\Phi_B$; see Figure 11.11b) [124]. These findings on length-dependent TVS measurements provide additional verification of the formation of a true molecular junction [87].

An additional technique, thermopower (also called the Seebeck coefficient, $S$), has been utilized to investigate single molecule junctions. Paulsson and Data stressed in a theoretical paper that thermoelectric measurements can provide new insights into charge transport in molecular junctions [133]. Analogous to the hot point probe measurements commonly used to establish the p- or n-type character of semiconductors [134], the thermoelectric voltage yields valuable information regarding the location of the Fermi energy. Previous proposals have suggested that the location of the Fermi energy can be deduced from the asymmetry of the I(V) curve caused by asymmetric contacts [135]. However, this measurement is performed far from equilibrium and requires detailed knowledge of the contacts [133]. In contrast, the thermoelectric voltage in molecular junctions is large enough to be measured but is rather insensitive to the detailed coupling to the contacts, and it gives valuable information about the position of the Fermi energy relative to the molecular levels [133]. Interestingly, these thermoelectric measurements suggest that a molecular junction could be the basis for not only molecular electronics but also thermoelectric energy conversion devices [136].

The first experiment on the thermoelectric measurement in single-molecule junctions was reported by Reddy et al. in 2007 [136]. These authors used STM break junctions to trap molecules between two gold electrodes with a temperature differential and statistically measured the thermoelectric voltage of 1,4-benzenedithiol (BDT), 4,4-dibenzenedithiol (DBDT), and 4,4-tribenzenedithiol (TBDT) in contact with gold at room temperature. These data were used to construct histograms for each temperature differential, which were used to estimate the average and the variation in the junction thermopower (or Seebeck coefficient), $S_{\text{junction}}$. The relation between $S_{\text{junction}}$ of the Au-molecule-Au junction and the measured thermoelectric voltage, $\Delta V$, is given by [136]:

$$S_{\text{junction}} = S_{\text{Au}} - \frac{\Delta V}{\Delta T},$$

(11.4)

where $S_{\text{Au}}$ is the Seebeck coefficient of bulk Au, which is $1.94 \, \mu\text{V/K}$ at 300 K [137]. $\Delta V_{\text{peak}}$ is plotted as a function of $\Delta T$, where $\Delta V_{\text{peak}}$ corresponds to $\Delta V$ at the peak of the distribution in the histogram. From the slope $\Delta V_{\text{peak}}/\Delta T$ and Equation 11.4, it was found that $S_{\text{Au-BDT-Au}} = +8.7 \pm 2.1 \, \mu\text{V/K}$, where the error is the FWHM [136]. Similar experiments were also performed with DBDT and TBDT, and statistical analysis revealed that $S_{\text{Au-DBDT-Au}} = +12.9 \pm 2.2 \, \mu\text{V/K}$ and $S_{\text{Au-TBDT-Au}} = +14.2 \pm 3.2 \, \mu\text{V/K}$ [136]. There seems to be a linear dependence of
the thermopower with molecular length, which is in contrast to the exponential dependence of electrical resistance that is generally attributed to tunneling across the molecule. The relative position of the HOMO and LUMO levels with respect to the $E_F$ of the metal electrodes can be related to the measured value of $S_{\text{junction}}$ [133]. The Landauer formula [138] is used to relate $S_{\text{junction}}$ to the transmission function, $\tau(E)$. It is shown that $S_{\text{junction}}$ can be obtained as [136]:

$$S_{\text{junction}} = -\frac{\pi^2 k_B^2 T}{3e} \frac{\partial \ln[\tau(E)]}{\partial E} \big|_{E=E_F},$$

(11.5)

where $k_B$ is the Boltzmann constant. The transmission function for the case of the Au-BDT-Au junction, which was derived using the nonequilibrium Green’s function formalism in conjunction with the extended Huckel theory [133]. It is clear that $\tau(E) \sim 1$ when $E_F$ aligns with either the HOMO or the LUMO levels and decreases rapidly to below 0.01 in between [136]. Using this transmission function in Equation 11.5, it was shown that, depending on the position of the Fermi energy with respect to molecular levels, the thermopower can be either positive or negative. If $E_F$ is closer to the HOMO, the sign is positive, indicative of hole-dominated transport. If, on the contrary, the LUMO is closer to $E_F$, then the thermopower is negative, indicative of electron-dominated transport. $S_{\text{Au-BDT-Au}}$ is positive (p-type), and thus, $E_F$ is closer to the HOMO level (hole-dominated transport) [136]. Using the measured value of $S_{\text{Au-BDT-Au}} = +8.7 \pm 2.1 \mu$V/K from Figure 11.14c, $E_F$ was also estimated to be 1.2 eV from the HOMO level [136].

Baheti et al. [139] also performed thermopower measurements to elucidate the effects of chemical structure on the electronic structure and charge transport in molecular junctions. Again, the authors used a STM break-junction technique to measure the Seebeck coefficient of several benzene derivatives, where 1,4-benzenedithiol (BDT) was modified by the addition of electron-withdrawing or electron-donating groups such as fluorine, chlorine, and methyl on the benzene ring, and the thiol end groups on BDT were replaced by cyanide end groups [139]. For the substituted BDT molecules, it was observed that the thermopower of the molecular junction decreases for electron-withdrawing substituents (fluorine and chlorine) and increases for electron-donating substituents (methyl) [139]. In fact, this change in the measured thermopower is reasonably predictable. Electron-withdrawing groups remove electron density from the $\sigma$-orbital of the benzene ring, allowing the ring’s high-energy $\pi$ system to stabilize. Because the HOMO has a largely $\pi$ character, its energy is therefore decreased, shifting it further away from $E_F$. As discussed above, such a shift results in a decrease of the thermopower. Alternatively, the addition of electron-donating groups increases the $\sigma$-orbital electron density in the benzene ring, leading to an increase in the energy of the $\pi$-system and thereby shifting the HOMO closer to $E_F$. This shift causes the enhancement of the thermopower in this case. Moreover, the sign of the thermopower for cyanide end groups were found to be negative, which indicates that charge transport in 1,4-benzenedicyanide is dominated by the LUMO [139]. Thus, these measurements show that it is possible to tune the thermoelectric properties of molecular junctions in a controllable way by the addition of substituents.

Combined optical and transport experiments on molecular junctions can reveal a wealth of additional information beyond that available from purely electronic measurements [140]. Exciting recent works have demonstrated that simultaneous single-molecule optical spectroscopy and transport measurement is possible [140–142]. These experiments are based on the fact that the metallic nanogap electrodes used to create molecular junctions are able to act as...
tremendously effective plasmonic antennas, leading to dramatic surface-enhanced Raman scattering in the junctions [141,142], which thus makes it possible to perform surface-enhanced Raman spectroscopy (SERS) of a target molecule placed on the nanogaps (for a review of SERS, see Reference [143]).

Ward et al. [140–142,144] performed a series of optical experiments on Au nanogap structures prepared with electromigration using a confocal Raman microscope. The initial experiments examined nanogaps as a potential SERS substrate [141], with para-mercaptoaniline (pMA) as the molecule of interest. Nanoconstrictions were placed in parallel to allow the simultaneous electromigration of seven nanogaps at one time (Figure 11.12a). Samples were characterized using a Raman microscope via spatial maps and time spectra of the SERS response. Prior to electromigration, no significant SERS response was detected anywhere on the devices. Following electromigration, the authors observed a SERS response that was strongly localized to the resulting gaps. Successive spectra measured directly over the SERS hotspot revealed “blinking” and spectral diffusion, phenomena often associated with single- or few-molecule Raman sensitivity [141]. Blinking occurs when the Raman spectrum rapidly changes on the second timescale, with the amplitudes of different modes changing
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independently of one another. Spectral shifts as large as ±20 cm$^{-1}$ were observed, making it difficult to directly compare SERS spectra with other published results. Blinking and spectral shifts are attributed to the movement or rearrangement of the molecule relative to the metallic substrate. It is unlikely that an ensemble of molecules would experience the same rearrangements synchronously, and thus the observation of blinking and wandering is expected only in situations where a few molecules are probed [141].

In a subsequent experiment [142], the same group performed simultaneous SERS and transport measurements, including Raman microscope observations over the center of nanogap devices during electromigration. Molecules of interest, pMA or a fluorinated oligomer (FOPE), were assembled on the Au surface prior to electromigration. Once the device resistance exceeded approximately 1 kΩ, SERS could be seen. This result indicates that localized plasmon modes responsible for the large SERS enhancements may now be excited. As the gap migrates further, the SERS response scaled logarithmically with the device resistance until the resistance reached approximately 1 MΩ. In most samples, the Raman response and conduction of the nanogap become decoupled at this point, with the conduction typically changing little while uncorrelated Raman blinking occurs. In about 11% of 190 devices, however, the Raman response and conduction showed very strong temporal correlations [142]. A typical correlated SERS time spectrum and conductance measurement for a FOPE device are presented in Figure 11.12b. Because the conduction in nanogaps is dominated by approximately a single molecular volume, the observed correlations between conductance and Raman measurements strongly indicate that the nanogaps have single-molecule Raman sensitivity. It is then possible to confirm that electronic transport is taking place through the molecule of interest from the characteristic Raman spectrum. Data sets such as those shown in Figure 11.12b implicitly contain an enormous amount of information about the configuration of the molecule in the junction [140].

Tian et al. [36] reported a combined SERS and mechanically controllable break-junction method to measure the SERS signals of molecules located inside the nanogap between two electrodes on a Si chip [874]. They showed that the SERS signal depends critically on the separation of the electrodes and the incident light polarization. In particular, when the incident laser polarization was along the two electrodes, the field in the nanogap was the strongest because of the coupling to the localized surface plasmon resonance of the two gold electrodes [145]. Moskovits and colleagues carried out SERS measurements on Rhodamine (R6G) adsorbed in nanogaps produced in single Ag nanowire by electromigration [146]. For gaps that divide the nanowire uniformly across its width, the SERS intensity was maximum when the electric vector was oriented parallel to the long axis of the nanowire (i.e., across the gap). In the experiment of Ioffe et al. [147], SERS was also used as a tool to spectroscopically monitor heating (and cooling) processes in conducting molecular junctions, which involved measuring both the Stokes and anti-Stokes components of the Raman scattering.

11.3 Molecular Transistors

11.3.1 Orbital Gated Transport

Theoretical proposals have indicated that the field-effect gating of a molecular junction is possible in a fashion similar to a conventional field-effect transistor (FET) [148–152]. Indeed, the experimental demonstration of a true molecular transistor, one that depends on the external modulation of molecular orbitals, has been the outstanding challenge of the field of molecular electronics since soon after its inception [1].
We recently presented the construction and characterization of molecular transistors [16], where the transport current is controlled by directly modulating the energy of the molecular orbitals of a single molecule (based purely on electrostatic gate control). As illustrated in Figure 11.13a, individual molecules are connected to source and drain electrodes with a bottom-gate control electrode in a FET configuration. In such devices, the energies of the molecular orbitals with respect to the Fermi level of the electrodes can be directly tuned by adjusting the gate voltage, $V_G$. We made such devices using the electromigration technique of fracturing a continuous gold wire (coated with the desired molecules in vacuum at 4.2 K) that is placed over an oxidized aluminum gate electrode [14,45,153]. This arrangement produces source and drain electrodes with a nanometer-scale gap that are often bridged by single or very few molecules.

We verified that the charge transport properties were through the inserted molecules, using a combination of transport techniques that gives a self-consistent characterization of the

![Figure 11.13](image_url)
molecular junction [16]. Inelastic electron tunneling spectroscopy (IETS) was used to measure the interactions between the tunneling charge carriers and the vibrational modes of the molecules in the devices. This technique provides definitive proof that the measured currents actually pass through the molecules in molecular transistors. We tested two types of transistor, each with a different molecule in the junction: either an alkanedithiol (containing two SH groups connected by a saturated hydrocarbon chain) or an aromatic dithiol (containing two SH groups connected by a benzene ring). Because each dithiol has its own vibrational fingerprint (see Figure 11.14), the IETS spectra of the devices provide unambiguous identification of the component molecules in the junctions.

Transition voltage spectroscopy (TVS), which measures the transition voltage ($V_{\text{trans}}$) required to generate inflection behavior in a Fowler–Nordheim plot was also used. It has previously been shown [121,122] that $V_{\text{trans}}$ is proportional to the difference in energy between the gating orbital of the molecular junction (the orbital that modulates charge transport) and the Fermi levels of the source and drain electrodes, where the Fermi level is the highest possible energy for a conducting electron in an electrode. By measuring $V_{\text{trans}}$ using TVS at different applied gate voltages, we demonstrated that a linear relationship exists between the gate voltages and molecular orbital energy in their devices (Figure 11.13b and c), as expected for molecular transistors [128]. The slope in the linear relationship, $\alpha = \Delta V_{\text{trans}}/\Delta V_{G}$, is the gate...
efficiency factor, which describes the effectiveness of molecular orbital gating. The actual amount of molecular orbital shift produced by the applied gate voltage can also be determined in terms of an effective molecular orbital gating energy, $eV_{G,\text{eff}} = |\alpha|eV_G$. In a three-terminal device, a negative or positive gate voltage would respectively raise or lower the orbital energies in the molecules relative to $E_F$ [149,150]. Therefore, a positive value of $\alpha$ indicates HOMO-mediated hole tunneling (p-type-like; Figure 11.13b, inset). Conversely, $\alpha$ is negative for LUMO-mediated electron tunneling (n-type-like). By extrapolating the y-intercept from the linear fit in Figure 11.13b, Song et al. obtained the zero-gate transition voltage, $V_{\text{trans},0} = 1.93 \pm 0.06$ V for Au-octanethiol (ODT)-Au junctions, which provides an estimate of the original position (at $V_G = 0$ V) of the HOMO level relative to $E_F$. For Au-benzene-thiol (BDT)-Au junctions, the positive sign of $\alpha$ explicitly indicates that HOMO-mediated tunneling is the dominant transport channel (Figure 11.13c). It was found to be $V_{\text{trans},0} = 1.14 \pm 0.04$ V for the BDT junction, which is much less than the value for the ODT junction owing to the $\pi$-conjugated BDT molecule having a smaller HOMO–LUMO gap.

We further examined the dependence of the IETS spectra on molecular orbital gating [16]. The IETS spectra of the transistors that incorporate alkanedithiol (ODT) were essentially unaffected by the gate voltage (Figure 11.14a). This finding indicates that charge transport through the device is nonresonant; that is, there is a large energy difference between the dithiol’s HOMO and the electrode’s Fermi level. Conversely, we observed that the applied gate voltage strongly modulates the IETS spectra of transistors that incorporate an aromatic dithiol (BDT; Figure 11.14b) [16]. Specifically, when a negative gate voltage is applied (which brings the energy of the molecular junction’s HOMO closer to that of the electrode’s Fermi level), the signal intensities of the spectra increase greatly and the shapes of the vibrational peaks change. The change in peak shape is a clear indication of increased coupling between the tunneling charge carriers and the molecular vibrations, owing to a near resonance between the HOMO and the Fermi level [154,155].

Collectively, these results demonstrate direct gate modulation of molecular orbitals in molecular transistors. The IETS spectra reveal which orbitals are resonantly enhanced, and dramatic differences are seen in the comparison between near resonant and far from resonant systems. These observations validate the concept of orbital-modulated carrier transport and elucidate both charge transport mechanisms and the electronic structure of molecular junctions.

Subsequently, Cao et al. [156] reported electrode structures with a controllable molecular-scale gap between source and drain electrodes and a third terminal of a buried gate using photolithography and molecular lithography with self-assembled mono/multiple molecule layer(s) as a resist. The synthesized thiolated phthalocyanine-derivative molecules were assembled between the tailored molecular gap of the fabricated FET electrode structures in solution via Au-S bonding, forming stable contacts between the electrodes and the molecules [156]. The electrical measurements at room temperature show that the device has transport characteristics of a typical p-type FET device with large gate modulation [156]. In addition, the transistor effect has been also observed at a monolayer level, for example, for alkanethiol [157] and various conjugated molecules [158–160].

### 11.3.2 Coulomb Blockade and Kondo Regimes

Solid-state molecular transistors have been used to study two additional mechanisms in single molecule quantum dots [13–15,45–47,153]: Coulomb blockades, in which the flow of electrons is controlled by the sequential charging of a molecule due to electron–electron
Coulomb repulsion, and the Kondo effect, in which conducting electrons interact with the local spin (intrinsic angular momentum) of the quantum dot in a molecular junction, leading to an increase of the conductance at low bias.

For example, a Coulomb blockade was observed for molecules such as fullerene \((C_{60})\) [13] and \(p\)-phenylenevinylene oligomers [15], which have five benzene rings connected through four double bonds (OPV5) weakly coupled to the source-drain electrodes. Park et al. [13] prepared a single-\(C_{60}\) transistor by depositing a dilute toluene solution of \(C_{60}\) onto a \(\sim 1\) nm gap between gold electrodes created by electromigration. The entire structure was defined on a SiO\(_2\) insulating layer on top of a degenerately doped silicon wafer, which served as a gate electrode that modulated the electrostatic potential of the \(C_{60}\) molecule. The devices exhibited strongly suppressed conductance near zero bias voltage followed by steplike current jumps at higher voltages. These transport features clearly indicate that the conduction in this device is dominated by the Coulomb blockade effect.

From analysis of the stability diagram in Figure 11.15a (conductance plots as a function of the bias voltage and the gate voltage), Park et al. [13] showed that the charging energy of the \(C_{60}\) molecule can exceed 150 meV. This value is much larger than in semiconductor quantum dots. Notice that in the stability diagrams of Figure 11.15a, there are running lines (marked by arrows) that intersect the main diamonds or conductance gap regions, indicating the presence of internal excitations of the \(C_{60}\) molecules. The energies of these excitations (of a few meV) are too small to correspond to electronic excitations. The authors of Reference [13] suggested that these lines could correspond to the vibrational excitation of the center of mass oscillation of \(C_{60}\) within the confinement potential that binds it to the gold surface. In the case of OPV5, Kubatkin et al. [15] observed up to eight successive charge states of the molecule, as shown in Figure 11.15b. This result suggests that the transport experiment had access to many different charge or redox states. While the spectroscopic HOMO–LUMO gap for this molecule is of the order of 2.5 eV, the extracted gap from the
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stability diagram in Figure 11.15b is one order of magnitude smaller (0.2 eV). The authors argued that this discrepancy is due to the fact that the intrinsic electronic levels of the molecules are significantly altered in the metallic contacts. In particular, they suggested that the image charges generated in the source and drain electrodes by the charges on the molecule are probably the origin of this effect. With organometallic molecules bearing a transition metal, such as the cobalt terpyridynil complex and divanadium complex, Kondo resonance has been observed in addition to Coulomb blockades [14,45]. Kondo resonance is observed when increasing the coupling between the molecule and the electrodes (e.g., by changing the length of the insulating tethers between the metal ion and the electrodes) [14]. van der Zant et al. and Natelson et al. have achieved much in this field, such as transport measurements through single molecular magnets [161], the observation of the Kondo effect in gold break junctions with the presence of magnetic impurities [162], inelastic tunneling features via molecular vibrations in the Kondo regime [163], and fundamental scaling laws that govern the nonequilibrium standard spin–1/2 Kondo effect [164]. We recommend the following reviews on this subject: References [46,47,165–167].

Several groups have also demonstrated the FET-like behavior of redox molecules using an electrochemical gate [168–170]. This method has the advantage that the potential at the molecule is well-defined because the potential drop at each electrode is maintained by a double layer established with respect to a reference electrode [5]. Because the gate voltage falls across the double layers at the electrode–electrolyte interfaces, the effective gate thickness is in the order of a few solvated ions, which results in a large gate field. This large field allows the reversible switching of redox molecules between oxidized and reduced states. For example, a study of perylene tetracarboxylic diimide (PTCDI), a redox molecule, found that the current through the molecule can be reversibly varied over nearly three orders of magnitude [169]. In terms of the energy diagram, decreasing the gate voltage shifts the LUMO of the PTCDI redox molecule towards the Fermi levels of the electrodes, causing a large increase in the current through the molecules (i.e., n-type FET-like behavior). Recently, Diez-Perez et al. [171] synthesized two coronene derivatives, each consisting of 13 aromatic rings arranged into a well-defined honeycomb structure. Using the STM break–junction method, they studied charge transport in single coronene molecules as a function of the electrochemical gate voltage and observed pronounced n-type gating effects in these single coronene devices [171].

### 11.4 Molecular Design

It is clear that the charge transport through a molecular junction crucially depends on the position of the frontier orbitals (HOMO or LUMO) of the molecule with respect to the electrode’s Fermi energy and on its character (degree of delocalization). In principle, side groups or substituents can control the conformation of a molecule, which in turn determines the degree of conjugation (i.e., delocalization of the molecular orbitals), and they can adjust the position of the frontier orbitals (i.e., the intrinsic electronic structure of a molecule). All of these effects have a strong influence on the conductance of the molecular junction. Thus, the transport characteristics can be chemically tuned and designed, to a certain extent, with the inclusion of appropriate side groups or substituents.

Venkataraman et al. [172] measured the low-bias conductance values of a series of very short conjugated molecules (substituted 1,4-diaminobenzenes) using a STM-based break–junction technique in a solution of the molecules. Transport through these substituted benzenes
was confirmed using coherent nonresonant tunneling or superexchange, with the molecular junction conductance depending on the alignment of the metal Fermi level to the nearest molecular level. Electron-donating substituents, which increase the energy of the occupied molecular orbitals, increase the junction conductance, while electron-withdrawing substituents have the opposite effect. In detail, the highest occupied molecular orbital (HOMO) in 1,4-diaminobenzene is best described as a combination of the lone pairs on each of the N atoms and some component of p–π density on each of the two C atoms to which the N atoms are bonded. As electron-donating substituents replace H atoms on the ring, the energy of the HOMO increases. When a H atom is replaced by a methoxy group (OCH₃), the O(2pπ) lone pair delocalizes into the benzene π space, thereby raising the HOMO energy. On the contrary, when electron-withdrawing substituents replace H atoms, the energy of the HOMO is lowered. When H is replaced by Cl, the more electronegative Cl removes electron density from the σ space of the benzene, thereby deshielding the π space and lowering the HOMO energy. These shifts in the isolated molecule are measured as changes in the ionization potential (IP): electron-donating substituents decrease the IP, while electron-withdrawing substituents increase the IP. Thus, for the measured molecular series of the substituted 1,4-diaminobenzenes, the conductance values vary inversely with the calculated ionization potential of the molecules. These results reveal that the HOMO is closest to the gold Fermi energy, which is consistent with hole transport (i.e., transport dominated by the HOMO of the molecules) [172]. Interestingly, this study is consistent with the results reported by Baheti et al. [139], in which the thermopower of molecular junctions based on several 1,4-benzenedithiol (BDT) derivatives was investigated. The thermopower of the measured molecules was modified in the same way by the addition of electron-withdrawing or -donating groups such as fluorine, chlorine, and methyl on the benzene ring (see Section 11.3.4).

As shown in the example above, chemical modification via side groups or substituents can be used to control the alignment between the molecular levels and the Fermi energy of the metallic electrodes. In other words, one can use chemical substituents to “dope” molecular junctions. Another example of modulating conductance via chemical substituents was described in Reference [173], in which the authors examined the low-bias conductance of 1,4-bis-(6-thiahexyl)-benzene derivatives to study the correlation between the low-bias conductance and the position of the frontier orbitals. For this purpose, these authors theoretically determined the position of these orbitals using density functional theory (DFT) calculations. It was shown that the more electron-rich benzene rings (with a higher HOMO) have higher conductances, which is also consistent with hole transport (i.e., via the benzene HOMO). These results stress that the actual position of the frontier orbitals of the molecule in the junction are the true determinants of the conductance, which in principle may differ from the corresponding frontier orbitals in the gas phase. Thus, it would be highly desirable to obtain information about the molecular-level alignment with the electrode Fermi energy in molecular junctions. It is still rather challenging to show this fundamental effect in a systematic manner.

The fact that the molecular conformation must have a major impact on the conduction through a molecular junction has been reasonably predicted [174]. Some experiments have verified this effect [175], but the most illustrative example has been reported by Venkataraman et al. in Reference [91]. In the simple case of a biphenyl, a molecule with two phenyl rings linked by a single C–C bond, the conductance is expected to change with the relative twist angle between the two rings, with the planar conformation having the highest conductance. The authors used amine linking groups to form single-molecule junctions
with a series of biphenyl molecules with different ring substitutions that alter the twist angle of the molecules. The two benzene rings of a biphenyl can rotate relative to each other. For such a molecule, as the twist angle \( \theta \) between the two rings increases and the degree of \( \pi \) conjugation between them simultaneously decreases, the junction conductance is expected to decrease because molecular electron transfer rates scale as the square of the \( \pi \) overlap [174, 176]. When neglecting the contribution of tunneling transport through the \( \sigma \) orbitals, the theory predicts a \( \cos^2 \theta \) relation [177]. The authors of Reference [91] illustrated that the conductance for the biphenyl series decreases with increasing twist angle, consistent with the cosine-squared relation predicted for transport through \( \pi \)-conjugated biphenyl systems [177]. Specifically, Figure 11.16b shows the measured conductance histograms for the biphenyl molecules in Figure 11.16a. For the flat molecule (2), the histogram peak yields an average junction conductance value of \( 1.5 \times 10^{-3} G_0 \) (\( G_0 = \frac{2e^2}{h} \), where \( e \) is the charge on an electron and \( h \) is Planck’s constant). For 4,4’-diaminobiphenyl (4) with an equal molecular length but a twist angle \( \theta \) of 34°, the conductance histogram shows a peak occurring at a lower conductance of \( 1.1 \times 10^{-3} G_0 \). As the angle between the two aromatic rings is increased to 52° in 4,4’-diaminooctafluorobiphenyl (6), the conductance value also drops further, to \( 4.9 \times 10^{-4} G_0 \). When all four hydrogen atoms on the proximal carbons of this molecule are replaced with methyl groups to give 2,6,2’,6’-tetramethyl-4,4’-diaminobiphenyl (8) with a twist angle \( \theta \) of 88°, most counts in the histogram occur for low junction conductance values. Figure 11.16c shows a plot of the peak conductance value measured for the seven molecules against \( \cos^2 \theta \), and the data are fitted with a \( \cos^2 \theta \) curve (dashed line in Figure 11.16c). The good quality of the fit indicates that the electronic effects of the substituents do not significantly alter the simple picture in which junction conductance may

**Figure 11.16** Biphenyl junction conductance as a function of molecular twist angle. (a) Structures of a subset of the biphenyl series studied, shown in order of increasing twist angle or decreasing conjugation. (b) Conductance histograms obtained from measurements using molecule 2 (constructed from 15 000 traces and scaled by 1/15), molecule 4 (constructed from 7000 traces and scaled by 1/7), molecule 6 (constructed from 11 000 traces and scaled by 1/11) and molecule 8 (constructed from 5000 traces and scaled by 1/5). Also shown is the control histogram obtained from measurements without molecules between the contacts (constructed from 6000 traces and scaled by 1/6). Arrows point to the peak conductance values obtained from Lorentzian fits. All data were taken at a bias voltage of 25 mV. (c) Position of the peaks for all the molecules studied plotted against \( \cos^2 \theta \), where \( \theta \) is the calculated twist angle for each molecule. Error bars are determined from the standard deviation of the peak locations determined from the fits to histograms of 1000 traces. Reproduced with permission from [91]. Copyright 2006 Nature Publishing Group
be adjusted by simply decreasing the \( \pi \) overlap between phenyl rings within the bridging molecule. However, the role of the geometric and electronic effects of the substituents is still being actively discussed [178,179].

Recently, Wandlowski and co-workers investigated the conductance of a family of biphenyl-dithiol derivatives with conformationally fixed torsion angles using the STM break–junction method [180]. They found that the measured conductance value depends on the torsion angle \( \theta \) between two phenyl rings; twisting the biphenyl system from flat \((\theta = 0^\circ)\) to perpendicular \((\theta = 90^\circ)\) decreased the conductance by a factor of 30. Detailed calculations of transport based on DFT and a two-level model supported the experimentally obtained \( \cos^2 \theta \) correlation between the junction conductance and the torsion angle.

In fact, the role of conjugation in the conduction through molecular systems has been clearly illustrated by the comparison of the conductance through alkanes to that through conjugated molecules with extended \( \pi \) electron states (e.g., oligophenyleneethynylene, OPE and oligophenylenevinylene, OPV). The \( \pi \)-conjugated molecules show substantially higher conductance than the alkanes, consistent with a rational dependence on the HOMO–LUMO gap [92,181].

The strength of the metal–molecule coupling can be also chemically tuned using appropriate anchoring groups to bind a molecule to metallic electrodes. Tao and coworkers have systematically studied the effect of anchoring groups on the conductance of single molecules using alkanes terminated with dithiol, diamine, and dicarboxylic acid groups as a model system [182]. The conductance values of these molecules were found to be independent of temperature, indicating coherent tunneling. For each anchoring group, the authors reported an exponential decay of the conductance with the molecular length, given by \( G = A \exp(-\beta N) \), which also suggests the tunneling mechanism. They observed differences in \( \beta \) between different anchoring groups with the trend \( \beta \) (dithiol) \( > \) \( \beta \) (diamine) \( \geq \beta \) (dicarboxyl acid). The \( \beta \) values, ranging between 0.8 and 1.0 per \(-CH_2\) unit or between 0.6 and 0.8 Å\(^{-1}\), were close to the values reported in the literature [93]. The differences in \( \beta \) are small for the three anchoring groups, but this small difference can significantly affect long-distance electron transport in the molecules due to the exponential dependence of the conductance on length. Both experimental evidence [183] and theoretical calculations [184,185] indicate that \( \beta \) depends on the alignment of the molecular energy levels relative to the Fermi energy level of the electrodes. Based on these considerations, the observed differences in \( \beta \) may be attributed to the differences in the energy alignments [182]. The prefactor of the exponential function, \( A \), which is a measure of contact resistance, is highly sensitive to the type of the anchoring group, which varies in the order of Au-S > Au-NH\(_2\) > Au-COOH. This large dependence was attributed to the different coupling strengths provided by the different anchoring groups between the alkane and the electrodes [182].

Other important factors are the stability of the contact and the variability of the bonding between anchoring groups and metallic electrodes, which can play an important role in the reproducibility of the experimental results. For example, Venkataraman and co-workers in Reference [64] suggested the use of amine (NH\(_2\)) groups to obtain well-defined values of the conductance of molecular junctions. In this work, the conductance of amine-terminated molecules was measured by breaking Au point contacts in a molecular solution at room temperature. It was found that the variability of the observed conductance for the diamine molecule-Au junctions is much less than the variability for diisonitrile- and dithiol-Au junctions. This narrow distribution in the measured conductance values enables unambiguous conductance measurements of single molecules. For an alkane diamine series with 2–8 carbon atoms in the hydrocarbon chain, Venkataraman et al.’s results showed a systematic trend in the conductance from which a tunneling decay constant of 0.91 ± 0.03 per methylene group was
found [64]. The authors hypothesized that the diamine link binds preferentially to under-coordinated Au atoms in the junction. This theory is supported by DFT theory calculations that show the amine binding to a gold adatom with sufficient angular flexibility for easy junction formation and well-defined electronic coupling of the N lone pair to the Au. Therefore, the amine linkage leads to well-defined conductance measurements of a single molecule junction in a statistical study.

On the other hand, with respect to the spread of the peaks in the conductance histograms, there were no significant differences between thiols and amines in the work of Tao and coworkers [182]. Similar findings were also reported by Martin et al. [186] Using the MCBJ method, these authors measured the conductance histogram for benzenediamine. In contrast to Reference [91], they did not find a pronounced peak structure. According to these authors, this difference may be due to the absence of a solvent in their experiment and to the fast rupture of the metal–molecule bond that must have reduced the probability of forming stable molecular junctions.

In addition, Park et al. [187] compared the low bias conductance of a series of alkanes terminated on various ends with dimethyl phosphines, methyl sulfides, and amines and found that junctions formed with dimethyl phosphine-terminated alkanes have the highest conductance. In this work, they observed a clear conductance signature with these linker groups, indicating that the binding is well-defined and electronically selective. Martin et al. [188] designed and synthesized a linear and rigid C_{60}-capped molecule, 1,4-bis(fullerroc[4]pyrrolidin-1-yl) benzene (BDC_{60}), and compared its electrical characteristics to those of 1,4-benzenediamine (BDA) and 1,4-benzenedithiol (BDT) using lithographic MCBJs. The main conclusion of this work is the suitability of fullerene anchoring for single-molecule electronic measurements. In particular, the fullerene-anchoring leads to a considerably lower spread in low-bias conductance compared to thiols due to its higher junction stability, which minimizes fluctuations due to atomic details at the anchoring site.

Finally, the exact position of anchoring group is also critical. Mayor et al. [189] showed that the conductance of a thiol-terminated rod-like conjugated molecule crucially depends on the position of the thiol group. They showed that by placing the thiol group in the meta position of the last phenyl ring, the conjugation is partially interrupted and the current decreases significantly compared to the case in which the thiol group is in the para position.

### 11.5 Perspectives

It seems unlikely that molecular-based electronics will ever replace the silicon-based electronics of today. However, there are convincing reasons to believe that they can complement silicon devices by providing, for example, novel functionalities beyond the scope of conventional solid-state devices because the small dimensions of the molecule with a variety of electronic, optical, mechanical, and thermoelectric properties are able to lead to valuable new physical phenomena. As described in this review, we have learned much about the fundamental charge transport in single molecules, which plays a key role in both basic science and technological applications. Although it is still difficult to fabricate reliable electronic devices made with single molecules, and many of the remaining challenges are still formidable, some concepts and techniques are now well-established and discussed in this review. It is certain that this emerging field has advanced considerably over recent years, and such research efforts will help us to incorporate molecular components into traditional microelectronic devices.
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12.1 Introduction

With Flash memories approaching the scaling limit, some novel memory devices have emerged as potential candidates for Flash memory replacement, as shown in the taxonomy in Figure 12.1 [1]. Some promising examples include phase change memory (PCM), resistive random access memory (RRAM), spin transfer torque random access memory (STTRAM), and so on.

Many emerging nonvolatile memories (NVMs) have a simple two-terminal structure compatible with crossbar array architecture. Crossbar array layout enables device footprint as small as $4F^2$ ($F$: critical dimension of a technology node). By stacking up multiple layers of crossbar arrays [2,3] or building vertical 3D memory structures [4,5], even smaller footprint and higher memory density can be achieved. On the other hand, crossbar memory arrays also face challenges in device selection and isolation, which needs to be addressed by functional memory select devices.

12.2 Crossbar Array and Memory Select Devices

In crossbar arrays, memory devices are built at the junction between horizontal wordlines (WLs) and vertical bitlines (BLs), as shown in Figure 12.2. A device (e.g., $R_j$) is selected by applying voltages to its access lines. The unselected devices form large number of sneak paths in parallel with the selected path, which degrades the accessibility to the selected device. One example of these sneak paths is shown in Figure 12.2. The impact of the sneak paths on the reading and writing operations of crossbar arrays has been analyzed in numerous papers [6–14].

To reduce the impact of sneak paths, select devices need to be inserted at every junction in series with the memory elements. Most test chips of emerging memories use transistors as select devices in a 1-transistor-1-resistor (1T1R) configuration; however, the three-terminal structure and large footprint of transistors compromise the scaling advantages of crossbar arrays. Instead, two-terminal select devices are more compatible with crossbar arrays and 3D memories.
Figure 12.3 illustrates all possible sneak paths in parallel with a selected device at junction (i,j) in a $m \times n$ array. Notice that leakage current through any sneak paths flows from WL to BL, BL to WL, and WL to BL, that is, along any sneak paths there always exists a segment with reverse direction for current flow. Therefore, an asymmetrical device with significantly higher reverse resistance can help to reduce sneak current. Figure 12.3 also shows that multiple unselected devices share the voltage applied on a selected device, that is, unselected devices usually have
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**Figure 12.2** Illustration of a crossbar array with the selected current path (the dashed line) and an example of sneak paths (the dotted dashed line) highlighted
lower bias than that of the selected device. This can also be ensured by proper bias of unselected WLs/BLs. So a nonlinear device with higher resistance at lower voltage can make sneak paths effectively more resistive and reduce sneak current. Therefore, both asymmetry and nonlinearity in device characteristics can help to reduce the impact of sneak paths in crossbar arrays.

Functional select devices should provide either asymmetry or nonlinearity. Asymmetry is readily available in rectifying diodes. Nonlinearity can be introduced by non-ohmic transport mechanisms (e.g., tunneling) or some volatile switching phenomena (e.g., threshold switching). Figure 12.4 categorizes these memory select device options.

To work for a given array size, select devices need to have sufficient difference between conductive state and blocking state, measured by resistance. This can be described by an $ON/OFF$
ratio, which is the rectification ratio for diodes and the nonlinearity ratio for nonlinear devices. Select devices also need to provide sufficiently high current for the switching of the memory elements, so the maximum ON current is another key parameter. It is desirable that select devices are at least as scalable as the memory element to avoid compromising their scaling advantage. The key parameters of memory select devices are summarized in Table 12.1.

Some emerging memories (e.g., RRAM) require current control during switching to achieve stable performance. Transistors as select devices can provide active switching control via gate voltage ($V_g$). However, two-terminal select devices generally lack the capability to control switching current. Peripheral transistors outside the crossbar array may be used to control switching current; however, the effectiveness may be weakened by parasitic components.

Variability of select devices needs to be carefully controlled. For diode-type select devices, at least one side of a junction needs to have low or intermediate doping; otherwise, breakdown voltage would be too low. For a volume of 10 nm$^3$, a doping concentration as high as $10^{18}$ cm$^{-3}$ means just a single atom. In such highly scaled devices, random dopant fluctuation may cause large variation and affect diode functions. Diode scaling is also limited by the finite size of the depletion region [15]. It is estimated that there is a minimum length of $\sim$8 nm for Si diodes, due to the lateral depletion. Contact resistance constrains maximum ON current of all select devices and should be minimized. It is estimated that contact resistivity $<10^{-7} \Omega \cdot \text{cm}^2$ is needed for functional select devices.

### 12.3 Memory Select Device Options

#### 12.3.1 Transistors as Memory Select Devices

Transistors are probably the best select devices in terms of performance. Flash memory is a combination of memory element (charge storage in the floating gate) and select device (transistor) in one device. Although transistors have sufficient ON/OFF ratio and ON current, their three-terminal structure and large footprint are unsuitable for crossbar arrays and 3D memories. Transistor $V_g$ controls the current flowing through the memory element during switching, which affects the switching properties of some memories, for example, RRAM. Transistor characteristics and scaling trend are well understood; therefore, their compatibility for future-generation memories can be better projected than other less mature select devices. Gate all around (GAA) FET structures are considered a promising solution to address some scaling challenges of transistors. The GAA structure can also be applied on vertical transistors and tunnel FET (TFET).
The major disadvantages of transistors as select devices are the \( >4F^2 \) footprint of planar transistors and the high processing temperature that limits transistors in 3D stackable memories. Vertical transistors with \( 4F^2 \) footprint have been explored but their feasibility is not yet proven [16,17]. In addition, the half-pitch dimension of vertical transistors is related to the thickness of the channel, gate dielectrics, and gate contact, which affects the scaling of vertical select transistors. \( 4F^2 \) BJT-access RRAM was demonstrated in [18].

In 1T1R configuration transistor channel resistance needs to be significantly lower than the resistance of the memory element; otherwise, the effective memory window will be dominated by the transistor rather than the memory element. However, transistor resistance has increased steadily while half-pitch scales down. Therefore, at highly scaled nodes memory elements also need to have relatively high resistance to be functional in 1T1R configuration.

Due to these challenges, 1T1R does not appear competitive against 3D NAND. An alternative function of transistors could be access devices in the peripheral for a block of small crossbar array [3]. The peripheral transistors will control the access to the block and limit the voltage/current during switching. The memory elements inside of the array are connected to two-terminal select devices. Since peripheral transistors do not need to scale as aggressively as the memory element, transistor resistance can be reduced. However, the effectiveness of switching control by peripheral transistors depends on parasitic components.

### 12.3.2 Diodes as Memory Select Devices

Diode select devices have the advantage in scalability but still face the challenges in ON/OFF ratio and maximum ON current [2,19,20]. Silicon diodes require high processing temperature and therefore low-temperature oxide-based diodes have been actively explored as alternatives. Regular diodes only work for unipolar switching devices (i.e., set and reset in the same voltage polarity direction). For bipolar switching memories (i.e., set and reset in the opposite directions), reverse-conduction diodes (e.g., Zener diode, BARITT diode, etc.) are in principle possible solutions; however little progress has been made in reverse-conduction diodes for memory select devices.

#### 12.3.2.1 Silicon Diodes

Both single-crystal Si [21] and poly-Si diodes [22–24] have been developed as a select device for PCM arrays. To operate PCM with diode selectors, diodes need to provide ON-current density above 8 MA/cm² and OFF-current density below 100 A/cm². To provide such a high ON-current density, the contact resistivity needs to be reduced to \(<10^{-3} \Omega \cdot \text{cm}^2\). By engineering the metal electrodes and electrode-Si interface, total contact resistivity of top and bottom electrodes was reduced to \(3.5 \times 10^{-8} \Omega \cdot \text{cm}^2\) [22]. To minimize the OFF-current density, impurity concentration at junction needs to be reduced, which is achieved with an undoped Si layer between p- and n-layers [22]. A short-time annealing technique was developed to further reduce the OFF-current density and enlarge the ON/OFF ratio. Poly-Si technology can achieve ON-current density of \(10^7 \text{ A/cm}^2\) (at \(\sim 1.8 \text{ V}\)), OFF-current density of \(10^{-1} \text{ A/cm}^2\) (at \(\sim 1.5 \text{ V}\)), that is, ON/OFF ratio of \(10^8\). The ideality factor is 2.2. It is believed that Si diode can be scaled beyond 20 or 10 nm. Poly-Si diode select devices have been integrated in PCM crossbar arrays [22], 3D vertical chain-cell type PCM [23], and a 1 Gb PCM test chip [24]. A major challenge of Si diodes is the high processing temperature (above 1000°C) required to crystallize Si to reduce contact resistivity and OFF-current.
12.3.2.2 Oxide Heterojunction Diodes

Heterojunction diodes can be built using semiconducting oxides deposited at relatively low temperature, for example, 200–300 °C [25]. The rectifying oxide heterojunctions can be utilized as select devices, especially for oxide-based RRAM memory elements [25–28]. A p-NiOₙ/n-TiOₓ diode has demonstrated a rectification ratio of $10^5$ at ±3 V, ON current density of $5 \times 10^3$ A/cm² (at ~2.5 V), and ideality factor of 4.3 [25]. It was integrated with NOₓ-based RRAM elements to form 1D1R memory device. A p-CuOₓ/n-InZnOₓ diode achieved higher ON current density of $10^4$ A/cm² (at ~1.3 V). It was integrated with NiOₓ RRAM in a two-layer 8×8 crossbar array [26,27] and with Al₂O₃ antifuse in a one-time programmable (OTP) memory [28]. Oxide p-n heterojunction was also demonstrated in p-ZnO/Rh₂O₃/n-InGaZnO₄ and achieved on/off ratio of $10^3$ (at ±5 V), ideality factor of ~2.3, and threshold voltage of 2.1 V [29]. Si substrates can be used as a part of heterojunction diodes as demonstrated in n-ZnO/p-Si [30] and n-Ge-nanowire/p-Si [31]. The ON current of oxide-based heterojunction diodes is often limited by both contact resistance and density of states of the oxide materials.

12.3.2.3 Metal/Oxide Schottky Diodes

Metal/oxide Schottky diodes can also work as memory select devices [32–37]. In a TiOₓ-based diode with (In,Sn)₂O₃ (ITO) and Pt as electrodes, temperature-dependent current–voltage (I-V) characteristics confirms that Schottky barrier of ~0.55 eV forms at the TiOₓ/Pt interface [32]. The rectification ratio is ~$1.6 \times 10^4$ at ±1 V. ON current of ~100 mA (at ~1.5 V) is provided through a diode area of 7500 μm², which corresponds to a low ON current density of ~13 A/cm². A Pt/TiO₂/Ti diode with Pt as the Schottky contact and Ti the ohmic contact achieved rectification ratio of $10^7$–$10^9$ at ±1 V, although ON current remains low at <10 A/cm² (for an area of 60 000 μm²) [33]. Another demonstration of Pt/TiO₂/Ti Schottky diodes showed rectification ratio of ~$2.4 \times 10^6$ at ±2 V and ON current density of ~$3 \times 10^5$ A/cm² at 2 V on a 4 μm² area [34]. Measurement showed that diode current density increases with decreasing area, indicating that current is not uniform across the diode area, which may be explained by edge leakage. Consequently, higher ON current density values can be obtained at smaller diode sizes. An Ag/n-ZnO Schottky diode with non-alloyed Ti/Au ohmic contact demonstrated a rectification ratio of $10^5$ and forward current density over $10^4$ A/cm² at 2 V [35]. A rectifying Ti/TiO₂/Pt diode was found to transition into a resistive switching device after a strong forming process, which is attributed to the destruction of the interface Schottky barrier by conductive filaments [36]. Similarly, a Pt/TiO₂/Pt was also shown to behave as a switchable rectifier [37,38]. The coexistence of rectifying and switching behaviors in oxide diodes manifests the complexity of these material systems, which may cause reliability concerns. In addition to oxide Schottky diodes, Si Schottky diodes are also utilized as select devices, for example, Al/p-Si [39].

Figure 12.5 compares the forward versus reverse current density of some of the diodes discussed above [22,25,26,29,32,33,36,38]. Most diode select devices still cannot reach the ON current density target of 1 MA/cm² marked in the figure. The diagonal direction dashed lines represent rectification ratio (e.g., 1, $10^4$, and $10^8$). Many diode devices can achieve rectification ratio above $10^4$ at ±1 V. Rectification ratio is clearly lower at lower voltage (±0.5 V) because forward current decreases from 1.0 to 0.5 V and reverse current only changes slightly. Notice that the forward current density of some diodes changes much less than the exponential dependence between 1.0 and 0.5 V. This is because the forward current of these
Figure 12.5 Comparison of diode select devices based on forward and reverse current density measured at (a) ±1 V and (b) ±0.5 V [References: 22,25,26,29, 32,33,36,38]
diodes is already limited by contact resistance at 0.5–1.0 V and deviates from the exponential diode I-V characteristics.

Table 12.2 summarizes the processing temperature and ideality factors of some diode select devices discussed above. Low processing temperature is one of their major advantages.

### 12.3.2.4 Self-rectifying Resistive Switching Memories

Some RRAM devices are found to be self-rectifying, which may enable crossbar memory arrays without external select devices. In a RRAM device made from ZrO$_2$ doped with Au nano-crystals, the low resistance state (LRS) exhibits asymmetrical characteristics with a rectification ratio of $10^2$–$10^3$ measured at 0.5 V [40]. The self-rectification property is attributed to the Au/ZrO$_2$ interface, while the resistive switching is explained by the formation of conductive filaments inside of ZrO$_2$. A RRAM device with Al/PCMO interface was shown to be rectifying in LRS with a rectification ratio of $\sim 10^2$ and symmetrical in high resistance state (HRS) [41]. The device was scaled down to 50 nm diameter and achieved endurance of $10^5$ cycles for reading (0.5 V, 10 $\mu$s) and $10^4$ cycles for writing ($\pm 7$ V, 10/1 $\mu$s). A unipolar NiSi/HfO$_x$/TiN RRAM device was also found to be rectifying in LRS with a rectification ratio of $\sim 10^3$ at $\pm 1$ V due to the Schottky barrier at the NiSi/HfO$_x$ interface [42]. When heavily doped Si was used as one electrode for HfO$_x$ RRAM, self-rectifying unipolar resistive switching characteristics were observed on n$^+$-Si but not on p$^+$-Si [43,44]. Similar self-rectifying unipolar resistive switching characteristics were also reported on Ni/AIO$_x$/n$^+$-Si [39]. A bipolar Ni/TiO$_2$/HfO$_x$/Ni resistive switch exhibits rectifying characteristics in LRS, which was explained by the asymmetric tunnel barrier at the TiO$_2$/HfO$_x$ interface [45]. A Cu/\(\alpha\)-Si/WO$_3$/Pt device shows rectifying behavior in LRS with rectification ratio of $10^2$ at $\pm 0.75$ V, which was attributed to the interface between the conductive filament in WO$_3$ and the $\alpha$-Si layer [46]. In a conductive-bridge RAM (CBRAM) with Cu/SiO$_2$/n$^+$-Si structure, it was found that the deposition of Cu on the n$^+$-Si electrode results in the formation of a Schottky interface with a potential barrier of 0.65–0.75 eV [47]. Similar behavior was also reported in an Ag/$\alpha$-Si-based CBRAM [48].

Most of the self-rectification is due to the Schottky contact between a metal electrode and the oxides/filaments. Self-rectifying memory devices could simplify the design and fabrication of crossbar arrays, especially in 3D vertical crossbar arrays. However, the combination of rectification and switching characteristics in one structure may also complicate the performance optimization of both the memory and select devices.

Some key parameters (e.g., rectification ratio, ON-state current) of reported rectifying diode select devices are summarized in Table 12.3.

<table>
<thead>
<tr>
<th>Diodes</th>
<th>Processing temperature (°C)</th>
<th>Ideality factor, $n$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-NiO$_x$/n-TiO$_x$</td>
<td>&lt;300</td>
<td>4.3</td>
<td>25</td>
</tr>
<tr>
<td>p-CuO$_x$/n-InZnO$_x$</td>
<td>Room temperature</td>
<td>—</td>
<td>27</td>
</tr>
<tr>
<td>p-ZnO$_2$/Rh$_2$O$_3$/n-InGaZnO$_4$</td>
<td>Room temperature</td>
<td>2.3</td>
<td>29</td>
</tr>
<tr>
<td>Pt/TiO$_2$/Ti</td>
<td>250</td>
<td>1.02</td>
<td>33</td>
</tr>
<tr>
<td>ITO/TiO$_2$/Pt</td>
<td>250</td>
<td>—</td>
<td>32</td>
</tr>
<tr>
<td>Poly-Si p-n</td>
<td>&gt;1000</td>
<td>2.2</td>
<td>22</td>
</tr>
</tbody>
</table>
Table 12.3  Key parameters of some reported rectifying diode select devices

<table>
<thead>
<tr>
<th>Device types</th>
<th>Materials</th>
<th>Size$^a$</th>
<th>Rectification ratio</th>
<th>$V_{on}$</th>
<th>$I_{on}$</th>
<th>$I_{on}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(at $\pm$1 V)</td>
<td>(at $\pm$2 V)</td>
<td>(at $\pm$1 V)</td>
<td>(at $\pm$2 V)</td>
<td>(at $\pm$1 V)</td>
<td>(at $\pm$2 V)</td>
</tr>
<tr>
<td>pn diodes</td>
<td>Single-crystal Si</td>
<td>90 nm</td>
<td>$10^3$</td>
<td>2.0 V</td>
<td>$8 \times 10^9$</td>
<td>1.8 mA</td>
<td>1.8 mA</td>
</tr>
<tr>
<td></td>
<td>Poly-crystal Si</td>
<td>80 nm</td>
<td>$10^6$</td>
<td>2.0 V</td>
<td>$8 \times 10^9$</td>
<td>0.5 mA</td>
<td>0.5 mA</td>
</tr>
<tr>
<td>Schottky diodes</td>
<td>Ag/n-ZnO</td>
<td>$3 \times 10^6$</td>
<td>3.0 V</td>
<td>$8 \times 10^9$</td>
<td>2.0 V</td>
<td>2.0 V</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Pr/ITO</td>
<td>$2 \times 10^4$</td>
<td>3.0 V</td>
<td>$8 \times 10^9$</td>
<td>2.0 V</td>
<td>2.0 V</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Pt/ITO</td>
<td>$2 \times 10^4$</td>
<td>3.0 V</td>
<td>$8 \times 10^9$</td>
<td>2.0 V</td>
<td>2.0 V</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>p-ScnO$_2$/n-ZnO$_2$</td>
<td>$5 \times 10^4$</td>
<td>3.0 V</td>
<td>$8 \times 10^9$</td>
<td>2.0 V</td>
<td>2.0 V</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>n-ZnO/p-Si</td>
<td>100 $\mu$m</td>
<td>$3 \times 10^4$</td>
<td>1.0 V</td>
<td>$8 \times 10^9$</td>
<td>0.5 mA</td>
<td>0.5 mA</td>
</tr>
<tr>
<td>Heterojunction diodes</td>
<td>p-CuO/n-InZnO$_2$</td>
<td>0.5 $\times$ 0.5 $\mu$m</td>
<td>$3 \times 10^4$</td>
<td>1.0 V</td>
<td>$8 \times 10^9$</td>
<td>0.5 mA</td>
<td>0.5 mA</td>
</tr>
<tr>
<td></td>
<td>p-ScnO$_2$/n-TiO$_2$</td>
<td>30 $\times$ 30 $\mu$m</td>
<td>$3 \times 10^4$</td>
<td>1.0 V</td>
<td>$8 \times 10^9$</td>
<td>0.5 mA</td>
<td>0.5 mA</td>
</tr>
<tr>
<td></td>
<td>p-ZnO:Rh$_2$O$_3$/n-InGaZnO$_4$</td>
<td>500 $\times$ 500 $\mu$m</td>
<td>$3 \times 10^4$</td>
<td>1.0 V</td>
<td>$8 \times 10^9$</td>
<td>0.5 mA</td>
<td>0.5 mA</td>
</tr>
</tbody>
</table>
Table 12.3 (Continued)

Rectifying diodes for select devices (only compatible with unipolar memory devices)

<table>
<thead>
<tr>
<th>Device types</th>
<th>Materials</th>
<th>Size$^a$</th>
<th>Rectification ratio</th>
<th>$V_{on}$$^b$</th>
<th>$I_{on}$ ($I_{off}$)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-rectifying devices</td>
<td>Au/Au-nc/ZrO$_2$</td>
<td>600 x 600 μm$^2$</td>
<td>$1 \times 10^3$ (at $\pm 1$ V)</td>
<td>1.0 V</td>
<td>0.6 mA $\times 10^{-1}$ A/cm$^2$</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Al/Pt$<em>{5}$,Ca$</em>{0.5}$MnO$_3$</td>
<td>—</td>
<td>$\sim 80$ (at $\pm 3$ V)</td>
<td>3.0 V</td>
<td>$\sim 0.8$ mA</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Ni/HfO$_2$/n$^+$-Si</td>
<td>7850 μm$^2$</td>
<td>$7 \times 10^3$ (at $\pm 3$ V)</td>
<td>0.8 V</td>
<td>0.2 mA</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>Ni/AlO$_2$/n$^+$-Si</td>
<td>—</td>
<td>$4 \times 10^3$ (at $\pm 0.8$ V)</td>
<td>1.0 V</td>
<td>$\sim 1.5$ mA</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>α-Si/WO$_3$</td>
<td>—</td>
<td>$10^2$ (at $\pm 1$ V)</td>
<td>2.0 V</td>
<td>$\sim 0.15$ mA</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>Ag/α-Si</td>
<td>100 x 100 nm$^2$</td>
<td>$10^6$ (at $\pm 0.5$ V)</td>
<td>0.5 V</td>
<td>4 nA $\times 10^4$ A/cm$^2$</td>
<td>48</td>
</tr>
</tbody>
</table>

$^a$Size is diameter (d) or area (A). If not specified in the paper, device is assumed to be circular, that is, $A = \pi(d/2)^2$.

$^b$$V_{on}$ is where the forward current $I_{on}$ is measured.
12.3.3 Volatile Switches as Memory Select Devices

Volatile resistive switching devices can also be utilized as memory select devices. They provide access to a selected memory element in their ON state and block sneak paths in OFF state. The volatile switching characteristics allow them to be switched quickly between ON and OFF states.

12.3.3.1 Threshold Switches

In chalcogenide materials, a volatile threshold switching process occurs before stable non-volatile memory switching is triggered. It was reported that chalcogenide-based threshold switches could be used as access devices in PCM arrays [49]. Niobium oxide is found to possess both memory switching and threshold switching properties at different compositions. Pt/NbO$_{2-x}$/Pt threshold switching device becomes conductive above a threshold voltage ($V_{th}$) and falls back to high-resistance state below a hold voltage ($V_{hold}$) [50]. The threshold switching property remains stable up to 160 °C. By combining memory switching property of Nb$_2$O$_5$, and threshold switching of NbO$_{2-x}$, a hybrid memory (W/bi-layer-NbO$_x$/Pt) was demonstrated in a 1 kb array [50]. In Si-As-Te ternary alloy, the composition (controlled by the sputtering power during deposition) determines the emergence of threshold switching [51]. Both $V_{th}$ and $V_{hold}$ vary with composition, which may provide a method to optimize the selector operation window. Functional 1-selector-1-resistor (1S1R) memory device with SiAsTe-based threshold switch selector and TiO$_x$-based RRAM was demonstrated experimentally. Another threshold switch device based on AsTeGeSiN was shown to be scalable to 30 nm with current density exceeding 10 MA/cm$^2$ and endurance over 10$^8$ cycles [52]. It was demonstrated as a functional select device for TaO$_x$-based RRAM devices. NiO$_x$ was found to change from nonvolatile switching to threshold switching at higher oxygen concentration [53], which could be utilized to build all-NiO$_x$ memory devices with the select device and memory element both made from NiO$_x$ with different compositions [54].

12.3.3.2 Mott Transition Switches

Metal–insulator transition (MIT or Mott transition) induces several orders of magnitudes change of resistance in Mott materials [55], which could be utilized in memory select devices. A well-known Mott material is vanadium oxide (VO$_x$) with typical transition temperature around 67 °C. It is believed that the intrinsic switching speed of VO$_x$ is below tens of ns or even sub-ns. The feasibility of VO$_2$-based select devices is demonstrated by integrating a Pt/VO$_2$/Pt device with NiO$_x$-based RRAM [56]. Resistance of the VO$_2$ select device can be switched over three orders of magnitudes with $V_{th}$ of 0.6 V and $V_{hold}$ of 0.4 V. The 1S1R memory device can be switched within tens of ns. Another demonstration of Pt/VO$_2$/Pt select device achieved switching speed <20 ns, ON current of ~1 MA/cm$^2$, and $V_{th}$ of 0.35 V, although the ON/OFF ratio is relative low (~50) [57]. A functional 1S1R memory structure is demonstrated by integrating the VO$_2$-switch with ZrO$_x$/HfO$_x$ bipolar RRAM devices. Both threshold switching and memory switching have been observed in VO$_x$, depending on O content [58]. A key challenge of VO$_2$-based select devices is the low operation temperature. Mott materials with higher transition temperatures need to be found to provide feasible select device options [59].

12.3.4 Nonlinearity for Device Selection

As discussed earlier, nonlinearity improves the accessibility to a selected device by making unselected devices effectively more resistive via the voltage-dependent resistance.
12.3.4.1 Nonlinear Memory Select Devices

Nonlinearity can be easily achieved with non-ohmic transport mechanisms, for example, tunneling [3]. A Ni/TiO$_2$/Ni device shows nearly symmetrical exponential I-V characteristics with six orders of magnitude of current change for voltage swing from 0 V to ±2 V [60]. It is integrated with HfO$_2$-RRAM to demonstrate a 1S1R memory structure. Another TiO$_2$-based nonlinear selector uses Pt/TiO$_2$/TiN structure and is integrated with bi-layer Pt/TiO$_{2-x}$/TiO$_2$/W RRAM for a functional memory device [61]. A so-called “varistor” select device uses a 4 nm TiO$_2$ layer sandwiched between two 10 nm TaO$_x$ layers and achieves $10^4$ resistance difference between 1.5 and 0.75 V [62]. It was found that the substitution of Ti$^{4+}$ in TiO$_2$ by Ta$^{5+}$ ions increases the conductivity of the initially insulating TiO$_2$ layer. The ON current of nonlinear select devices can be modulated by oxide thickness and oxidation conditions. Some papers attributed the exponential I-V dependence to Schottky barriers at the metal/oxide interface; however, it did not explain why a back to back Schottky diodes can provide high ON current [60,61]. A more plausible explanation is the tunneling-based transport mechanisms in these oxide materials [62]. Temperature-dependent transport characterization would help to identify the actual mechanisms. Another possible mechanism for symmetrical exponential I-V characteristics in a back to back diode structure is provided in a n$^+/p/n^+$ poly-Si device model, where the middle p-layer is fully depleted and a drain induced barrier lowering (DIBL) effect causes exponential current increase with applied voltage [63].

12.3.4.2 Mixed Ionic Electronic Conduction Devices

A so-called mixed ionic electronic conduction (MIEC) device is developed as select devices for PCM [64–67]. The device is made from Cu-containing MIEC materials sandwiched between an inert top electrode (TE; e.g., TiN, W) and a bottom electrode (BE). Negative voltage applied on TE pulls Cu$^+$ in MIEC away from the BE and create vacancies near BE. The hole and vacancy concentrations depend exponentially on the applied voltage. Symmetrical diode-like I-V characteristics can be achieved with two inert electrodes. Large fraction of mobile Cu$^+$ enables high current density exceeding tens of MA/cm$^2$ [64]. For example, a 40 nm MIEC device is able to provide a current >200 μA, that is, a current density >15 MA/cm$^2$. The device selection capability of MIEC for large array is characterized by the voltage margin ($V_m$) between the positive and negative voltages measured at certain current level (e.g., 10 nA). It was shown that $V_m$ increases with decreasing device size [64]. Endurance above $10^9$ cycles has been demonstrated on MIEC devices in small arrays [65]. The failure mechanism was attributed to the accumulation of Cu near the TE, which was also found curable by thermal annealing. Endurance of MIEC increases exponentially with decreasing current and is independent of device sizes. The MIEC select devices were also integrated with PCM in a 512 kb testing array using 180 nm CMOS process and achieved 100% yield [66]. Electrode optimization plays critical roles in the yield improvement. It was demonstrated that MIEC devices tolerate processing temperature up to 500°C and can be fabricated with manufacturing-level single-target sputter deposition. The scalability of MIEC select devices was tested to below 30 nm in diameter and below 12 nm in thickness [67]. An integrated MIEC-PCM memory device can be switched at the speed of 15 ns and read within 1 μs at typical reading current (∼5 μA).
12.3.4.3 Complementary Resistive Switch

A complementary resistive switch (CRS) provides a self-selecting memory by connecting two bipolar RRAM devices anti-serially [68]. It may be considered a “constructed nonlinearity” with re-defined logic states and operations. Both states “0” and “1” have high resistance in CSR, which helps to minimize leakage through sneak paths. In either state, one of the two RRAMs is in LRS and the other in HRS. When reading a “1” state, the HRS device is switched to LRS and both devices end up in LRS. When reading a “0” state, no switching occurs and CSR remains in HRS. Notice that the reading operation is destructive, which may degrade the overall endurance of CRS. A non-destructive readout method based on capacitive voltage divider was also proposed [69]. CRS has been demonstrated in different resistive switching devices, for example, Cu/SiO$_2$/Pt bipolar resistive switches [70], amorphous carbon-based RRAM [71], TaO$_x$–based RRAM [72–74], multi-layer TiO$_x$ device [75], HfO$_x$ RRAM [76], ZrO$_x$/HfO$_x$ bi-layer RRAM [77], Cu/TaO$_2$ atomic switch [78], Nb$_2$O$_5$–/NbO$_y$ RRAM [79], and so on.

An important issue with CRS is the “ON window.” For CRS built from devices with asymmetric I-V curve, there will be no stable ON state if the asymmetry is so large that $V_{\text{reset}} < V_{\text{set/2}}$. A potential solution is to use series resistors to make the I-V curves symmetric. For RRAM based on valence change mechanism (VCM), CSR on-window may also be engineered by changing oxygen content and oxide thickness [75]. It was also suggested that hetero-devices (two different RRAM devices connected anti-serially) can be used to control the operation voltages of CSR [80]. In spite of these promising results of CRS, some critical challenges still remain for CRS. In-depth understanding of the HRS/LRS $\rightarrow$ LRS/LRS $\rightarrow$ LRS/HRS transitions for different materials is needed. Destructive reading method requires RRAM devices with good write endurance, since every read operation of CRS also involves a write operation. The operation voltage of CRS is also larger than that of single devices. The feasibility of CRS for crossbar arrays depends on solutions to these challenges.

12.3.4.4 Intrinsic Nonlinearity in Memory Device Characteristics

Nonlinear I-V characteristics may also be an intrinsic property of some resistive switching devices [81]. A tunneling oxide layer can be intentionally built in a RRAM device to provide nonlinearity I-V dependence. A TiO$_x$-RRAM device is combined with different tunnel oxides, HfO$_x$, ZrO$_x$, or AlO$_x$ [82]. Appropriately chosen tunneling oxide layer not only provide built-in nonlinearity but also assist resistive switching process. In a TiO$_x$/Ta$_2$O$_5$ bi-layer RRAM device, the nonlinearity and resistive switching characteristics can be modulated by processing conditions, which may enable a self-selecting crossbar array [83]. It was reported that a 64 Mb multi-layer RRAM array was fabricated with 0.13 $\mu$m CMOS process based on an oxide stack with an insulating oxide layer on top of a conductive oxide layer [84]. The insulating oxide provides variable tunnel barrier height and nonlinear characteristics.

Similar to the self-rectifying characteristics, intrinsic nonlinearity in resistive switching memories could simplify processing and enable really compact memory design. However, the interaction between the resistive switching mechanism and tunneling mechanism may also complicate the optimization of both properties.

The key parameters of some reported volatile switch and nonlinear select devices are summarized in Table 12.4.
Table 12.4  Key parameters of some reported volatile switch and nonlinear select devices

<table>
<thead>
<tr>
<th>Device types</th>
<th>Materials</th>
<th>Size $^a$</th>
<th>On/off ratio $^b$</th>
<th>$V_{th}$</th>
<th>$I_{on}/I_{off}$</th>
<th>$V_{hit}^c$</th>
<th>$I_{hit}^d$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold switch</td>
<td>Yt-NbO$_x$/Pt</td>
<td>250 nm</td>
<td>&gt;10 $^a$</td>
<td>~1.6 V</td>
<td>&gt;1 mA</td>
<td>&gt;4 x 10$^8$ A/cm$^2$</td>
<td>~1.3 V</td>
<td>~0.1 mA (at 1.4 V)</td>
</tr>
<tr>
<td>Si-Si-Te $^e$</td>
<td>—</td>
<td>&gt;10 $^a$</td>
<td>1-2 V</td>
<td>&gt;5 mA</td>
<td>—</td>
<td>0.5-1 V</td>
<td>—</td>
<td>~0 mA (at 1.0 V)</td>
</tr>
<tr>
<td>Ta$_2$O$_5$/Ge/GeO$_x$/NTI</td>
<td>30 nm</td>
<td>&gt;25 $^a$</td>
<td>~1.75 V</td>
<td>&gt;0.1 mA</td>
<td>&gt;1 x 10$^1$ A/cm$^2$</td>
<td>~1.4-1.5 V</td>
<td>~40 A (at 1.5 V)</td>
<td>52</td>
</tr>
<tr>
<td>Pd$_3$In$_3$P$_7$</td>
<td>30 x 30 $\mu$m$^2$</td>
<td>&gt;10 $^a$</td>
<td>~1.8 V</td>
<td>&gt;50 mA</td>
<td>&gt;6 x 10$^7$ A/cm$^2$</td>
<td>~1.6 V</td>
<td>~5 mA (at 1.75 V)</td>
<td>54</td>
</tr>
<tr>
<td>Multi-transition</td>
<td>P/VO$_2$/Pt</td>
<td>—</td>
<td>~300 $^a$</td>
<td>~0.7 V</td>
<td>~10 mA</td>
<td>&gt;6 x 10$^7$ A/cm$^2$</td>
<td>~0.25 V</td>
<td>~30 mA (at 0.5 V)</td>
</tr>
<tr>
<td>P/VO$_2$/Pt</td>
<td>250 nm</td>
<td>&gt;75 $^a$</td>
<td>0.35-0.4 V</td>
<td>&gt;3 mA</td>
<td>&gt;6 x 10$^7$ A/cm$^2$</td>
<td>~0.2 V</td>
<td>~400 A (at 0.3 V)</td>
<td>57</td>
</tr>
</tbody>
</table>

Nonlinear select devices (compatible with both bipolar and unipolar memory devices)

<table>
<thead>
<tr>
<th>Device types</th>
<th>Materials</th>
<th>Size $^a$</th>
<th>Nonlinearity ratio $^f$</th>
<th>Full V</th>
<th>$I$ (A)</th>
<th>Half V</th>
<th>$I$ (A)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonlinear MDM</td>
<td>Ni/TiO$_x$/Ni</td>
<td>30 $\mu$m$^2$</td>
<td>&gt;10$^3$ $^a$</td>
<td>2 V</td>
<td>(4-40) x 10$^{-7}$ A</td>
<td>1 V</td>
<td>(4-8) x 10$^{-7}$ A</td>
<td>60</td>
</tr>
<tr>
<td>Select devices</td>
<td>Pt/VO$_2$/N</td>
<td>0.049 $\mu$m$^2$</td>
<td>&gt;10$^3$ $^a$</td>
<td>2 V</td>
<td>(1-15) $\mu$A</td>
<td>1 V</td>
<td>(2.5-8) x 10$^{-7}$ A</td>
<td>61</td>
</tr>
<tr>
<td>PM/VO$_2$/TiO$_x$/TiO$_2$/Pt</td>
<td>250 nm</td>
<td>&gt;10$^3$ $^a$</td>
<td>2 V</td>
<td>(2-30) x 10$^{-8}$ A</td>
<td>1 V</td>
<td>(5-20) x 10$^{-7}$ A</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>MIEC $^g$</td>
<td>Co-containing material</td>
<td>&lt;30 nm</td>
<td>&gt;10$^3$ $^a$</td>
<td>1 V</td>
<td>~1 x 10$^{-2}$ A</td>
<td>0.5 V</td>
<td>~5 x 10$^{-14}$ A</td>
<td>67</td>
</tr>
</tbody>
</table>

$^a$ Size is diameter (d) or area (A). If not specified in the paper, device is assumed to be circular, that is, A = πd$^2$.
$^b$ Threshold voltage: the voltage above which devices switch on.
$^c$ In some measurements current is capped at certain limit, so some values here are the limiting current.
$^d$ Hole voltage: the voltage below which devices move towards the off state.
$^e$ Parameters depend on composition. Values here are for composition 1 in the paper.
$^f$ Nonlinearity ratio: definition here uses the current ratio at chosen full voltage and half voltage.
$^g$ MIEC = "mixed ionic electronic conduction."
12.4 Challenges of Memory Select Devices

Functional memory select devices have to meet both array design specifics (e.g., array size) and memory device switching requirements (e.g., switching current). High ON/OFF ratio and maximum ON current are two critical parameters. In addition, good scalability, low processing temperature, fast speed, and high endurance are also important factors to determine the feasibility of select devices.

Oxide-based diodes are explored mainly because of their low processing temperature and material compatibility with oxide-based RRAMs. As shown in Figure 12.5, many reported oxide-based diodes still cannot meet the ON current requirement. Oxide diode current is determined mainly by density of states and carrier mobility, both of which are not better in oxides than in Si. Therefore, it is unlikely that oxide diodes will outperform Si diodes in terms of ON/OFF ratio and ON current. They may be more suitable for medium-size crossbar arrays in 3D stackable structures where low processing temperature is critical. An important limitation of rectifying diodes is one-way conduction that only works with unipolar RRAMs. It is generally believed that bipolar RRAMs are more stable and reliable than unipolar RRAMs. In terms of scalability, simulation has shown that in extremely scaled diodes barrier thickness may decrease with lateral diode size, which increases tunneling and degrades rectification ratio [85]. In vertical 3D memory arrays, the depletion width of select diodes becomes part of lateral dimension and a limiting factor for lateral scaling.

Volatile switching devices are characterized with threshold voltage \( V_{\text{th}} \) where devices turn on and hold voltage \( V_{\text{hold}} \) where devices turn off. These voltages and the ON/OFF resistance of volatile switches need to be balanced with memory parameters. Figure 12.6 uses load line analysis to illustrate a working combination of a volatile switch selector and a memory element in (a) and a dysfunctional combination in (b). Assume that the memory element is in LRS with resistance \( R_{\text{LRS}} \). Initially the switch-based selector has high resistance \( R_{\text{H}} \). The voltage distribution based on \( R_{\text{LRS}}-R_{\text{H}} \) combination at point “1” results in a voltage above \( V_{\text{th}} \) applied on the selector, which turns it on \( R_{\text{L}} \). Once the selector turns on, voltage redistributes based on \( R_{\text{LRS}}-R_{\text{L}} \) combination and selector voltage decreases. With a wide enough window between \( V_{\text{hold}} \) and \( V_{\text{th}} \) in (a), the select device voltage stays above \( V_{\text{hold}} \), which keeps the select device ON and allows access to the memory element. However, the narrow \( V_{\text{hold}}-V_{\text{th}} \) window in (b) will shut off the selector as soon as it turns on and disable the access to the memory. This simplified analysis illustrates the importance of balanced parameters between volatile switch select devices and memory elements.

Nonlinearity has become an increasingly important select device options, because nonlinear I-V characteristics are relatively easy to implement (e.g., tunneling transport mechanisms). Nonlinear select device parameters can be modulated by different processing conditions.

![Figure 12.6](image)

**Figure 12.6** (a) Balanced 1S1R structure. (b) Nonfunctional 1S1R structure
Nonlinearity can also be constructed, for example, using complementary structures. Tradeoffs between ON current and nonlinearity ratio need to be carefully addressed. Since nonlinearity is voltage-dependent, performance of nonlinear select devices also depends on voltage distribution and data patterns in the array. As any other select devices, variability of nonlinear select devices needs to be minimized to control memory parameter distribution in a large array.

Self-selecting capability is attractive for crossbar arrays and may be enabled by self-rectification or intrinsic nonlinearity in memory elements. In either approach, there are often tradeoffs between selector parameters and memory performance. Optimization of the overall memory performance requires comprehensive solutions combining material choices, processing control, and device design. Connecting a memory element to an external select device often requires the middle metal electrode to decouple these two devices, which increases aspect ratio in planar arrays and enlarges the footprint in 3D vertical structure. Self-selecting solutions may help to eliminate this problem.

Most RRAM devices still require a forming process and switching current control. Select devices for RRAM need to provide sufficient current and voltage for forming. It’s unlikely that any two-terminal select devices will be able to provide switching control like transistors. External line transistor or serial resistors may provide some current control, but their effectiveness depends strongly on parasitic components in the array. There has been limited research on the switching speed and transient effects of select devices, which could affect the dynamic behavior of memory devices.

Line resistance is neglected in most analysis of select device requirements and crossbar array performance. Line resistance degrades the voltage and current delivered to devices further away from voltage sources in the array, which affect the functionality of both the memory element and select devices. In highly scaled nodes, line resistance may become a critical limiting factor in crossbar array sizes [8]. Contact resistance presents a major challenge for all memory select devices, which becomes increasingly difficult with device scaling.

12.5 Summary

This chapter reviews device options and R&D status of memory select devices targeted for the applications in high-density crossbar arrays and 3D memories. Diodes, volatile switches, and nonlinear devices have been demonstrated as possible solutions for two-terminal select devices. Performance of these potential select devices has been significantly improved recently. Some array-level demonstration has also been reported. Although there are still many challenges to be overcome, it looks promising that some of these extensively explored select device options may provide feasible solutions to enable high-density and low-cost memory and storage technologies in the near future.
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13.1 Introduction

We are at an interesting juncture in memory technology. As of the time of this writing, production NAND flash has been scaled to a critical dimension of 16 nm [1] and 3D Vertical NAND has entered commercial production [2]. However, endurance and retention have become strongly degraded as flash tunnel oxides become thinner, leading to requirements for extensive error correction code (ECC) schemes and substantial redundant storage requirements. Storage Class Memory (SCM) has identified the significant latency gap between NAND-based solid-state disks (SSDs) and DRAM [3,4] (SCM concepts are covered in detail in Chapter 25). Hence, an emerging or prototypical memory technology may supplement, or even supplant NAND flash in the coming decade. Furthermore, continued DRAM scaling faces numerous challenges, and does not yet have known manufacturable solutions past the 20 nm node [5]. Impending limitations of standard memory technologies combined with massive increases in data quantities have even led to proposals of a radical shift toward data-centric-based architectures such as nanostores [6].

Prototypical memory technologies, in particular spin transfer torque RAM (STT-RAM) and phase change RAM (PCRAM), have made improvements in recent years and are being commercially produced for niche markets. These technologies are discussed in detail in Chapter 4 (PCRAM) and Chapter 5 (STT-RAM) of this book. Emerging memory technologies, especially resistance switching memories (RRAM) have made rapid advancements in the past decade and offer the possibility of greater scaling and performance than prototypical or baseline technologies. Redox RAM (ReRAM) technologies have advanced at a particularly high rate in recent years, both in the scientific understanding and technological development of working prototype chips. ReRAM has been commercialized on a small scale [7,8], and multi-layered NAND-scale prototypes have been demonstrated [9,10]. In response to this
increase in ReRAM research and development, the 2013 ITRS Emerging Research Devices (ERD) chapter added an expanded coverage of this technology, which is also reflected in this chapter. Other emerging memory technologies are further from commercialization but if certain challenges were overcome, these could offer additional benefits in energy, speed, and reliability.

Figure 13.1 provides a visual categorization of modern solid state memory technologies.¹ A key distinguishing feature of these technologies is whether the technology requires an active power source to maintain data. If a technology loses data when the power source is removed, it is volatile, whereas if the information is retained without power it is nonvolatile. SRAM and DRAM are mature, volatile memory technologies whose key technological parameters, including critical dimensions, performance, and reliability have steadily advanced for several decades. NAND and NOR flash are mature nonvolatile memory (NVM) technologies that provide baseline performance, scaling, and reliability metrics against which prototypical and emerging memories are compared. Ferroelectric RAM (FeRAM or FRAM), PCM (or PCRAM), magnetic RAM (MRAM), and STT-RAM are prototypical technologies that have matured to the point that commercial products exist. When a technology reaches this stage, it is transferred from the ERD to the Process Integration, Devices, and Structures (PIDS) chapter of ITRS.

This chapter is written as a counterpart and expansion of the memory section of the ITRS Emerging Research Devices (ERD) chapter [5]. The intention is to provide a summary of the

¹This chapter focuses on the devices considered by the ITRS Emerging Memory section of the ERD chapter, and considers memory technologies that can be integrated with CMOS. For this reason, traditional magnetic hard disk drives are not included in Figure 13.1.
emerging memory technologies that fit the ITRS criteria, including an assessment of these technologies in the application space. Subsections 13.3 through 13.8 provides a brief overview of the physical principles governing the operation of each memory device, whereas more detailed information on physics can be found in the previous chapters of this book and external references. In addition, they summarize significant technological advancements of each technology in the past several years, as well as key research challenges. Finally, a comparative assessment of the collective group of emerging memory devices is made, with regards to the technological areas that emerging memories are most likely to compete in, namely NAND flash, SCM, and DRAM.

### 13.2 Common Emerging Memory Terminology and Metrics

All of the emerging memory technologies covered in this chapter are nonvolatile. Switching of a nonvolatile memory state is typically referred to as either a SET or RESET operation. With the exception of the FeFET, all of the emerging memory technologies in Figure 13.1 are two terminal resistance switching devices (RRAM). For an RRAM cell, SET switching refers to the operation of changing from the high resistance state (HRS) to low resistance state (LRS). SET switching is also referred to as a “program” or “write” operation. The RESET operation (also referred to as “erase”) switches the device from the LRS to the HRS. The HRS and LRS can be considered “0” and “1” bit states, respectively. The LRS state also might be referred to as a SET state, and the HRS as the RESET state.

Nonvolatile memories typically are assessed by the following key metrics:

- **Endurance**: the number of SET/RESET cycles a memory can survive before the difference between the two states cannot be adequately determined by the read circuitry. Historically, flash has a maximum endurance of $10^5$–$10^6$ cycles. Current ultra-scaled cells have an endurance of $10^3$ or less [5].
- **Retention**: the amount of time a device will retain a state, as sensed by the array circuitry, after the programming bias is removed. This can be evaluated on a virgin device or one that has been fully cycled. As a baseline, flash historically is expected to have state retention of 10 years at $85^\circ$C after cycling to maximum endurance (i.e., $10^5$ cycles).
- **Resistance ratio, $R_{OFF}/R_{ON}$**: The ratio of the HRS to LRS is an important metric, which needs to be large enough to avoid an overlap of the HRS and LRS distributions in an array. If these distributions overlap, it will lead to bit errors [11].
- **Switching voltage, current, and power**: SET and RESET switching voltages and currents are important metrics of a memory operation. Switching voltage and current are the primary factors determining the power, and hence heat generation in a densely packed memory array. Heating during switching can be the primary factor in determining how closely cells can be spaced. In addition, the switching current determines the size of drive transistor required. The maximum switching voltage determines the compatibility of BEOL technology with scaled CMOS. Most resistive memories switch with less than 3 V, whereas switching current ranges from nA to mA, and hence switching current is a common metric which is

---

2 The baseline criterion that the Emerging Research Devices chapter of ITRS uses when deciding to include a new emerging memory or logic device in its tables are: (a) publication in peer reviewed journals or conferences proceedings by two or more groups, or (b) extensive publication by a single group. Extensive technical evaluations, discussions, and workshops among the ERD group members also play an important role in this decision.
used to compare. In ReRAM, typically the RESET currents are highest, which is why this is a particular metric of importance.

- **Switching time:** The time which it takes to transition from SET to RESET or RESET to SET for a memory cell. This is an important metric for system speed. In fact the “memory bottleneck” due to limited speed of memory access is one of the difficult problems of modern and future information processing systems.

- **Switching energy:** Switching energy is the product of switching time and power. A memory’s switching energy is a key performance metric for applications ranging from high performance to mobile computing.

With the exception of the FeFET, all of the emerging memory technologies in Figure 13.1 are two terminal resistance switching devices. This makes them amenable to an efficient crossbar configuration, where perpendicular top electrode and bottom electrode lines intersect at each device. This is the most dense possible arrangement, as each individual device only requires an area of $4F^2$, where $F$ is the minimum areal feature size of the device. However, in order to avoid so-called sneak paths interfering with the read and write of the cell, it is necessary to have a select device isolating each device. Select device concepts and candidate structures are covered in detail in Chapter 12.

### 13.3 Redox RAM

The emerging memory technology category of Redox RAM (ReRAM) has seen the greatest increase in research activity over the past two years, with roughly 593 publications in the literature [5]. The terminology redox RAM was suggested in 2007 in Reference [12] to describe the category of resistance switching resulting from an electrochemical reaction involving oxidation and reduction processes in a thin insulating film sandwiched between two electrodes. Redox memory can be split into four major categories based on the physical mechanisms governing their behavior, as illustrated in Figure 13.2. It is quite useful to categorize ReRAM in terms of physical mechanisms, as done in Reference [12]. However, it is possible that there is some combination of these mechanisms in a structure, especially when fabricated with a metal oxide switching layer. Therefore in Figure 3.2 the three metal oxide categories have been named by the electrical behavior they exhibit – namely distinguished by bipolar versus unipolar operation, as well as whether or not the current through a device is strongly dependent on area. These four categories of ReRAM are described in the following sections.

#### 13.3.1 Electrochemical Metallization Bridge

Electrochemical metallization bridge (EMB) memory is also referred to as conducting bridge RAM (CBRAM) and programmable metallization cell (PMC) technology. A key attribute of EMB memory is thatSwitching is based on the motion of cations. An EMB type ReRAM consists of an asymmetric metal/insulator/metal structure with a reactive electrode composed of either Ag or Cu (see Figure 13.2). The inert electrode is chosen such that it will not strongly react with the insulator; typical choices are Pt, Ni, Au, and W. The insulator is often a solid electrolyte such as GeSe, GeS, a binary oxide, or a Cu-doped binary oxide (which are mixed conductors) [13]. A comprehensive table of EMB insulators is provided in Reference [14].

EMB switching is typically bipolar, and hence requires an electric field. Unipolar operation is also possible, but requires higher current and energy and is therefore uncommon [15,16]. Prior to the commencement of switching, an electroforming process is required to create an initial
filament. Switching occurs based on the formation and dissolution of an Ag or Cu filament under an electric field. The filament oxides are formed based on the oxidation reaction (using Ag as an example) [13]:

\[
\text{Ag} \leftrightarrow \text{Ag}^+ + e^- \quad (13.1)
\]

The SET process occurs as the cations oxidize under the electric field and deposit on the inert electrode where they are reduced and form a filament. The RESET process involves dissolution of the filament initiated by high Joule heating at the thinnest portion of the filament, re-oxidizing the Ag. Then, electrochemical motion of the Ag\(^+\) cations causes the filament to disperse into the insulator, returning the structure to a high resistance state. The specific details of the process are still the subject of some debate, and are comprehensively reviewed in References [13,14,17].
EMB ReRAM technology has achieved significant performance metrics. Endurance as high as $10^{10}$ with little degradation was demonstrated in GeSe cells (projected to well beyond $10^{11}$ cycles) [18]. High temperature retention due to random diffusion of Ag or Cu atoms in the insulator has historically been considered a moderate weakness for EMB ReRAM. However, recent results show excellent retention, with states holding after 1000 h at 200°C [19]. Scalability to dimensions of 20 nm has been demonstrated for a GeSe EMB cell [20]. A recent experiment demonstrating quantized conductance corresponding to the conductivity of a filament formed from a single chain of Ag atoms showed that scaling to atomic dimensions is possible [21].

Significant progress has been made in the development of EMB ReRAM macros and low density commercial products – which are important to foster advancement of an emerging technology [11]. In 2012, a 1 Mbit integrated EEPROM replacement chip with 0.18 μm technology was released [15]. Recently, a very low power prototype chip which switches at 600 mV and achieves a 1 pJ SET and 8 pJ RESET energy was demonstrated [22]. Also, a W/Al2O3/Ti/CuTe-based EMB cell realizing subnanosecond SET and RESET times was reported [16].

A fundamental research challenge of EMB is the understanding of subtle details of the switching process. Recent research in this area has elucidated many of the details of the switching physics, but the scientific community lacks complete agreement on the exact nature of the filament formation and dissolution process details. Another key research challenge for EMB ReRAM (and other filament-based ReRAM technologies) is random telegraph noise (RTN) [11]. This effect manifests itself as a variation in read current, especially in the high resistance state where the fluctuation of small numbers of atoms in the filament may vary to cause conductivity changes [23]. EMB ReRAM cells often employ a solid electrolyte switching layer (e.g., GeSe), which are not easy to integrate with a CMOS back end of line (BEOL) process and may be damaged by high temperatures. For this reason, commercial EMB products are generally integrated during later steps of the BOEL process, whereas it may be desirable for maximum performance to integrate the cell before the first metallization layer.

### 13.3.2 Metal Oxide: Bipolar Filamentary

The metal oxide bipolar filamentary (MO-BF) category of ReRAM is an asymmetric metal/insulator/metal structure, in which switching occurs due to the change of oxygen anion concentration in a filament (see Figure 13.2). This type of memory is often referred to as Valence Change Memory (VCM) in the literature due to the change of valence states of oxygen atoms during switching [12]. The switching material is typically a transition metal oxide; recently the most common materials are HfOx and TaOx due to CMOS compatibility, scalability, and performance. Other common switching oxides include TiO2, WOx, AIOx, as well as nitrides (AlN [24]), and oxynitrides (AlOxNy [25]). In addition, bilayer structures are often used with either two stoichiometries of the same oxide (e.g., Ta2O5−x/TaO2−x [26]), or with a second layer composed of a different oxide intended to enhance nonlinearity and act as a select device [27]. The ohmic electrode is typically fabricated from a material with high oxygen reactivity, such as Ta, Hf, or Ti. This electrode may serve as an oxygen reservoir. The inert electrode (which may also be referred to as the active electrode), is typically formed from a material that will not react significantly with the metal oxide, such as Pt, Ir, TiN, or TaN. Switching is thought to occur in the metal oxide region directly adjacent to the interface with this inert electrode.
As with other filamentary ReRAM, prior to the resistance switching process, an electroforming step is required. In the case of MO-BF ReRAM, the electroforming step does permanent damage [17], and has similarities to a “soft breakdown” of an oxide [11,28]. “Forming free” processes have been reported [29], although it is suggested that a filament forming process still occurs at a very low current [30]. Switching most likely occurs due to a change in concentration and configuration of charged oxygen anions (O\textsuperscript{2-}) and oxygen vacancies (V\textsubscript{O\textsuperscript{-}}) under an applied bias. The requirement of opposite polarities for SET and RESET switching are a clear indication that an electric field is involved. However, it is also probable that Joule heating plays a significant role in switching [31]. During SET switching, anions are removed from the switching filament near the inert electrode, creating a high concentration of V\textsubscript{O\textsuperscript{-}} and hence, the device enters a low resistance state. RESET switching involves the return of anions to this region, which lowers the V\textsubscript{O\textsuperscript{-}} concentration and raises the resistance. Details of the MO-BF switching process are not fully understood or agreed on in the scientific community. Chapter 8 and several recent reviews provide a thorough explanation of the most recent understanding [12,17,32,33].

MO-BF has achieved impressive performance at the single cell level. Endurances as high as 10\textsuperscript{12} have been reported by several groups using versions of a TaO\textsubscript{x}-based cell [26,29,34]. Sub-nanosecond switching speeds have been reported at the cell level [35], as well as a SET switching energy of 115 fJ and RESET energy of 13 pJ (for a R\textsubscript{OFF}/R\textsubscript{ON} ratio of 2) [36]. At VLSI 2013, a Ta/TaO\textsubscript{x}/TiO\textsubscript{2}/Ti-based ReRAM array combining an endurance of 10\textsuperscript{12} cycles and 10 pJ write energy has been demonstrated [29]. A highly scaled HfO\textsubscript{x} cell with 100 fJ SET energy has been demonstrated (RESET currents were not given, although it was stated that the energy was comparable to the SET energy) [37]. High endurance, speed, and low energy are important factors for a M-type SCM candidate as well as a potential future DRAM replacement.

A number of recent reports indicate potential for MO-BF to 10 nm and below. In 2011, a 10×10 nm HfO\textsubscript{x} cell was demonstrated with an endurance of 5×10\textsuperscript{7} cycles, 10 year retention at 100°C (extrapolated from a 30h bake at 200°C), while maintaining an R\textsubscript{OFF}/R\textsubscript{ON} ratio >50 [37]. More recently, an ∼8 nm HfO\textsubscript{x} ReRAM structure was demonstrated with an endurance of 10\textsuperscript{8} cycles, R\textsubscript{OFF}/R\textsubscript{ON} of 100, and 10 year retention (extrapolated from a 30h, 150°C bake) [38]. Using carbon nanotubes as electrodes, a 5×5 nm proof of concept cell AlO\textsubscript{x} was operated, demonstrating the smallest operational ReRAM structure at the time of this writing [39].

Excellent retention has been demonstrated for MO-BF ReRAM. HfO\textsubscript{x} cells have been reported to have a 10 year retention at 105°C (where the temperature depends on the compliance current used during RESET), extrapolated from Arrhenius behavior evaluated from 150 to 250°C [40]. A detailed retention study on an Ir/TaO\textsubscript{x}/TaN cell extrapolated 10 year retention at 85°C from 1000 h at 150°C [41].

In the past two years, there has also been very rapid progress in prototype ReRAM products integrated with CMOS. In 2012, an 8 Mb TaO\textsubscript{x}-based ReRAM macro with a write throughput of 443 MB/s was reported [42]. In late 2013, the first commercial MO-BF ReRAM product was announced, which will be a TaO\textsubscript{x}-based device integrated into an eight-bit microcontroller [7]. In early 2013, a bi-layer 32 Gb prototype chip was announced, which is nearing the capacity of modern NAND flash [9]. Device structure and material details were not given in this report.

As noted above, a key scientific research challenge continues to be the development of a complete physical understanding of electroforming, switching, and degradation mechanisms in metal oxides. The most pertinent technological challenges are variability and random telegraph
noise. For example, Reference [11] points out that with a 1 MB MO-BF ReRAM-based test chip, the $R_{\text{OFF}}$ varies over four orders of magnitude such that it overlaps with the $R_{\text{ON}}$ spread, and hence causes bit errors in the range of 1000 ppm.

### 13.3.3 Metal Oxide: Unipolar Filamentary

The metal oxide unipolar filamentary (MO-UF) ReRAM consists of a metal/oxide/metal structure which typically employs a binary metal oxide switching layer. The electrodes are inert materials that are not highly reactive with the oxide, such as noble metals and TiN. MO-UF ReRAM was the first major transition metal oxide-based ReRAM to be demonstrated, and was originally named OxRRAM [43]. It is also often referred to as thermochemical memory, due to the thermal dominated switching mechanism [12]. Unlike other types of ReRAM, the MO-UF structure can be symmetric, although asymmetric structures may be used to tailor device properties. The earliest integrated MO-UF-based memory utilized a NiO cell [43]; subsequent cells have utilized HfO$_x$, TiO$_x$, and CuO.

As with other filamentary oxide ReRAM, MO-UF requires a soft breakdown of the oxide to form a switching filament [43]. This filament is thought to be formed of metal oxide of a reduced oxidation (i.e., more metallic) state than the surrounding oxide. SET switching uses a current compliance (cc), which causes a thermochemical reduction to occur. RESET switching results from the rupture of this filament from a higher current pulse (without cc). An in depth discussion of thermochemical switching mechanisms is provided in Reference [44].

Several demonstrations of SET/RESET endurance up to $10^6$ cycles have been reported [43,45], as well as $10^{12}$ read cycles [43]. Notable results have been demonstrated starting in 2009 on a MO-BF variant known as “contact ReRAM” (CRRAM) [45]. CRRAM technology has been demonstrated scalable to 35 nm [46], 60μA RESET current [46], and SET/RESET voltages of 2.0 and 1.5 V, respectively [47]. Endurance of $10^6$ cycles and retention of 1000 h at 150°C (400 h at 150°C for a 35 nm cell) were demonstrated for CRRAM [45,46].

The most pertinent challenge for MO-UF ReRAM are high write currents and low relative endurances resulting from a thermochemical dominated switching process. Initial prototypes required RESET currents as high as 2 mA, although recent results are as low as 60μA (for the unipolar W/TiO$_x$N$_y$ CRRAM) [46]. This is a significant factor which limits the maximum integration density [11]. This has led research in recent years to trend toward a focus on bipolar technologies. MO-UF technology has the same variability and random telegraph noise problems associated with other filamentary ReRAMs.

### 13.3.4 Metal Oxide: Bipolar Nonfilamentary

Metal oxide–bipolar nonfilamentary (MO-BN) ReRAM is an asymmetric metal/oxide/metal structure, which generally utilizes a bilayer oxide switching film. The oxide layers are typically comprised of a thin insulating (often binary) metal oxide (IMO), and a conductive metal oxide (CMO), which are often perovskites [48]. A more recent MO-BN device variant using two binary oxide layers [49]. MO-BN ReRAM is unique in that conduction does not occur through a switching filament, but over the majority of the device area. This leads to a strong dependence of virgin, high, and low state resistances, and switching currents on device electrode area [48,49]. Due to the large area over which the current is spread out, thermal effects are not considered to play a major role in switching [48]. Unlike the more common filamentary ReRAM technologies, MO-BN typically does not require an electroforming step, which eliminates a source of device to device variation.
As with other types of ReRAM, the exact physics responsible for switching are not completely understood. However, as with oxide-based (anionic) ReRAM, the predominant theory of switching is based on modulation of O\textsuperscript{2−} concentrations under an applied bias. In the case of MO-BN ReRAM, O\textsuperscript{2−} concentrations are modulated through the majority of the TMO area, rather than in a localized switching filament. Modulation of the O\textsuperscript{2−} most likely causes a raising and lower of the Schottky barrier height at the interface. The current through the device is exponentially sensitive on this barrier height.

Data on a MO-BN device technology was presented in 2009 demonstrating typical SET/RESET voltages of ±3 V with a 1–10 µs write time and ~10\textsuperscript{6} cycle endurance [48]. In 2010, a 0.13 µm, 64 Mb test chip was presented. This was the largest ReRAM prototype at that time [10].

At IEDM 2013, a new version of MO-BN technology known as vacancy modulated conductive oxide resistive RAM (VMCO-RRAM) was presented [49]. This structure consists of two binary transition metal oxides (Al\textsubscript{2}O\textsubscript{3} and TiO\textsubscript{2}) and requires electroforming, unlike earlier MO-BN technology. The VMCO-RRAM has a predicted retention of 10 years extrapolated from measurements of 168 h at 125°C. Switching as fast as 10 ns was demonstrated with SET/RESET voltages of ~3.5 V. A minimum SET/RESET of ±2.0 V was possible using longer program times. Scaling down to 40 nm was demonstrated, and sub-nA switching current is predicted at sub-nm scales. Endurance has not yet been reported for VMCO-RRAM.

Between 2010 and late 2013, the significant progress was not reported for MO-BM technologies due to the single most important challenge for this ReRAM category: short retention. The VCMO-RRAM shows significant progress, with an estimated retention of greater than 10 years [49]. The other early research challenge for this technology is the need to improve CMOS processes compatibility, which has also been addressed by the VCMO-RRAM. Recent progress of MO-BN technology could make this a very attractive option.

### 13.4 Emerging Ferroelectric Memories

Ferroelectric RAM (FeRAM) was conceptually invented over half a century ago [50], and the first commercial prototype was demonstrated in 1988 [51]. FeRAM is now considered a prototypical memory technology, with several commercial parts available, and it is described in Chapter 3. There also two significant emerging memory technologies which rely on ferroelectric effects: the ferroelectric FET (FeFET) and the ferroelectric tunnel junction (FTJ). Both of these show great promise as a high endurance, scalable emerging memory due to recent advancements in ferroelectric materials [52].

Ferroelectric memories fundamentally rely on the same physical switching mechanism, although there are different methods of creating an electronic memory based on this effect. Switching is caused by a reversal of spontaneous electric polarization (\(P_r\)) of thin ferroelectric films under an electric field, as described in detail in Chapter 6.

Traditionally, the most common ferroelectric materials used in electronic memories are PbZr\textsubscript{1−x}Ti\textsubscript{x} (PZT) and SrBi\textsubscript{2}Ta\textsubscript{2}O\textsubscript{9} (SBT). However, the recent discover of ferroelectricity in the CMOS compatible material, (doped) HfO\textsubscript{2} [52,53], has provided great enthusiasm for the future prospects of a CMOS integrated ferroelectric memory.

#### 13.4.1 Ferroelectric FET

The FeFET structure integrates a ferroelectric capacitor, similar to that in a FeRAM cell, into the gate of a MOSFET. A typical FeFET structure is shown in Figure 13.3 [54]. There are
several different variations of this structure; it is possible to remove one or both buffer layers, or deposit the structure on a nonsilicon substrate. It was originally demonstrated in 1974 [55], although significant research progress was not made until roughly two decades later. Switching in the FeFET occurs due to the change of $P_r$ in the gate ferroelectric, as described above. The change in polarization state is achieved by applying a positive or negative voltage pulse on the gate. When a positive pulse is applied, the resulting remnant polarization in the ferroelectric holds an electric field in the direction of the channel to the gate electrode, which raises the threshold voltage ($V_T$) of the MOSFET. This electric field can be thought of as subtracting a portion of the gate field, hence making it more difficult to turn the device on. Conversely, a negative gate pulse creates a remnant electric field which points from the gate to channel, and enhances the voltage applied by the gate. This field normally attracts electrons and creates an inversion layer in the n-FET, effectively creating a normally on device. For an in depth physical analysis and complete analytical model of the FeFET device physics, the reader is referred to Chapter 6 of this book and Reference [56].

The FeFET is the only FET-based memory described in this chapter, and hence it has a slightly different performance and reliability characterization methodology than other (e.g., resistive switching) nonvolatile memories. The retention is typically based on either the time dependent difference in $V_T$ or difference in $I_D$ of the SET and RESET states of the after a given time period. The slope from these $V_T$ shifts following a few days to a few weeks are typically extrapolated to 10 years to provide a projected $V_T$ window after this time.

Prior to around 2004, progress on developing a scaled FeFET with reasonable retention was relatively slow [57]. In 2004, a 10 $\mu$m device was demonstrated with $10^{12}$ cycles of endurance which retained data for 12 days, maintaining an $I_{ON}/I_{OFF}$ ratio of $10^6$ (although no long term endurance projection was made) [58]. In 2011, the first submicron FeFET with 10 year retention projected [59]. These devices utilized a Pt/SBT/Hf-Al-O/Si gate stack and had a minimum gate length 0.26 $\mu$m, and gave an endurance of $10^8$ cycles. In this work, utilizing 20 $\mu$s writing pulses of $-4$ V and $+6$ V, an initial voltage window of 500 mV was obtained, and an estimated voltage window of $\sim 250$ mV is extracted from a one week retention measurement [59]. In 2012, the same group demonstrated a 64 kbit FeFET array based on the
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Pt/SBT/Hf-Al-O/Si gate stack \[60\]. This array requires 10 $\mu$s $\pm$ 7.5 V SET/RESET pulses, and achieves $10^8$ cycle endurance. An initial window of 350 mV was demonstrated and a 10 year $V_T$ window of 200 mV was predicted (extrapolated from a 48 h measurement).

Recent demonstrations of ferroelectric silicon doped HfO$_2$ (Si: HfO$_2$) show some of best performance, reliability, and scaling data to date \[53,61\]. At IEDM 2011, HfSiO FeFETs were demonstrated which required 1 s programming with voltages of -3 V and +4 V and achieve an initial $V_T$ window of 1000 mV, which is predicted to be 650 mV after 10 years \[53\]. In 2012, a similar Si:HfO$_2$ FeFET with a gate length of 28 nm was demonstrated, by integrating the ferroelectric HfO$_2$ into the gate stack of a HKMG CMOS process \[61\]. This FeFET required 20 ns, $\pm$ 5 V SET/RESET pulses and produced an initial $V_T$ window of 1000 mV. It was estimated that these devices would maintain a 600 mV window after 10 years (extrapolated from a 30 h measurement). Endurance on this highly scaled device was only $10^4$ cycles due to significant charge injection.

Retention remains a key issue for the FeFET. All 10 year retention extrapolations are made from actual measurement lasting 12 days or less. Poor retention is due to two issues inherent in integrating a ferroelectric capacitor in a MOSFET gate stack: (a) the depolarization field and (b) charge trapping at the ferroelectric buffer- or ferroelectric-semiconductor interface \[57\]. The depolarization field occurs as a consequence of integrating a ferroelectric capacitor with a semiconductor. It is not possible for the ferroelectric to have the polarization charge compensated charge on the semiconductor side (even with a buffer layer) due to the capacitance of the semiconductor. The second issue, charge trapping at the interface of the ferroelectric and semiconductor, is caused by the remnant polarization field acting on this interface \[53,57\]. This charge eventually compensates the field created by the remnant polarization of the ferroelectric and effectively cancels the threshold voltage shift. Charge injection appears to be especially deleterious on highly scaled devices \[61\].

The FeFET is also difficult to integrate with CMOS, especially versions which rely on SBT or PZT. Doped HfO$_2$ offers an improved method of CMOS integration, but additional research is still needed to understand the origins of ferroelectricity in this material. In addition, the FeFET always requires an FET structure, and hence is not easy to integrate as a back end of line (BEOL) memory, as with metal/insulator/metal structures like ReRAM and the ferroelectric tunnel junction. However, if the extremely high endurance of the FeFET could be combined with high speed, low energy switching, it could serve as a strong M-class SCM or DRAM replacement candidate.

### 13.4.2 Ferroelectric Tunnel Junction

The ferroelectric tunnel junction (FTJ), also referred to as ferroelectric polarization reversal memory, is an asymmetric, metal/insulator/metal or metal/insulator/semiconductor resistive switching memory device. The insulator is a thin ferroelectric film which causes the resistance measured through the electrodes vary significantly based on the polarization direction due to the giant tunnel electroresistance (TER) effect. The theoretical concept of giant TER was first proposed as a polar switch by Leo Esaki in 1971, although experimental demonstration was not achieved until the early twenty first century \[62\]. Typical ferroelectric insulators are perovskites, such as BaTiO$_3$ (BTO) and Pb(Zr,Ti)O$_3$ (PZT). One electrode is often a metal such as Pt or Au. The other (e.g., bottom) electrode is typically a conducting perovskite, such as La$_x$Sr$_y$MnO \[63\] or SrRuO$_3$ \[64\]. Recently, improved tunnel electroresistance was found by using a semiconducting bottom electrode, Nb:SrTiO$_3$ \[65\].
The SET, RESET, and read procedures are similar to bipolar ReRAM, but the physical mechanism is markedly different. The resistance switching in an FTJ can be explained with the aid of Figure 13.4. The device is set to a low resistance state (LRS) by applying a positive voltage pulse to the top electrode (2–5 V, and 10 ns to 100 μs are typical experimental values) [63,65]. This voltage pulse causes the electric field in the ferroelectric layer to polarize in the direction of the bottom to top electrode, as illustrated in Figure 13.4a. In this state, the electron tunnel barrier, $\phi$, is low compared to the opposite polarization (the average barrier for the LRS is denoted $\phi_0$ in Figure 13.4). A negative voltage pulse of roughly equal time and magnitude causes a reversal of the polarization, and the barrier rises to an average height of $\phi_L$. The cell is read by measuring the current at a voltage low enough to avoid disturbing the polarization, typically on the order of 100 mV.

FTJ memory was realized for the first time in the past several years, and hence only a handful of proof of concept studies of memory cell characteristics have been performed. In 2012, a 50 nm FTJ memory was demonstrated [63], with an estimated potential to scale to 10 nm, based on the ferroelectric domain size [5]. This device had the very low write energy of 10 fJ/bit. The highest published endurance and retention values are given in Reference [67] for a Co/BiFeO$_3$/Ca$_{0.96}$Ce$_{0.04}$MnO$_3$ FTJ of $4 \times 10^6$ cycles and 10 years, respectively. Reference [65] elucidates a common, but important tradeoff between retention, endurance, and write voltage can be found. If a write voltage of 3.5 V is used, $R_{\text{OFF}}/R_{\text{ON}}$ values of $10^4$ are possible (which will increase

**Figure 13.4** Physical depiction of a FTJ band diagram and device structure in: (a) low resistance (ON) state and (b) high resistance (OFF) state. The red arrows represent (a) high and (b) low current flow through the resistive element, based on the polarization direction, which influences the barrier height. Reprinted by permission from Macmillan Publishers Ltd: Nature, reference [66], copyright 2012.
retention), but endurance is limited to tens of cycles. In the opposite extreme, if a write voltage of 2.2 V is used the \( R_{\text{OFF}}/R_{\text{ON}} \) drops to about 40, which increases the endurance but reduces the retention times and decreases read margins in an array.

FTJ memory shows promise as a scalable, ultra-low switching energy technology, but is relatively new and has many research challenges that must be overcome before being considered as a viable NAND flash, SCM, or DRAM replacement candidate. One of the key research areas is to prove that a single FTJ can have an endurance greater than \( 10^6 \), while maintaining reasonable retention. Scaling down to 10 nm or less must also be proven. Furthermore, it will be technologically important to develop an FTJ using CMOS compatible materials; one possibility is to take advantage of ferroelectricity discovered recently in doped HfO [52]. Another important step will be to develop FTJ memory arrays and explore the cell to cell variation and yields.

13.5 Mott Memory

Mott memory is a resistive switching memory cell with a similar structure to metal oxide ReRAM, sometimes referred to in the literature as a correlated electron RAM (CeRAM) [68]. Specifically, this is a metal/insulator/metal structure utilizing a Mott insulator. Common Mott insulators used in memories are \( \text{VO}_x, \text{Pr}_1-x\text{Ca}_x\text{MnO}_3, \) and \( \text{NbO}_x \). In these materials, the standard quantum theory of solids, such as the tight-binding model, predict that these materials should act as electrical conductors [69]. The standard tight-binding model uses the independent electron approximation, which does not account for strong electron-electron interactions, where a short screening length exists. In a Mott insulator, the high electron density under certain conditions creates a short enough electron screening length that electrons interact with each other such to create an energy gap and impede conduction. One can consider the simple physical picture: these extremely high densities of electrons strongly repulse each other and resist conduction. A Mott insulator transitions to metallic behavior past a particular material dependent temperature, known as the metal insulator transition (MIT) transition temperature. For example, this has been shown to occur at \( \sim 1070 \text{ K} \) in \( \text{NbO}_2 \) [70].

Switching in a Mott insulator typically occurs due to a metal insulator transition induced by current injection in the device, and can be unipolar [71] or bipolar [68,72]. In fact, the electrical switching of a Mott memory shares similarities with oxide-based ReRAM (hence in some cases the Mott transition is considered an alternate explanation to ionic motion for resistance switching in certain metal oxides [71,72]). In a Mott memory, a voltage pulse forces the Mott transition (which naturally occurs at the MIT temperature). A voltage pulse of either opposite polarity [72], or different waveform [72] causes the device to return to its conducting state. The ability to use a current to cause a Mott insulator to reach the insulating state is expected, and accounts for the behavior of Mott oscillators [73].

Mott switching has the advantages of high speed and low energy. For example, switching at speeds below 3 ns, and endurance of \( 10^9 \) cycles, with energies around 100 fJ in \( \text{NbO} \) crossbar devices have been demonstrated [72]. However, these devices were not nonvolatile (nor were they intended to be – these were being explored as a resistive memory select device), and lost their state as soon as they cooled, typically in a few ns. Carbonyl doped NiO Mott memories with an endurance of 100 cycles were reported to retain data for 1 h at 300 °C [68].

Theoretical understanding and experimental demonstration of retention in Mott memory is an important research challenge. In devices that exhibit retention of conduction below MIT temperature, it will be necessary to demonstrate high endurance, scaling, and eventually
functional arrays. If long retention cannot be demonstrated, it is also possible that Mott insulators can be used as a select device for resistive memory arrays [73] (see Chapter 12).

13.6 Macromolecular Memory

The category of macromolecular memory, also referred to as polymer, or organic memory, encompasses a wide variety of memory devices [74,75] (also see Chapter 10). The defining feature of this category is the incorporation of polymers in the switching layer. For brevity the following treatment focuses on the category of devices which exhibit resistance change due to this polymer layer. This category of macromolecular memory has demonstrated the best performance metrics [5]. A very thorough description of other types of polymer memories, including capacitor and FET structures is given in reference [74].

The resistive macromolecular memory structure consists of a metal/insulator/metal structure, where the insulating/switching layer is a polymer – which is often organic. There are numerous resistance switching mechanisms reported in macromolecular memories, which are not yet fully understood. The read and write operations in a resistive macromolecular memory are similar to those in ReRAM and it is possible define a similar set of categorization to the ReRAM scheme presented above. Bipolar voltage induced electrochemical formation and dissolution of an Ag filament was directly observed in an Ag/WPF-BT-FEO3/Conducting-Si stack [76]. This is a strong indication that the mechanism is analogous to the electrochemical metallization bridge (EMB) ReRAM described in Section 13.3.1, except that the insulating layer has been replaced by an organic polymer. Anionic motion, similar to the unipolar and bipolar metal oxide ReRAM has been proposed as another switching mechanisms in several macromolecular memory devices [74]. A mechanism for bipolar switching reported by several groups is the creation and annihilation of a charge transfer (CT) complex due to an electric field [75,77,78]. This mechanism is unique to polymer memories. When formed, a charge transfer complex allows the flow of charge through the normally insulating polymer.

A number of promising macromolecular memory devices have been recently been reported. A 2 × 2 μm Al/parylene-C/parylene-C/W cell has been demonstrated to exhibit bilayer switching with a RESET current of 18 nA (a 150 nA SET current is required) at a power of 67 nW [79]. Assuming that the RESET switching is 15 ns, as reported for an earlier parylene-C memory [80], a switching energy of 1 fJ is possible. This device exhibited a retention of ~10^4 s (~3 h) at 200 °C and endurance of about 100 cycles [79]. The highest reported endurance in a macromolecular memory comes from an Al/polyimide/ITO cell, using a polymide named “DAXIN-PI” [78]. This bipolar device exhibited 10^5 SET/RESET cycles (using 200 ns ±2 V pulses) and with retention of ~3 h at 85 °C, following this endurance test. SET and RESET voltages were as low as 1.0 and ~0.3 V, respectively, and a maximum R_OFF/R_ON ratio of 10^5 was demonstrated. As with other types of ReRAM, tradeoffs between switching voltage, switching time, endurance, and retention exist. A relatively long retention time of over 10^6 (>32 days) was obtained by using a Al/PEDOT:PSS/Cu bipolar electrochemical metallization type cell [81].

A highly scaled 8 × 8 crossbar array of 100 nm Al/Pl:PCBM/Au with unipolar resistive switching cells has been demonstrated [82]. For macromolecular memories which rely on
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3 The full polymer formula is: poly[(9,9-bis(6´-(N,N,N-trimethylammonium) hexyl)-2,7-fl uorene)-co-(9,9-bis(2-(2-methoxyethoxy)ethyl)-fluorene)-co-(2,1,3-benzothiadiazole)] dibromide.
4 For a macromolecular memory cell.
5 The full polymer formula is: poly(3,4-ethylene-dioxythiophene):poly(styrenesulfonate).
filamentary conduction, it is reasonable to assume that the ultimate scaling limits will follow that of EMB, or MO-BF type ReRAM due to small filament sizes. For example, in Reference [81], the size of the Cu filament is calculated to be about 4.1 nm (from resistivity calculations).

The $8 \times 8$ array work presented in reference [82] also provided baseline statistics for the 64 cells (statistical analysis was done for the array with $2 \times 2 \mu m^2$ devices). The yield was 50 out of the 64 cell array ($\approx 78\%$). Both the high resistance state had a spread of about two orders of magnitude, and the average $R_{\text{OFF}}/R_{\text{ON}}$ was about $10^5$, so the distributions did not overlap. A stacked three layer set of $8 \times 8$ crossbars of unipolar $200 \times 200 \mu m$ PI:PCBM-based cells, stacked between Al metal lines has been demonstrated [83]. In this case, the yield was 160/192 bits (83%). High resistance state values had a relatively large spread (about four orders of magnitude), but still did not overlap with the low resistance states. Large variation in the high resistance state of cells is a common attribute of metal oxide ReRAM [11]. Similar PI:PCBM $8 \times 8$ arrays have also been demonstrated on a flexible substrate with relatively similar performance [84], demonstrating the possibility of use as a NVM for flexible electronics.

Macromolecular memories are interesting from the fundamental material science perspective, and present interesting prospect as a future memory technology. However, several key challenges must be addressed to make macromolecular memory viable as a mainstream commercial product. An important, fundamental challenge of macromolecular memories is, as with ReRAM, to obtain an improved understanding and categorization of macromolecular resistive switching mechanisms [75]. At the cell level, endurance and retention in most reports are low (<200 cycles endurance and <3 h retention are typical [79,80,82]). Demonstration of proof of concept devices that combine low energy, high endurance, high retention, and excellent scalability in a single device is a key milestone. Furthermore, most polymers used in these memories are not considered CMOS compatible materials, and it is not clear that these memories will survive integration with a typical CMOS at typical BEOL temperatures.

### 13.7 Carbon-based Resistive Switching Memory

Resistive switching in numerous forms of carbon has been reported in recent years. A straightforward method to categorize these emerging memory technologies is by the form of carbon that facilitates switching: carbon nanotubes, amorphous carbon (a-C), diamond-like carbon (DLC), graphene, and graphene oxide. The physical switching mechanisms reported vary widely, which include the change from the $sp^2$ to $sp^3$ state in carbon [85], redox mechanisms (as described above in Section 13.4 and in Chapter 8), charge trapping (described in Chapter 9), and nanoelectromechanical switching. In addition to reports of resistive switching in the carbon material, carbon nanotubes have been utilized as electrode materials for other types of memory including phase change [86] and metal oxide–bipolar filamentary ReRAM [39]. In the following, we briefly survey the state of the art of carbon-based resistive switching memories.

#### 13.7.1 Amorphous Carbon and Diamond-like Carbon

An amorphous carbon (a-C) or diamond-like carbon (DLC)-based resistive switch consists of an electrode/$x$/electrode structure similar to other ReRAM cells, where $x$ is an a-C or DLC layer. Resistive switching in amorphous carbon is reported to result from numerous different physical mechanisms. In several reports, unipolar switching in a-C [85,87] and DLC [88] is thought to occur due to the formation and rupture of a $sp^3$ filament in the material. This case is
analogous to metal oxide-unipolar filamentary ReRAM, as the SET and RESET mechanism are both thermochemical.

In another case, when the structure includes a Cu or Ag electrode, and bipolar switching occurs, it is reasonable to propose that the electrochemical formation and dissolution of a metal filament cause switching. This has been observed in both Cu/a-C/electrode and Ag/a-C/electrode structures [89]. In this case, the memory is an EMB ReRAM cell (as discussed above), where the insulating layer is composed of amorphous carbon rather than the more traditional EMB materials such as chalcogenides and metal oxides.

13.7.2 Graphene and Graphene Oxide

Graphene-based memories have been reported by multiple groups [90–93]. A resistive switching structure is typically comprised of a graphene strip contacted on both sides by electrodes (i.e., Pt [90] or Cr/Au [92]). One proposed mechanism of switching in graphene is the nanoelectromechanical breaking and reattaching of the strip [90]. Bipolar resistive switching in a graphene strip has also been explained by charging effects [90]. Bipolar switching has also been reported in metal/graphene oxide (GO)/metal structures. In the case where one of the electrodes is Cu, it is likely an electrochemical metallization bridging effect occurs, similar to the EMB ReRAM. A Cu/GO/Pt structure with bipolar switching at \( \sim 1 \text{ V} \), with a \( R_{\text{OFF}}/R_{\text{ON}} \) ratio of 20 and retention of \( 10^4 \) s has also been reported [90]. A flexible Al/GO/Al structure was demonstrated with bipolar switching at about 3.5 V, suggesting a valence change mechanism similar to that in MO-BF ReRAM.

13.7.3 Carbon Nanotubes

Carbon nanotube memory originally attracted significant attention in the year 2000, after the concept of a highly scaled memory array with each cell was defined by the cross-section of two carbon nanotubes was presented [94]. The proposed mechanism for switching in such an array was the electrostatic repulsion and attraction of the two crossing nanotubes. More recently, a full prototype memory chip IC was demonstrated based on lithographically defined carbon nanotube resistance switching layers [95]. The proposed switching mechanism is fundamentally the same electrostatic resistance switching mechanism reported in reference [94]. However, it was hypothesized in the lithographically defined nanotube layers that the connection and repulsion of many nanotubes in concert is responsible for the observed resistance change [95]. The 4 Mb test chip based on 22 nm carbon nanotube layer memory cells has a typical SET operation requiring a 5 V pulse for 500 ns, with a typical current of 1 \( \mu A \). The RESET operation requires a 50 ns, 4.5 V pulse resulting in a typical current of 15 \( \mu A \). Assuming both currents give are averages, the SET and RESET switching energies are 2.5 pJ and 3.4 pJ respectively. An endurance of \( 10^4 \) cycles and retention of 24 h at 125 \( ^\circ \)C are reported for this prototype. For this carbon nanotube layer-based NVM technology, few fundamental studies have been published, and hence it is difficult to verify the switching mechanism.

13.7.4 Research Challenges

Carbon memories present interesting features, such as high temperature operation, flexible arrays, and simple processes. However, carbon memory is a relatively young field with many research challenges. Foremost is the understanding of switching mechanisms in different materials. Resistive switching in amorphous carbon and graphene oxide appear to have
similarities to redox memory; if this is verified it would be appropriate to consider them a member of the ReRAM family. More fundamental work is needed to understand and verify the proposed switching mechanisms in each category of emerging carbon memory.

13.8 Molecular Memory

Molecular memory is a resistive switching structure based on a single monolayer of molecules surrounded by electrode materials. The memory effect is related to the change in the charge state of a molecule such that conductivity is modulated. Molecular memory is intriguing from the scientific perspective, and offers the possibility of very high scalability and low energy.

One of the earliest demonstrations of molecular memory was made from self-assembled monolayers of four different benzene-based molecules between Au electrodes [96]. This memory was bipolar, requiring a +5 V SET and −5 V RESET process. The retention in this demonstration was only ∼15 min, which would categorize it as a volatile memory. Another significant effort focused on bipolar switching of a [2]rotaxane-based molecular switch tunnel junction (MSTJ) in crossbar configurations [97,98]. In 2007, a rotaxane-based 160 kb molecular memory array was demonstrated [99]. Switching was achieved with 200 ms pulses of +0.2 (SET) and −1.5 V (RESET). This array had a yield of about 25%, with an average retention of about 90 min and maximum retention of about 180 min.

Molecular memory has many challenges, and research activity has declined in recent years.6 A major research topic related to molecular memory continues to be separation of the effects of the contacts from the molecular switching. Other key research challenges include very short retention times, low endurance, high variation, and low yield.

Recently, novel work using DNA as a storage medium was presented which offers an alternative promising molecular method of extremely dense information storage [100,101]. Arguably, the DNA molecule demonstrates storage density several orders of magnitude higher than other known storage technologies. The storage density of molecular DNA memory is ∼10^{19} bit/cm³, and 1 kg of DNA could store a maximum theoretical capacity of ∼2 × 10^{18} Mbit, which exceeds the world’s current total information storage capacity [102]. Recent progress in DNA synthesis and sequencing has made it possible to experimentally explore DNA storage beyond biological applications. A major breakthrough occurred in 2012–2013 when mainstream digital formats were demonstrated to be compatible with DNA storage, offering a 1000× improvement in density [100,101]. DNA volumetric memory density far exceeds (1000×) projected ultimate electronic memory densities [103]. Also, in the living cell, the memory read/write operations occur at high speed (<100 μs/bit) and require very low energy (∼10^{-11} W/GB) [103].

There are still many unknowns regarding both DNA operations in cells and with regard to the potential of DNA technology for massive storage applications. One of the research goals is to demonstrate miniaturized, on-chip integrated DNA storage. New technologies for DNA synthesis and sequencing described above are key components of this work. For example, there are recent promising demonstrations of micro-manufactured DNA devices, such as a “DNA transistor” for sequencing [104]. Based on the rapid and continuing progress in DNA technologies, it is reasonable to suggest that research toward the integration of DNA memory
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6 Research has declined as number of indexed publications recorded in the Research Activity section of the ITRS ERD chapter.
systems with semiconductor integrated circuits could provide an impetus for highly dense memory systems operating at very low power.

13.9 Assessment and Benchmarking

Key concepts, recent status, and challenges of 10 emerging memory device technologies have been presented. It is useful to compare and contrast the applicability of these technologies against the required benchmark of their prospective markets. Estimated quantitative and qualitative requirements for key markets are provided in Table 13.1. This table is populated from the 2013 ITRS ERD and PIDS chapters, as well as external sources where noted. The quantitative data provided are estimates, and can vary greatly depending on the specific implementation of the memory. For example, DRAM used in a supercomputer may have considerably higher performance requirements than that used in a mobile device, such as a tablet. The data presented is intended as a useful starting point against which emerging memory technologies can be benchmarked. It should also be noted that switching energy and read/write latency requirements are given at the system level. Numbers for emerging memories are typically given for the device or array level. Hence, system architecture and circuit-level considerations may determine switching energy and latency rather than performance of the memory itself. System versus device level energetics are discussed further for DRAM and flash memory in Chapter 3.

Table 13.1 is arranged in order of the approximate time emerging memory technologies would likely enter the market. Embedded EEPROM replacement involves the replacement of an EEPROM cell in an embedded microcontroller or field programmable gate array (FPGA). An example of this is provided in Reference [7], which describes a microcontroller product with a monolithically integrated ReRAM memory. As indicated by the requirements, the EEPROM market has the lowest barrier to entry and is a good niche starting point for emerging memories. Flash memory is currently a ~US$ 30 billion/year market, the majority of which is NAND. For this reason, displacing NAND flash will be an important near term goal of emerging memories. The most important attributes for this market are scaling to higher densities and at a lower cost than NAND flash. Storage Class Memory is a market opportunity for emerging and prototypical memories, based on the large latency gap between typical magnetic- or flash-based disk drives and the DRAM main memory. SCM would replace magnetic memory, solid state disks (SSDs), and possibly even DRAM with one or more emerging memory technologies (NAND flash is considered a low-end or early SCM technology). M-Class SCM has performance and endurance characteristics closer to those of DRAM, whereas S-Class is reminiscent of flash, with lower performance, but a high retention requirement. DRAM serves as the main working memory for a wide variety of systems, including PC and most mobile devices, such as tablets and smartphones. It has effectively unlimited endurance and a low read/write latency, but retention of less than 1 s. The final market in Table 13.1 does not currently exist, but is a straw man for a memory integrated with high performance logic; similar to that suggested by the “Nanostore” concept [6]. In the following, we assess quantitative characteristics of emerging technology, with regard to the requirements of these potential markets.

Tables 13.2 and 13.3 provide a compilation of quantitative performance parameters for emerging memory technologies, including best projected and demonstrated values of key metrics with references as given. The values are from the 2013 ITRS ERD tables and references therein [5].
Table 13.1 Approximate requirements for emerging memories categorized by available markets

<table>
<thead>
<tr>
<th>Time to implementation</th>
<th>Embedded EEPROM replacement&lt;sup&gt;a&lt;/sup&gt;</th>
<th>NAND flash replacement (e.g., SSD)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>S-type storage class memory&lt;sup&gt;c&lt;/sup&gt;</th>
<th>M-type storage class memory&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Stand-alone DRAM (DIMM) replacement&lt;sup&gt;d&lt;/sup&gt;</th>
<th>CMOS integrated DRAM/storage/main memory&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Now</td>
<td>2-5 yr</td>
<td>2-5 yr</td>
<td>5-10 yr</td>
<td>5-10 yr</td>
<td>&gt;10 yr</td>
</tr>
<tr>
<td>Quantitative requirements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum bit level endurance</td>
<td>$10^6$</td>
<td>$10^5$</td>
<td>$10^6$</td>
<td>$10^7$</td>
<td>$10^9$</td>
<td>$10^{10}$</td>
</tr>
<tr>
<td>Minimum bit level retention</td>
<td>10 yr</td>
<td>1 yr</td>
<td>10 yr</td>
<td>5 yr</td>
<td>64 ns</td>
<td>10 yr</td>
</tr>
<tr>
<td>Maximum system level read/ write latency</td>
<td>100 µs</td>
<td>100 µs</td>
<td>5 µs</td>
<td>200 ns</td>
<td>100 ns</td>
<td>10 ns</td>
</tr>
<tr>
<td>Maximum system level write energy (pJ)</td>
<td>$10^4$</td>
<td>100</td>
<td>25</td>
<td>100</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Maximum feature size (nm) (bit/cm)</td>
<td>$180$</td>
<td>12</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Maximum cost (US/GB)</td>
<td>30&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2</td>
<td>4</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Qualitative requirements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>Low</td>
<td>Low/ moderate</td>
<td>Moderate</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Reliability</td>
<td>Required</td>
<td>Useable/not required</td>
<td>Useable/not required</td>
<td>Useable/not required</td>
<td>Useable/not required</td>
<td>Required</td>
</tr>
<tr>
<td>CMOS compatibility</td>
<td>Required</td>
<td>Useable/not required</td>
<td>Useable/not required</td>
<td>Useable/not required</td>
<td>Useable/not required</td>
<td>Required</td>
</tr>
<tr>
<td>BEOL process</td>
<td>Required</td>
<td>Not required</td>
<td>Not required</td>
<td>Not required</td>
<td>Not required</td>
<td>Required</td>
</tr>
<tr>
<td>Layering capability</td>
<td>Not required</td>
<td>Required</td>
<td>Required</td>
<td>Required</td>
<td>Required</td>
<td>Required</td>
</tr>
</tbody>
</table>

<sup>a</sup> Based on common embedded microcontrollers with flash-based program/data memory.

<sup>b</sup> Based on modern NAND flash characteristics, considering a stand-alone module.

<sup>c</sup> Based on SCM info from 2015 ITRS ERD Tables.

<sup>d</sup> Based on modern DRAM characteristics.

<sup>e</sup> High performance logic CMOS integration based on estimated requirements for data-center-level processor (e.g., a “nanostore” [6]). This could also be thought of as a “universal memory” which does not require tradeoffs in performance or reliability.

<sup>f</sup> Based on the cost of a standalone external microcontroller memory; information on the cost per bit of flash integrated in a microcontroller is not available.
<table>
<thead>
<tr>
<th>Subclass</th>
<th>Emerging ferroelectric memory</th>
<th>Carbon memory</th>
<th>Memristor memory</th>
<th>Macromolecular memory</th>
<th>Molecular memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature size ( F ) (nm)</td>
<td>Best projected</td>
<td>FeFET</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>Same as CMOS transistor</td>
<td>50</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Cell area</td>
<td>Best projected</td>
<td>4f(^2)</td>
<td>4f(^2)</td>
<td>4f(^2)</td>
<td>4f(^2)</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>Not available</td>
<td>Not available</td>
<td>Not available</td>
<td>Not available</td>
</tr>
<tr>
<td>Write/erase time</td>
<td>Best projected</td>
<td>&lt;100 ps</td>
<td>&lt;1 ns</td>
<td>&lt;1 ns</td>
<td>&lt;10 ns</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>20 ns, 10 ns</td>
<td>10 ns</td>
<td>10 ns</td>
<td>10 ns, 0.2 s</td>
</tr>
<tr>
<td>Retention time</td>
<td>Best projected</td>
<td>10 yr</td>
<td>&gt;10 yr</td>
<td>Not available</td>
<td>&gt;1 yr</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>2.5 ( \times 10^1 ) s (3 d)</td>
<td>3 d</td>
<td>168 h at 250°C</td>
<td>Not available</td>
</tr>
<tr>
<td>Write cycles</td>
<td>Best projected</td>
<td>&gt;10(^{1.5})</td>
<td>10(^{1.5})</td>
<td>Not available</td>
<td>&gt;10(^{1.5})</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>10(^{1.5})</td>
<td>4 ( \times 10^6)</td>
<td>5 ( \times 10^7)</td>
<td>~100</td>
</tr>
<tr>
<td>Write operating voltage (V)</td>
<td>Best projected</td>
<td>Not available</td>
<td>1</td>
<td>Not available</td>
<td>Not available</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>~0.5</td>
<td>2.3</td>
<td>5.6</td>
<td>1.25, 0.75</td>
</tr>
<tr>
<td>Read operating voltage (V)</td>
<td>Best projected</td>
<td>Not available</td>
<td>0.1 V</td>
<td>Not available</td>
<td>Not available</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>0.5</td>
<td>0.1</td>
<td>1.5</td>
<td>0.2</td>
</tr>
<tr>
<td>Write energy per bit</td>
<td>Best projected</td>
<td>0.1 fJ</td>
<td>1 fJ</td>
<td>Not available</td>
<td>Not available</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>1 fJ</td>
<td>10 fJ</td>
<td>Not available</td>
<td>Not available</td>
</tr>
<tr>
<td>Research activity</td>
<td>30</td>
<td>27</td>
<td>52</td>
<td>31</td>
<td>80</td>
</tr>
</tbody>
</table>
13.9.1 Scaling

The scalability of an emerging memory technology is a key factor for it to be considered a strong candidate to replace traditional data storage technologies. Although NAND flash has been scaled to a 2D density of 16 nm, a density of roughly $9 \times 10^{10}$ bits/cm$^2$ (or $\sim$11 GB/cm$^2$), these ultra-scaled devices have suffered severely degraded retention, endurance, and yield [5]. DRAM also has “no known solutions” for scaling challenges below the 20 nm half pitch, occurring in 2017 [5]. The maximum density a memory technology can reach is defined by the minimum feature size $F$ and cell area, in terms of $F^2$. The maximum density of a layer is plotted in Figure 13.5 for a given feature size using a cell area of 4, 6, and $8 F^2$.

Table 13.3 Parameters for the four categories of ReRAM [5]. Numbers are from the 2013 ITRS ERD Table 4b and references therein. Research activity is given in number of peer reviewed publications indexed from July 2011 through July 2013

<table>
<thead>
<tr>
<th>Storage mechanism</th>
<th>Electrochemical metallization bridge</th>
<th>Metal oxide: bipolar filamentary</th>
<th>Metal oxide: unipolar filamentary</th>
<th>Metal oxide: bipolar nonfilamentary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature size F (nm)</td>
<td>Best projected 20 (GeSe), 30 (CuS)</td>
<td>&lt;5 5 (AlO$x$)</td>
<td>4F$^2$ 4F$^2$</td>
<td>4F$^2$ 4F$^2$</td>
</tr>
<tr>
<td>Cell area (2D)</td>
<td>Best projected 4F$^2$ 4F$^2$</td>
<td>Best projected 4F$^2$</td>
<td>4F$^2$ 4F$^2$</td>
<td>4F$^2$ 4F$^2$</td>
</tr>
<tr>
<td>Write/erase time (ns)</td>
<td>Best projected &lt;1 not available</td>
<td>Best projected &lt;1 &lt;1</td>
<td>10 (W), 5 (E)</td>
<td>1000 h at 200 °C</td>
</tr>
<tr>
<td>Retention time</td>
<td>Best projected &gt;10 1000 h at 200 °C</td>
<td>Best projected &gt;10 1000 h at 150 °C</td>
<td>&gt;10 4 h at 125 °C</td>
<td>&gt;10</td>
</tr>
<tr>
<td>Write cycles</td>
<td>Best projected &gt;10$^{11}$ &gt;10$^{12}$</td>
<td>Best projected Not available Not available</td>
<td>Not available Not available</td>
<td>Not available Not available</td>
</tr>
<tr>
<td>Write operating voltage (V)</td>
<td>Best projected 0.6 1–3</td>
<td>Best projected &lt;1 &lt;1</td>
<td>1–3 1–3</td>
<td>1–3</td>
</tr>
<tr>
<td>Read operating voltage (V)</td>
<td>Best projected &lt;0.2 0.1</td>
<td>Best projected 0.1 0.1–0.2</td>
<td>Not available 0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>Write/erase energy (J/bit)</td>
<td>Best projected Not available 0.1 fJ</td>
<td>Best projected 0.1 fJ</td>
<td>Not available Not available</td>
<td>Not available Not available</td>
</tr>
</tbody>
</table>
| Research activity | 593 (includes all categories) | 266 | Electromechanical metallization bridge | Valence change filament formation | Thermochemical effect filament formation | Change in tunneling characteristics near interface
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Scalability is one of the categories evaluated in both the qualitative and quantitative sections of the ERD chapter. Scalability below 10 nm is predicted for all emerging memories, although it has only been demonstrated for BF-MO ReRAM (see Table 13.3). This matches the qualitative opinion reflected in the expert survey that ReRAM has the highest potential scalability (Table 13.4). It is reasonable to conclude that other emerging memories that rely on filamentary switching, such as certain types of carbon and macromolecular memory, will scale to the same dimensions as standard filamentary ReRAM. The high scalability of ReRAM makes it especially attractive as a NAND flash replacement for S-type SCM technology.

In certain memory categories listed in Table 13.1, such as M-type SCM and DRAM replacement, scaling is less important than performance factors, such as endurance, write speed, and energy. For example, while it is possible that the FeFET may not scale as well as ReRAM, but the high endurance may still make it a strong DRAM replacement candidate.

13.9.2 Performance

Emerging memory performance is assessed quantitatively in Tables 13.2 and 13.3 by write/erase speed, energy, and voltage. Performance is assessed qualitatively from survey results in Table 13.4, as an assessment of speed, energy efficiency, and ON/OFF ratio. Demonstrated SET/RESET speeds are 20 ns or less for all technologies except molecular memory and MO-BN ReRAM. Where available, all technologies had demonstrated switching energies of less than 10 pJ, and in many cases less than 1 pJ. Interestingly, the qualitative assessments of speed and energy efficiency are lowest for macromolecular memory, even though there are very competitive values reported in the literature for this technology. Differences in performance records reported in the literature and the opinion conveyed by the survey of experts might reflect significant recent improvement in performance, or the anticipation of difficulty achieving record performances on production devices. As described in Chapter 3, array and architectural considerations will ultimately determine the system level speed and energy

Figure 13.5  Density versus minimum feature size ($F$) for cell sizes of $4F^2$, $6F^2$, and $8F^2$
Table 13.4 Qualitative assessment of emerging memory technologies sorted by overall score. Based on the expert survey presented in the 2013 ITRS ERD chapter [5]

<table>
<thead>
<tr>
<th></th>
<th>Overall</th>
<th>Scalability</th>
<th>Speed</th>
<th>Energy efficiency</th>
<th>ON/OFF “1”/“0” ratio</th>
<th>Operational reliability</th>
<th>Room temperature operation</th>
<th>CMOS technological compatibility</th>
<th>CMOS architectural compatibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReRAM</td>
<td>18.7</td>
<td>2.9</td>
<td>2.5</td>
<td>2.1</td>
<td>2.2</td>
<td>1.6</td>
<td>2.5</td>
<td>2.4</td>
<td>2.4</td>
</tr>
<tr>
<td>FeFET</td>
<td>17.4</td>
<td>2.0</td>
<td>2.4</td>
<td>2.3</td>
<td>2.1</td>
<td>1.7</td>
<td>2.4</td>
<td>2.3</td>
<td>2.4</td>
</tr>
<tr>
<td>FTJ</td>
<td>17.3</td>
<td>2.3</td>
<td>2.2</td>
<td>2.2</td>
<td>2.1</td>
<td>1.7</td>
<td>2.4</td>
<td>2.1</td>
<td>2.2</td>
</tr>
<tr>
<td>Carbon-based</td>
<td>17.0</td>
<td>2.2</td>
<td>2.2</td>
<td>2.0</td>
<td>2.3</td>
<td>1.7</td>
<td>2.4</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>Meri</td>
<td>16.6</td>
<td>2.1</td>
<td>2.4</td>
<td>2.1</td>
<td>2.2</td>
<td>1.7</td>
<td>1.9</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>Macronuclear</td>
<td>13.9</td>
<td>1.8</td>
<td>1.7</td>
<td>1.7</td>
<td>1.6</td>
<td>1.3</td>
<td>2.2</td>
<td>1.7</td>
<td>1.8</td>
</tr>
<tr>
<td>Molecular</td>
<td>13.9</td>
<td>2.6</td>
<td>1.7</td>
<td>2.0</td>
<td>1.3</td>
<td>1.1</td>
<td>2.0</td>
<td>1.6</td>
<td>1.8</td>
</tr>
</tbody>
</table>
requirements of each of these memories. For example, a DRAM cell only requires about 10 fJ at the cell level but at the system level requires $\sim 50$ pJ.

### 13.9.3 Reliability

Write cycles (endurance) and retention data are the main quantitative measures of reliability provided in Tables 13.2 and 13.3, although other factors, such as device to device variability and random telegraph noise (RTN) are also important reliability considerations in memory device reliability. Variability and RTN are somewhat difficult to assess in a quantitative comparison table, but are expected to influence the expert survey opinions of “operational reliability” provided in Table 13.4.

The minimum endurance required for an emerging memory to enter any of the application markets described in Table 13.1 is about $10^6$ SET/RESET cycles. This endurance has been demonstrated in all categories of ReRAM, ferroelectric, and carbon memory (except graphene memories). If a memory technology has an endurance of less than $10^6$, it is likely that workarounds such as error correction code (ECC) and garbage collection routines will be needed (as with modern NAND-flash memory). Mott, molecular, and macromolecular memory have not yet met this requirement (although macromolecular has achieved $10^5$ cycles), and hence achieving this endurance should be a key research in those technologies.

For M-type SCM and DRAM replacement applications, higher endurance is required. M-type SCM requires one billion cycles, whereas straightforward DRAM replacement would require $10^{16}$ SET/RESET cycles. The requirement of a billion cycles has been met by the FeFET, as well as EMB and MO-BF ReRAM. This high endurance, along with excellent performance makes these technologies potential M-type SCM and DRAM replacements. In the case of the FeFET, the low retention is not an impediment for these technologies.

The retention required for the traditional NVM applications of embedded EEPROM and NAND-flash, as well as S-type SCM is 10 years (typically retaining data at a temperature of $85^\circ$C). Since it is difficult to make a measurement over 10 years, retention is typically projected from accelerated measurements [41], but there is not a standardized method of reporting these projections in an emerging memory device [105]. ReRAM (except for non-filamentary) are projected to meet this 10 year requirement from relatively detailed retention studies that derived from thorough arhennius studies. Ten year retention is also predicted for the FeFET and FTJ, although the longest demonstrated periods are about three days for each, and hence additional data is needed to verify this claim. For a DRAM replacement and M-type SCM memory retention is much less important (whereas endurance is key), and hence the FeFET and FTJ are still a strong contenders.

Qualitatively, all emerging memories scored low in the “operational reliability” category. This can be presumably attributed to several factors, especially variability in the SET and RESET states between devices and lack of long term reliability data. This illustrates the general fact that after basic functionality of an emerging memory technology is demonstrated, research and development efforts must prove reliability before being accepted in any of the markets listed in Table 13.1. Perhaps finding a niche, low consequence market which allows the memory product to demonstrate reliable operation of high quantities of parts is the best approach to gain widespread use of an emerging memory technology [11].

The scores for macromolecular and molecular memories were the lowest at 1.3 and 1.1, respectively. This indicates a strong need for these technologies to focus research efforts on
proving that reliable operation is possible, otherwise commercial adaptation of these technologies is unlikely.

13.9.4 CMOS Compatibility and Cost

CMOS compatibility and cost are, perhaps, the most subjective requirements for emerging memory technology, although they are also often the greatest factors which determine commercial success in any market. All emerging memories discussed except for the FeFET employ back end of line (BEOL) processing, and hence their CMOS compatibility should be assessed with regard to BEOL materials and temperatures. ReRAM received the highest score on CMOS compatibility, which likely reflects that at least for certain ReRAM devices, there are no special materials required and that this technology can survive typical BEOL CMOS temperatures (which are typically a maximum of 400°C). The lowest scores were given to macromolecular and molecular memories, and can be attributed to two problems. First, both of these technologies require special materials not typically found in fabrication, (such as polymers). Second, it is not clear that many of these polymers or molecules can survive BEOL temperatures and process conditions.

Another important factor in CMOS compatibility is the maximum voltage require in the SET or RESET operation. EMB ReRAM has the lowest demonstrated switching voltages (0.6 V has been demonstrated), which provides an advantage in the integration with advanced CMOS nodes without the need for a separate high voltage transistor.

13.9.5 Tradeoffs

One of the greatest shortcomings of Tables 13.2 and 13.3 is that they present record performance and reliability metrics for different devices of a particular technology column. For example, in the MO-BF ReRAM different devices were used to demonstrate scaling to 5×5 nm, sub-ns switching, 10^{12} cycle endurance, and 10 year retention at >100°C. A single device with all of these characteristics has not been demonstrated. It should also be noted that these parameters come from array demonstrations when possible, but are often from single devices. More mature technologies like EMB ReRAM have metrics taken from sophisticated test chips which closely resemble future commercial products, whereas the least developed technologies generally have parameters available at the research device level. As discussed in Chapter 3, array parasitics and peripheral circuitry can significantly increase the write energy. Power considerations of passive resistive memory arrays have been modeled in reference [106]; and array level energetics of these arrays is an important area of future work.

Hence, it may not be possible to obtain a device or an array in a given emerging memory technology that has all of the characteristics of a column in Tables 13.2 and 13.3. This methodology is intended only to provide the most optimistic characteristics of emerging memory technology with a single data set.

It is therefore worthwhile to consider the tradeoffs that prevent the simultaneous achievement of every parameter for a column of Tables 13.2 or 13.3. One common example of this type of tradeoff is that between switching current (which is reflected in switching energy) and retention of a ReRAM cell. An example of this is provided in Reference [40], whereas the compliance current used during switching is the key factor which determines retention. When the compliance current of 100 μA is used to SET the device, a wider, more robust filament is formed compared to when 10 μA is used. Hence, the temperature at which 10 year retention is possible is 105°C for a 100 μA cc but only 95°C for a 10 μA cc. This demonstrates that it
is possible to increase the retention of a ReRAM cell if one is willing to pay the price in switching current (and therefore switching power). Fundamental energy–space–time tradeoffs for ReRAM are discussed in detail in Reference [107].

13.10 Summary and Conclusions

Several emerging memory devices provide promising features to compete with dominant conventional memory technologies: floating gate (NAND/NOR flash and embedded EEPROM), and DRAM. They also may enable system improvements by serving as M- and S-type Storage Class Memory technologies. ReRAM has made especially rapid progress in the past two years, and may be nearing commercial viability for niche markets. Interest in FeFET and FTJ has been reinvigorated by the discovery of ferroelectricity in doped HfO₂, which may enable a surge of progress for emerging ferroelectric memories.

Reliability remains a key challenge for all emerging memory technologies – and should be a major focus of future research efforts. Although several emerging memory technologies have demonstrated excellent performance characteristics, they will not become commercially viable until reliable system-level operation in native environments is unquestionably established.
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14.1 Introduction

The silicon metal oxide semiconductor field effect transistor (MOSFET) for very large scale integration (VLSI) has been scaled down for more than 40 years in order to attain higher speed, lower power, higher integration, and lower cost. The gate length has reached as small as 20 nm and more than a billion transistors are now integrated in a single chip. The silicon devices are certainly in both the nanometer regime and the giga-scale integration regime. It is predicted in the 2011 version of the International Technology Roadmap for Semiconductors (ITRS) [1] that FET will continue to miniaturize and its gate length will become less than 10 nm in 2022 in production. The semiconductor technologies will continue to be the basis of the contemporary information-oriented society.

However, there are a lot of technical barriers to realize such small and giga-scale devices with higher performance and lower power dissipation. It is now well recognized that simple scaling of conventional bulk MOSFETs will fail in the nanometer regime. Therefore, non-conventional MOSFETs with new transistor structures and/or new channel materials have been under development and even re-invention of new types of FETs has been pursued at research level.

In this chapter, the historical trend of MOSFETs in the past and the future trend predicted by ITRS are compared first in order to look into the technological barriers that should be targeted. Next, the present status of the development of nonconventional devices with new structures and new materials are briefly mentioned as near-term solutions. Then, completely new types of transistors that have been re-invented recently are described in detail.

14.2 Historical and Future Trend of MOSFETs

Figure 14.1 shows the historical and future trends of the speed and energy dissipation of MOSFETs. In this figure, $CV/I$ is used as a figure of merit for evaluating the circuit speed that is a reciprocal of the circuit delay, where $C$ is the gate capacitance (other load capacitances are
ignored for simplicity), $V$ is the supply voltage, and $I$ is the on-current of MOSFETs. Similarly, $CV^2$ is used as a figure of merit for evaluating energy dissipation. It is assumed that $W_g = 3L_g$, where $W_g$ is the gate width and $L_g$ is the gate length. Please note that $CV^2$ represents active energy dissipation only and does not include static energy dissipation. Data up to 2011 were taken from the typical device parameters presented at the International Electron Devices Meeting (IEDM), and data after 2011 are based on ITRS prediction for high performance (HP) devices and III-V multigate (MG) devices [1].

It is clearly seen that both circuit delay and energy decreased rapidly until the mid-2000s. However, advancement has started saturating since then. In the ITRS prediction, advancement will continue, but the trends of delay and energy advancement will slow down. Speed and energy will be much better when MG devices are realized with III-V channel materials, which have higher mobility than silicon. Therefore, the development of high mobility channel transistors is certainly necessary.

In order to look into these trends in more detail, the historical and future trends of supply voltage ($V_{dd}$) and on-current ($I_{on}$) are summarized in Figure 14.2, and $L_g$ and equivalent oxide thickness (EOT) are shown in Figure 14.3.

In the prediction by ITRS, III-V devices will have much higher $I_{on}$ while keeping EOT relatively thicker than silicon HP transistors, contributing largely to higher speed and lower energy.

The off current ($I_{off}$) is plotted in Figure 14.4a. $I_{off}$ exponentially increased until the mid-2000s and completely stopped increasing since then. This means that $I_{off}$ had reached the
highest limit for HP transistors, indicating that threshold voltage \( (V_{th}) \) has not been reduced since then. Apparently, one of the reasons for the saturation of transistor speed, energy, \( V_{dd} \), and \( I_{on} \) after the mid2000s in Figures 14.1 and 14.2 is that \( V_{th} \) had to remain almost constant and overdrive voltage \( (V_{dd} - V_{th}) \) rapidly decreased as \( V_{dd} \) decreased. Therefore, new device technology that has high overdrive voltage at a constant \( I_{off} \) is strongly required.

On the other hand, the M1 pitch is plotted in Figure 14.4b. The M1 pitch has been continuously reduced unlike \( L_g \) and will be reduced in a similar rate in the prediction. The M1 pitch directly corresponds to the transistor integration level, which will not lose pace because the M1 pitch is purely determined by the lithography and is almost independent of the technological barriers for transistor speed and energy.

![Figure 14.2](image1.png)

**Figure 14.2** Historical and future trends of (a) \( V_{dd} \) and (b) \( I_{on} \)

![Figure 14.3](image2.png)

**Figure 14.3** Historical and future trends of (a) \( L_g \) and (b) EOT
14.3 Near-term Solutions

Considering the historical trend and future trend in Figures 14.1–14.4, a schematic of device characteristics that should be targeted is illustrated in Figure 14.5.

14.3.1 High Mobility Channel Transistor

First, in order to attain higher $I_{on}$ at constant $I_{off}$ at lower $V_{dd}$, the mobility improvement of channel material is certainly necessary. The characteristics of a high mobility channel transistor are schematically shown in Figure 14.5a, comparing with a conventional silicon channel bulk

**Figure 14.4** Historical and future trends of (a) $I_{off}$ and (b) M1 pitch

**Figure 14.5** Schematic of device characteristics that should be targeted
transistor. Thanks to high mobility, a higher $I_{\text{on}}$ can be obtained with a given overdrive voltage, or the same $I_{\text{on}}$ can be obtained with reduced overdrive voltage, than with a conventional device.

Generally, III-V compound semiconductors, including GaAs, InP, InAs, InSb, and their ternary or quaternary alloy semiconductors, have much higher electron mobility than silicon, and they are promising materials for n-type FETs. On the other hand, Ge and SiGe have higher hole mobility than silicon and they are attractive for p-type FETs. High mobility transistors using III-V or Ge have been widely studied, and the integration of III-V nFETs and Ge pFETs in a chip has been also achieved at research level [4], as shown in Figure 14.6. Moreover, a Ge nFET, which has higher electron mobility than silicon, and a III-V pFET, whose hole mobility is enhanced by strain, are also being studied.

### 14.3.2 Multi-gate Transistor

Second, in order to attain lower $V_{\text{th}}$ at constant $I_{\text{off}}$, the steep subthreshold slope is necessary. The subthreshold properties are generally characterized by the subthreshold gate voltage swing to achieve $10\times$ drain current change (Subthreshold swing, SS). It is well known that the minimum SS is $kT/q$ as long as the operation principle is based on conventional FET, where $k$ is the Boltzmann constant, $T$ the temperature, and $q$ the elementary charge. The minimum SS at room temperature is $60$ mV/dec. In conventional bulk transistors, the SS is degraded due to the short channel effect and the typical value of SS is approximately $100$ mV/dec. The ideal subthreshold characteristics with SS = $60$ mV/dec are schematically shown in Figure 14.5b, compared with conventional single-gate bulk transistors. A higher $I_{\text{on}}$ can be obtained with a given $I_{\text{off}}$ and $V_{dd}$, or the same $I_{\text{on}}$ can be obtained with a reduced $V_{dd}$, than with conventional devices.

The subthreshold characteristics close to the ideal SS can be obtained by better electrostatic control by gate electrode, which can be achieved by changing the transistor structure. Figure 14.7 shows the evolution of transistor structure from single-gate structure to three-dimensional (3D) multi-gate structures. The FinFET is one of the double-gate structures. In a tri-gate transistor, three surfaces of the channel are surrounded by the gate electrodes. The ideal structure in terms of the electrostatic control by gate is the gate all around (GAA) nanowire structure [5].

The tri-gate transistor has been in production, where the short channel effect is well suppressed and SS of approximately $70$ mV/dec has been attained in transistors with $L_g$ as small as $30$ nm [6], as shown in Figure 14.8. The data for a tri-gate transistor in the year 2011 are also plotted in Figures 14.1–14.4. Thanks to better SS, $V_{dd}$ can be reduced to $0.8$ V, leading to an improvement of the energy, as shown in Figure 14.1b.
14.3.3 Intrinsic Channel Transistor

Third, in order to suppress the characteristic variability, intrinsic channel transistors should be realized. One of the main obstacles that prevent further device scaling and $V_{dd}$ lowering is the random variability of transistor characteristics, which is not represented in Figures 14.1–14.4. It is known that the main origin of random variability in conventional bulk transistors is random dopant fluctuation (RDF) [7]. Since the number and the position of dopant atoms in the transistor channel are randomly distributed, $V_{th}$ of each transistor also varies randomly. It is experimentally confirmed that $V_{th}$ of bulk transistor follows a normal distribution up to $\pm 5\sigma$ [8].

The only way to suppress the variability due to RDF is to eliminate dopant atoms from the transistor channel, which is impossible in conventional bulk planar transistors because a heavily doped channel is necessary to suppress the short channel effect. The intrinsic channel or very lightly doped channel, whose channel is fully depleted (FD), can be realized using a

![Figure 14.7 Evolution of transistor structure from single-gate to 3D MG structures](image1)

![Figure 14.8 Subthreshold characteristics and short channel behavior of tri-gate FETs](image2)
silicon on insulator (SOI) transistor or a 3D multi-gate transistor, where the short channel effect is well suppressed not by a heavily doped channel but by better gate electrostatic control.

Figure 14.9 compares measured characteristics variability in 1 k bulk transistors and 1 k intrinsic channel FD SOI transistors fabricated using 65 nm technology [9]. Compared to bulk transistors, the intrinsic channel FD SOI transistors have much smaller random Vth variability. On-current ($I_{on}$) variability at $V_{gs} = V_{ds} = 1.2$ V is also suppressed in the intrinsic channel transistors. The intrinsic channel is a very effective way to suppress random variability.

However, intrinsic channel transistors still have random variability, which may be caused by other origins than RDF, including random variations of gate work function. As the transistor size shrinks and the integration level increases, the variability problem becomes more severe. Any possible origins of variability should be strictly suppressed in nanometer and giga-scale transistors.

The variability problem will also arise in any of the new types of devices that will be introduced in the following sections. The origins of variability in devices with new operation principles may be different from conventional FETs. The variability problem should be primarily considered in the exploration of new types of devices for VLSI applications.

14.4 Long-term Solutions

14.4.1 Energy Efficiency

Before discussing new types of devices as long-term solutions, the energy efficiency of CMOS logic circuits are reconsidered in this subsection. Figure 14.10 shows calculated delay, power, and energy of a CMOS logic circuit [10] as a function of $V_{dd}$, where parameters of the 65 nm technology generation are assumed, both active and static power dissipations are considered, and the energy is defined as the product of power and delay. As $V_{dd}$ is reduced, the delay increases, while the power dissipation dramatically decreases. Here, we should pay attention to the energy, which has the optimum (minimum) value ($E_{opt}$) at a certain $V_{dd}$. The energy decreases as $V_{dd}$ decreases due to the reduction of active energy, while the energy increases as $V_{dd}$ is further reduced due to the increase in the static energy. $V_{opt}$ is defined as $V_{dd}$ at which the
Since the operation at $V_{\text{opt}}$ can achieve the most energy efficiency, $V_{\text{opt}}$ is the target supply voltage for ultra-low power and energy efficient applications [10].

Figure 14.11 shows energy versus $V_{d\text{d}}$ assuming various subthreshold swings (SS). In the calculation, $I_{\text{off}}$ at $V_{d\text{s}} = V_{d\text{d}}$ is fixed. It should be noted that the energy dissipation strongly depends on SS, and both $E_{\text{opt}}$ and $V_{\text{opt}}$ drastically decreases as SS decreases. The ideal ultra-low energy circuits cannot be achieved by conventional CMOS devices whose SS is more than 60 mV/dec. This is a strong motivation for the invention of new types of FETs that have steeper subthreshold swing less than 60 mV/dec.

Figure 14.10 Calculated delay, power, and energy of a CMOS logic circuit assuming 65 nm CMOS process as a function of $V_{\text{dd}}$ [10]

Figure 14.11 Calculated energy as a function of $V_{\text{dd}}$ at various SS [11]
14.4.2 Impact-ionization MOS

One of the early attempts to pursue steep subthreshold device was impact-ionization MOS (I-MOS) [12]. The I-MOS is in the form of a gated p-i-n structure and uses a gain mechanism caused by the modulation of impact-ionization related breakdown voltage. Since the impact-ionization is an abrupt function of the electric field, the device has a subthreshold slope much lower than $kT/q$.

Figure 14.12a shows a schematic n-channel device structure [12]. The main differences between I-MOS and a conventional n-channel MOSFET are an n-type source and an offset between source and gate in I-MOS. Figure 14.12b shows experimental I-V characteristics of silicon-based p-channel I-MOS [12]. Extremely steep subthreshold swing (~10 mV/dec) is achieved. One of the drawbacks of I-MOS is that the device inherently requires high drain voltage to give rise to the breakdown. The channel material should have a narrow bandgap to realize low voltage operation. Another concern of I-MOS is the delay associated with positive feedback that is intrinsic to impact ionization phenomena.

14.4.3 Tunnel FET

One of the most promising and most actively researched steep SS devices is the tunnel FET (TFET). TFETs make use of tunneling current instead of diffusion to avoid the limitation by $kT/q$ in the subthreshold region. Figure 14.13 shows a schematic device structure and band diagram of an n-channel TFET that consists of p+ source, n+ drain, and gate [13]. When the gate voltage is 0 V, the channel is fully depleted and the device is in the OFF state (Figure 14.13b). When the positive gate voltage is applied, the device turns on by the Zener tunneling (Figure 14.13c). Since the Fermi tail is cutoff by the bandgap the subthreshold swing is not limited to $kT/q$ and the off-current can be significantly below that of the conventional MOSFET [13]. Detailed operation principles of TFETs are found in review papers [13,14].
TFETs have been fabricated and a sub-60 mV/dec subthreshold slope has been observed in various channel materials including Si, Ge, and III-V semiconductors. Figure 14.14a shows an example of a silicon TFET [15]. The minimum SS of 36 mV/dec is obtained, although this small SS is achieved in only narrow Ids range (approximately one order) and at very small I_{ds} (I_{ds} ∼ 1 pA/μm). The average SS in three orders of magnitude of I_{ds} is 81 mV/dec, that is larger than the ideal SS in conventional MOSFETs.

Figure 14.14b shows another example of a TFET composed of heterojunction InGaAs, compared with a thin body InGaAs MOSFET at matched I_{off} = 200 pA, L_{g} = 150 nm, EOT = 1.15 nm, and V_{ds} = 0.3 V [16]. SS of the InGaAs TFET is smaller than 60 mV/dec in the range from 3 × 10^{-10} to 3 × 10^{-9} A. Due to the steeper SS, the InGaAs TFET shows gain over the InGaAs MOSFET at low overdrive, but Ion is much smaller at V_{gs} - V_{th} ∼ 0.6 V. The smaller Ion is a significant disadvantage of TFETs.
Re-Invention of FET

14.4.4 Negative Capacitance FET

SS is given by [18]

$$\text{SS} = \frac{\partial V_g}{\partial (\log I_d)} = \frac{\partial V_g}{\partial \Psi_s} \frac{\partial \Psi_s}{\partial (\log_{10} I_d)} = \left( 1 + \frac{C_s}{C_{\text{ins}}} \right) \frac{kT}{q} \ln 10 \quad (14.1)$$

where $V_g$ is the gate voltage, $\Psi_s$ is the surface potential, $C_s$ is the semiconductor capacitance, $C_{\text{ins}}$ is the gate insulator capacitance, and $I_d$ is the drain current. The term $\partial V_g/\partial \Psi_s$ is the body factor and is often called the m-factor, while the term $\partial \Psi_s/\partial (\log_{10} I_d)$ is called the n-factor.
is the n-factor that is limited by $kT/q$ due to the carrier injection in the source. The I-MOS and tunnel FETs in the previous subsections achieve SS of less than 60 mV/dec by modifying the n-factor. If the m-factor can be less than unity, the device with less than 60 mV/dec is also achievable. The negative gate insulator capacitance makes it possible.

Figure 14.17 shows a schematic of a negative capacitance FET and equivalent gate capacitance circuit [18]. The gate stack has a thin ferroelectric layer, which can introduce a positive feedback on the charge that causes polarization and amplifies the gate voltage, resulting in an m-factor of less than unity. Figure 14.18 shows measured device characteristics at room temperature [19]. SS of less than 60 mV/dec is obtained in a wide range of drain currents.

However, the average SS obtained is not small enough and the on-current is still very low for practical use. The main challenge of the negative capacitance FET is the selection of gate stack materials that can provide much smaller average SS and higher on-current. The threshold voltage adjustments, integration of nFET and pFET, and the stability, reliability, and variability will be also critical issues.
14.4.5 MEMS Switch

Another approach to attain super steep subthreshold characteristics is to utilize a micro-electromechanical system (MEMS). The movement of a MEMS structure is affected by both elastic and electrostatic forces, and the structure suddenly moves when the balance between these forces is broken.

Figure 14.19 shows an example of a MOSFET with the MEMS structure. The device has a movable gate electrode that is fabricated by MEMS technology and suspended above the channel [20]. When the gate voltage ($V_{gs}$) is 0 V, the gate is located far above the gate and is not in contact with the gate oxide. Then, the inversion layer is not formed in the channel and hence, the device is in the OFF state (Figure 14.19a). When $V_{gs}$ increases, a downward electrostatic force applied to the movable gate increases, and the movable gate is suddenly pulled down to the gate oxide at a certain voltage of $V_{gs}$, as shown in Figure 14.19b. This voltage is called the “pull-in” voltage ($V_{pull-in}$).

Figure 14.20 shows measured I-V characteristics of a MOSFET with a movable gate [20]. In this specific device, an additional lower gate electrode is formed in the vicinity of the channel to

![Figure 14.18](image-url)  Measured I-V characteristics of negative capacitance FETs at room temperature [17]. © 2010 IEEE

![Figure 14.19](image-url)  Schematics of an MOSFET with a movable gate electrode [18]. (a) OFF state at $V_{gs} = 0$ V. This state is called “pull-out.” (b) ON state at sufficiently large $V_{gs}$. The gate electrode is pulled in and the device is at ON state.
control $V_{\text{pull-in}}$ of the device. When $V_{gs}$ increases, drain current rapidly increases at a certain $V_{gs}$. This voltage is $V_{\text{pull-in}}$ and the subthreshold slope is very steep. By changing the lower gate voltage ($V_{\text{low}}$), $V_{\text{pull-in}}$ is successfully controlled. The minimum value of SS is approximately 2 mV/dec.

The drawback of the MOSFET with a movable gate is the leakage current from drain to source that is inevitable to the MOSFET structure. In order to completely shut down the leakage current, another type of MEMS switch has been also proposed and demonstrated [21, 22]. Figure 14.21 shows schematics of a MEMS relay switch with zero standby power [22]. In this structure, the source and drain are suspended and its position is controlled by the gate. Since the source and drain are completely separated mechanically in the OFF state, no leakage current flows. At $V_{gs} = 0$ V, the source electrode is located above and the device is at the OFF state. At a certain voltage of $V_{gs}$, the “pull-in” takes place and the drain current suddenly increases with a very steep subthreshold slope. Figure 14.22 shows a circuit composed of MEMS relay switches [21]. An inverter operation as well as NAND and NOR operations have been successfully demonstrated.

**Figure 14.20** Measured I-V characteristics of an MOSFET with a movable gate electrode [18]. Very steep subthreshold characteristics are obtained

**Figure 14.21** Schematics of a MEMS relay switch [20]. © 2009 IEEE (Left) Three-dimensional view of the device. (a) OFF state at $V_{gs} = 0$ V, where the source and drain are mechanically separated. (b) ON state, where the source and drain are physically contacted
14.4.6 Mott Transistor

It is well known that the abrupt resistance change by several orders of magnitude can be observed in the Mott metal–insulator transition. Mott field-effect transistor utilizes the electric field induced metal–insulator transition [23], in which the channel material shows both a metallic state and an insulating state controlled by the gate electrode. The Mott transistor could have a structure similar to conventional MOSFETs: the channel is composed of a correlated electron material, instead of semiconductor. Figure 14.23 shows schematics of the Mott metal-insulator transition and Mott transistor structure, where the channel material is VO₂ [24]. The insulating/metallic states of the channel are controlled by the gate electric field. The sharp channel resistance change by the gate voltage has been successfully demonstrated. Figure 14.24 shows measured data of a Mott transistor composed of VO₂ [24]. At low temperature, a large channel resistance change by a small change of gate voltage is observed.

Research on the Mott transistors is at a very early stage. The main challenges of the Mott transistors include a basic understanding of fundamental switching mechanisms, channel material selection, operating temperature, and stable transistor operation without hysteresis.

14.4.7 Bilayer Pseudo-spin Field-effect Transistor

In order to achieve ultimately energy-efficient information processing, a steep transition between the on state and off state in the 10 mV regime is necessary. BiSFET, bilayer pseudo-spin field-effect transistor, was recently proposed to enable the on/off transition at ultra-low voltage [25]. Figure 14.25a shows a schematic of the BiSFET structure that consists of an n-type and p-type graphene layer pair in close proximity, separated by a thin dielectric tunnel barrier. Both n-type and p-type graphene layers have large and nearly equal carrier densities. Here, both electrons and holes are Fermions. However, under certain conditions, electrons in the n-type layer can pair with holes in the p-type layer, resulting in electron hole pairs/excitons which then condense even at room temperature in the case of the graphene bilayer. Then, these are Bosons. This Bose–Einstein condensation alters the quantum wavefunctions in the bilayer qualitatively, resulting in a drastic reduction of the tunnel resistance between two layers for...
Figure 14.23  Mott metal–insulator transition and Mott transistor using VO$_2$ [24]. (a) The insulating state and metallic state. (b) Measured abrupt resistance change in strained 10 and relaxed 70 nm VO$_2$ films. (c) A schematic of Mott transistor showing localized (insulating) electrons and delocalized (metallic) electrons. Reprinted by permission from Macmillan Publishers Ltd: [Nature] [26], copyright (2012)

Figure 14.24  Experimental characteristics of a Mott transistor using VO$_2$ [24]. A large change of channel resistance by only small change of gate voltage ($V_G$) is observed. Reprinted by permission from Macmillan Publishers Ltd: [Nature] [26], copyright (2012)
only a small interlayer bias. With a large bias, the condensation is destroyed leading to large resistance.

The device is called BiSFET because electron occupation of the top layer or bottom layer can be treated much like spin up or down, that is as a pseudospin, and the collective effects considered here are analogous to collective spin effects in a ferromagnet.

Figure 14.25b shows the circuit model and Figure 14.25c shows modeled current as a function of voltage between two grapheme layers of BiSFET [25]. A current peak appears in the I-V characteristics and then the current decreases at higher drain bias. Since the current change takes place at very low voltage (≈10 mV), very low voltage and low power operation may be possible. The simulations have shown that the energy consumption per clock cycle per BiSFET is 0.008 aJ at 100 GHz [25], while according to ITRS prediction MOSFET will consume 5 aJ per switching at 100 GHz in 2020 [1].

However, BiSFET is only a novel device concept. The main challenges include the fabrication of a perfect grapheme bilayer, a perfect gate stack with double gate structure, and an improved theory of the condensation.

14.5 Summary

In this chapter, recently proposed and/or reinvented transistors are reviewed. By closely looking at the historical trend of conventional MOSFETs in the past and comparing with the
ITRS prediction, it is pointed out that one of the most significant challenge for future integrated electron devices is to attain high on-current with keeping low off-current at very low voltage, that is, a steep subthreshold slope. Newly proposed and reinvented transistors described in this chapter have great potential to solve this grand challenge.
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15.1 Introduction

Over decades, semiconductor electronics, in particular IC (integrated circuit) technology, has evolved at an enormous pace and its annual growth has significantly exceeded that of other industries. Two major domains in current IC technology are *More Moore* and *More Than Moore*. Important trends in these domains are shown in Figure 15.1.

*More Moore* relates to digital logic that enjoyed an exponential growth of the number of transistors per chip, a continuous reduction of transistor size, and a steady increase of transistor switching speed coupled with a decrease in switching energy. The Si MOSFET (metal oxide–semiconductor field effect transistor) is the backbone of the dominating CMOS (complementary MOS) logic. In 2013, processors containing five billion MOSFETs with a gate length around 20 nm were in mass production.

*More Than Moore*, on the other hand, is not primarily focused on increasing circuit complexity but rather on enhancing the functionality by integrating digital logic together with nonlogic components such as high voltage modules, analog/RF (radio frequency) circuitry, sensors, actuators, and so on, on a chip. Today RF electronics is of key importance in the *More Than Moore* domain since many electronic systems use RF circuits to receive and transmit data. In particular wireless data transfer at increasing bit rates is gaining importance. Thus, *More Than Moore* needs fast transistors with excellent RF performance. Commonly two characteristic frequencies are used to assess the performance of RF transistors: (i) the cutoff frequency $f_T$ (the frequency where the small-signal current gain has dropped to unity) and (ii) the maximum frequency of oscillation $f_{\text{max}}$, where the power gain has declined to unity. In RF electronics, different FET classes, most notably III-V HEMTs (high electron mobility transistor) and Si MOSFETs, are used. As shown in Figure 15.1, $f_T$ and $f_{\text{max}}$ of RF transistors could be enhanced continuously over decades. Currently the fastest RF FETs are InP HEMTs.
and GaAs mHEMTs (metamorphic HEMT) that both benefit from the high mobility in their InGaAs channels.

The impressive trends shown in Figure 15.1 indicate that so far Si MOSFETs and III-V HEMTs have done an excellent job. Thus the question arises if research on new electronic materials and novel transistor concepts is needed at all. The answer is definitely yes. First, MOSFET scaling is becoming more and more challenging and will come to an end in the foreseeable future. Second, in spite of significant efforts, RF transistors are still not available for operation in the THz gap (the frequency range between 0.3 and 3.0 THz that could be used for many exceedingly attractive applications). Note that a transistor with $1 \text{ THz} f_T$ and/or $f_{\text{max}}$ is not fast enough for operation at 1 THz since at the operating frequency the transistor should provide a gain sufficiently higher than unity. The scaling and frequency limitations just mentioned have motivated intensive research on new material and transistor concepts.

When in 2004 two pioneering papers on the preparation of the purely two-dimensional carbon-based material graphene have been published [1,2], aspirations awakened that now a successor for the conventional semiconductors had been found that could pave the way to transistors with unprecedented performance and scaling capabilities. In particular the high mobilities observed in graphene – 10 000 cm$^2$/Vs demonstrated already in 2004 [1] and more than 100 000 cm$^2$/Vs reported later [3] – raised expectations that replacing Si by graphene could solve many problems in semiconductor electronics [4]. The community responded enthusiastically and by 2007 graphene had already found its place in the Emerging Research Devices chapter of the ITRS (International Technology Roadmap for Semiconductors) [5]. In

Figure 15.1 Major trends in the More Moore and More Than Moore domains of IC technology. On the left, the increase of the transistor count of processor chips and the scaling of MOSFET gate length are shown. The enhancing frequency performance of RF transistors is indicated on the right. The symbols a, b, c, and star represent the fastest FETs at certain times and the lines are a guide for the eye: a – GaAs metal–semiconductor FET, b – GaAs pHEMT (pseudomorphic HEMT), c – GaAs mHEMT, star – InP HEMT
the same year the first graphene MOSFET was demonstrated [6] and ever since many groups have become active in research on graphene transistors.

Now, only a few years later, we witness a dramatic change of mind [7–9]. The replacement of Si in logic transistors is taken off the agenda, graphene high-performance RF transistors are viewed with skepticism, and only the application of graphene transistors in some specific areas is considered promising. What is the reason for this abrupt change of the assessment of the prospects of graphene?

The early discussions on the potential of graphene in electronics almost solely focused on its outstanding mobility. Certainly a high mobility is always desirable. To be successful, however, an electronic material has to meet more requirements. A logic transistor needs two clearly distinguishable states, a highly conductive on-state and an off-state where the transistor blocks the current. For the latter, a sizeable bandgap is needed – at least in CMOS logic. RF FETs, on the other hand, should be operated in the regime of current saturation to unfold their full speed potential. To achieve satisfying saturation, again a bandgap is required. Since heat is generated in a FET that has to be removed, the channel material should show a good thermal conductivity and a small heat transfer resistance to the underlying substrate. Finally, a low contact resistance between the transistor terminals and the channel is needed. As will be shown in the next section, graphene meets only part of these requirements.

Recently several review papers were published on graphene as an electronic material and on graphene transistors, for example [10–17]. In the remainder of this chapter we will not repeat all details from [10–17] but rather emphasize relevant issues related to the requirements mentioned above, highlight the main trends in graphene transistor research, and identify promising applications for graphene transistors.

15.2 Properties of Graphene
15.2.1 Bandgap Energy

The existence of a bandgap is essential for electronic materials. Transistors for CMOS logic need a high on–off ratio \(I_{on}/I_{off}\) in the range \(10^4\) to \(4 \times 10^7\) depending on the type of logic (high performance, low power). \(I_{on}\) is the on-state current and is not directly related to the bandgap energy \(E_G\). The off-state current \(I_{off}\), on the other hand, strongly depends on \(E_G\) according to \(I_{off} \propto \exp(-E_G/(2k_B T))\) [[15]] where \(k_B\) is the Boltzmann constant and \(T\) is the temperature. Thus, the on–off ratio follows the proportionality

\[
\frac{I_{on}}{I_{off}} \propto \exp \left( \frac{E_G}{2k_B T} \right) \tag{15.1}
\]

The minimum bandgap energy required to achieve the on–off ratios for logic is estimated as 360 to 500 meV [[13,15,16]]. For RF FETs, on the other hand, the on–off ratio is of minor importance. Here, a bandgap is needed to achieve drain current saturation. In particular for high RF power gain and high \(f_{\text{max}}\), current saturation is inevitable [[17]]. It is not exactly known how wide the bandgap for a good RF FET should be. Most likely, the requirements are less stringent than for logic transistors and a narrow bandgap could already help.

Large-area graphene is gapless and behaves like a semi-metal. Its bandstructure shows cone-shaped conduction and valence bands that touch each other at certain points of the Brillouin zone. Thus, large-area gapless graphene is not useful for CMOS logic and problematic for RF.
This does not automatically mean that graphene is useless for electronics since a bandgap can be opened in several ways, for example by

- forming narrow GNR (graphene nanoribbon) [18,19],
- biasing BLG (bilayer graphene) [10,21].

Figure 15.2 shows the simulated and measured bandgap energies of GNRs as a function of ribbon width and indicates a pronounced dependence of the bandgap energy on the width. Interestingly the qualitative trends and the actual numbers of the experimental bandgaps differ significantly from the simulated ones. According to theory, the bandgap energy critically depends on the GNR edge configuration (armchair or zigzag). If armchair GNRs are separated into three groups according to the number of carbon atoms along their width (3p, 3p + 1, 3p + 2, where p is an integer), the bandgap energies follow the order $E_{3p+1}^G > E_{3p}^G > E_{3p+2}^G$ and the bandgap energy of the GNRs of each of the three groups as well as that of zigzag GNRs increases with decreasing width due to quantum confinement.

The trend of the experimental bandgap energy is qualitatively different. Down to a width of about 15 nm, the upper limit of the measured bandgaps can be fitted by

$$E_G = \frac{a}{(w_{GNR} + b)^c}$$

(15.2)

where $a = 1.78$, $b = -11.7$, and $c = 1.4$ are fitting parameters, $w_{GNR}$ is the ribbon width in nm, and $E_G$ is the bandgap energy in eV. Below 15 nm, the experimental bandgaps scatter and do not show a clear trend. Thus, GNRs with widths below 15–20 nm fulfill the minimum bandgap requirement for logic transistors.

**Figure 15.2** Bandgap energy versus ribbon width for GNRs (versus neck width for GNMs). Triangles with lines: simulated bandgap of ac (armchair) GNRs with ideal edges [18]. Rectangles with line: simulated bandgap of ideal zz (zigzag) GNRs [18]. Stars: measured bandgap of GNRs [19,20,22–24]. The shaded area indicates the minimum bandgap needed to achieve the on–off ratios required for CMOS logic.
The reason for the difference between theory and experiment is that in reality patterned GNRs never possess well-defined edge geometries as assumed in the calculations. Instead, their edges are disordered and their width varies along their length. Moreover, it has been suggested that, in addition to pure lateral confinement [18], other effects (most notably Coulomb blockade [25]) contribute to the formation of a bandgap in GNRs.

By applying a perpendicular field to BLG, a bandgap can be opened as well. It has been shown that under high fields, bandgap energies of up to 250 meV can be achieved [10,21]. This would at least come close to the bandgap energy required for CMOS logic transistors. The bandgaps observed in experimental BLG MOSFETs, however, are limited to about 130 meV so far [26–28], which is too small for CMOS but may be sufficient for RF transistors.

15.2.2 Carrier Transport

Most frequently the mobility is used as a measure for carrier transport. It indicates how fast an average carrier moves under the influence of an electric field. Although it is argued occasionally that in nanometer FETs the mobility is no longer appropriate for assessing carrier transport, experiences show that it is very important even at the FET scaling limit. This is why significant efforts are spent on introducing high-mobility channel materials into nanometer CMOS technology. Strained Si with enhanced mobilities is already implemented into mass production [29] and research on high-mobility Ge and III-V channels for future MOSFET generations is pushed forward [30,31].

It is known that the electron mobility of semiconductors follows the general trend of decreasing mobilities for increasing bandgap energy, see, for example, Figure 8 in [17], and this is true for graphene as well. While the record mobilities of exfoliated gapless graphene clearly exceed those of the high-mobility III-V compounds InSb and InAs, opening a bandgap in GNRs and BLG modifies the bandstructure, increases the effective mass, and leads to a dramatic reduction of the mobility [32–34]. Figure 15.3 shows simulated and measured GNR mobilities as a function of ribbon width (note the good agreement between simulation and experiment). Currently the highest experimental GNR mobility is 2500 cm²/Vs, reported for a 20-nm wide

![Figure 15.3 Simulated [36] and measured [35,37,38] mobility in GNRs as a function of ribbon width](image_url)
ribbon [35]. This is much less compared to the mobilities of more than 10 000 cm²/Vs in the InGaAs channels of InP HEMTs and GaAs mHEMTs. However, regarding the mobility an additional aspect should be kept in mind. For CMOS both n- and p-channel MOSFETs are needed. Since GNRs and BLG possess symmetric conduction and valence bands, nearly identical effective masses and quite similar mobilities for electrons and holes can be expected. This is certainly desirable and much different from the conventional semiconductors, in particular the III-V materials, where the hole mobility is significantly smaller than the electron mobility.

15.2.3 Heat Transport

Graphene is an excellent heat conductor with a room temperature thermal conductivity of 30–50 W/(cmK) which is much higher than that of conventional semiconductors, for example, 1.3 W/(cmK) for Si and 0.5 W/(cmK) for GaAs. A material’s heat conductivity, however, does not tell the whole story of heat transport. If a transistor is located on a substrate different from the channel material, the heat generated in the transistor has to cross the channel–substrate interface that acts as a heat transfer resistance frequently called Kapitza resistance. The room-temperature Kapitza resistance of exfoliated graphene on a SiO₂/Si substrate has been measured as $(5.6–12) \times 10^{-9}$ m² K/W [39] and for epitaxial graphene on SiC a Kapitza resistance of $36 \times 10^{-9}$ m² K/W has been simulated [40]. This is more than ten times as large as the Kapitza resistance of Si-SiO₂ interfaces of modern silicon on insulator structures $(0.5 \times 10^{-9}$ m² K/W [41]).

15.2.4 Contact Resistance

Early graphene transistors suffered from extraordinary large contact resistances between the metallic source/drain contacts and the underlying graphene channel in the range of 250–1000 Ωµm. Meanwhile the metal–graphene contact resistance could be reduced significantly and the lowest reported values are now within the typical range of the contact resistances of state of the art Si MOSFETs and III-V HEMTs. The best graphene MOSFETs show contact resistances of 100–120 Ωµm [42,43] compared to 20–150 Ωµm for III-V HEMTs and 80–400 Ωµm for Si MOSFETs. However, further improvements of the graphene contact resistance highly desirable.

15.3 Graphene MOSFETs for Mainstream Logic and RF Applications

In its early days, the GNR MOSFET has been considered as a viable candidate for replacing the Si MOSFET in future digital logic. The device has been introduced to the Emerging Research Devices chapter of the ITRS in 2007 and at about that time the first theoretical studies on the performance of GNR MOSFETs have been published. While high on–off ratios of 10⁷ have been predicted for ideal GNR MOSFETs assuming ballistic transport [44], it has also been shown that edge disorder seriously degrades the performance of GNR MOSFETs [45]. In contrast to the wide body of simulation studies published since 2007, the number of papers on experimental GNR MOSFETs is rather limited. Back-gate nanoribbon transistors with ribbon widths between 2 and 5 nm and on–off ratios exceeding $10^6$ [23,46] as well as top-gate GNR MOSFETs with lower on–off ratios [47] have been reported. There has been some limited activity on BLG MOSFETs but the achieved on–off ratios of 100 [27,28] at maximum are not
sufficient for logic. The lack of more extensive experimental work on GNR and BLG MOSFETs is likely to be related to the processing issues and the edge problems of narrow GNRs and the limited bandgap opening in BLG, which have discouraged researchers to enhance the efforts on GNR and BLG MOSFETs.

The problems of GNR and BLG MOSFETs and the fact that RF FETs do not need to switch off have led to the situation that recently graphene logic MOSFETs receded into the background and more attention has been paid to graphene RF MOSFETs with gapless channels. Many groups have successfully demonstrated gapless graphene MOSFETs with GHz capabilities. On the other hand, reports on experimental RF graphene MOSFETs with semiconducting channels, that is, RF GNR and BLG MOSFETs, are still missing. Figure 15.4 shows the $f_T$ and $f_{\text{max}}$ performance of the best RF graphene MOSFETs, together with the corresponding data for three competing classes of RF FETs. The first class comprises InP HEMTs and GaAs mHEMTs having In$_x$Ga$_{1-x}$As channels with In contents $x$ of 0.57–1.0, class two is constituted from GaAs pHEMTs (pseudomorphic HEMT) having InGaAs channels with a lower In content of 0.15–0.2, and the third class comprises RF Si MOSFETs. Obviously, in terms of $f_T$ graphene MOSFETs rival successfully with InP HEMTs and GaAs mHEMTs (which are the fastest RF FETs at all) down to about 100 nm gate length and are much faster than Si MOSFETs and GaAs pHEMTs with comparable gate length [48–55].

Unfortunately, the situation is much different for the maximum frequency of oscillation $f_{\text{max}}$. So far, the best $f_{\text{max}}$ data for graphene MOSFETs is below 100 GHz compared to several hundreds of GHz for the competing RF FET classes. This represents a serious limitation since for most RF applications $f_{\text{max}}$ is more important than $f_T$ and transistors with high $f_T$ but low $f_{\text{max}}$ are only of limited use. It has been shown that the disappointing $f_{\text{max}}$ performance of graphene MOSFETs is mainly caused by the poor drain current saturation in gapless graphene channels [17], most likely combined with too large series and gate resistances. The unsatisfying drain current saturation, in turn, has its origin in the missing bandgap of the channel. This brings us to the conclusion that a semiconducting channel is needed not only for logic MOSFETs but for RF MOSFETs as well. Table 15.1 summarizes the state of the art of RF graphene MOSFETs and of the competing RF FETs.

While experimental RF data for GNR MOSFETs are still missing, the $f_T$ performance of GNR MOSFETs has been studied by simulations. Early simulations assuming ballistic transport predicted unrealistically high cutoff frequencies in the 20–70 THz range for 10-nm gate GNR MOSFETs [56]. Later, scattering has been included and cutoff frequencies of 5 THz have been calculated for 10-nm gate transistors with 10-nm wide GNR channels [57].

### Table 15.1 Frequency performance of RF FETs

<table>
<thead>
<tr>
<th>Transistor class</th>
<th>$f_T$-500</th>
<th>Record $f_T$</th>
<th>$L$</th>
<th>Ref.</th>
<th>$f_{\text{max}}$-500</th>
<th>Record $f_{\text{max}}$</th>
<th>$L$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphene MOSFET</td>
<td>≈100</td>
<td>427</td>
<td>67</td>
<td>48</td>
<td>≈40</td>
<td>70</td>
<td>100</td>
<td>49</td>
</tr>
<tr>
<td>GaAs pHEMT</td>
<td>65</td>
<td>152</td>
<td>100</td>
<td>50</td>
<td>153</td>
<td>290</td>
<td>100</td>
<td>51</td>
</tr>
<tr>
<td>InP HEMT and GaAs mHEMT</td>
<td>106</td>
<td>688</td>
<td>40</td>
<td>52</td>
<td>216</td>
<td>1200</td>
<td>35</td>
<td>53</td>
</tr>
<tr>
<td>Si MOSFET</td>
<td>43.5</td>
<td>485</td>
<td>29</td>
<td>54</td>
<td>70</td>
<td>420</td>
<td>29</td>
<td>55</td>
</tr>
</tbody>
</table>

Emerging Nanoelectronic Devices
Figure 15.4  Frequency performance of experimental RF FETs as of June 2013. (a) Cutoff frequency and (b) maximum frequency of oscillation of experimental graphene RF MOSFETs (all having gapless channels) and of the three competing RF FET classes mentioned in the text versus gate length. Also shown is the projected frequency performance of GNR MOSFETs (dotted line) that will be discussed below. The numbers represent $f_c$ and $f_{max}$ of the fastest experimental graphene transistors in GHz and the lines are empirical trend curves. Data collected from the literature, updated from [17]
An analysis of this data reveals two interesting observations. First, down to 70 nm gate length the experimental $f_T$ trend of gapless graphene MOSFETs is perfectly reproduced by simulations. Second, the simulated cutoff frequencies of GNR MOSFETs from [57] closely follow the simulated $f_T$ trend for gapless graphene MOSFETs [58,59]. Obviously the degraded mobility in narrow GNRs is not expected to significantly affect the RF performance of short-gate GNR MOSFETs. Unfortunately, $f_{\text{max}}$ simulations for GNR MOSFETs are still missing.

To get a reasonable idea on the RF capabilities (including $f_{\text{max}}$) of GNR MOSFETs, in the following an empirical-inductive approach to estimate their $f_T-f_{\text{max}}$ performance is developed. It is based on general RF performance trends observed for Si MOSFETs and III-V HEMTs and takes advantage of the scale length $\lambda$. The scale length provides useful information on the electrostatic integrity of a FET and its ability to suppress undesirable short-channel effects. The scale length concept has originally been developed for Si MOSFETs but can be applied to other FET classes as well provided the FET channel is semiconducting. A certain FET design with a small scale length can be considered to be sufficiently immune against short-channel effects down to short gate length levels. The short-channel effect relevant for RF FETs is the degradation of the drain current saturation leading to an enhanced drain conductance $g_{ds}$ ($g_{ds}$ is the slope of the output characteristics) that deteriorates power gain and $f_{\text{max}}$. Our empirical-inductive approach essentially consists of four steps.

1. Analysis of the $f_T$ and $f_{\text{max}}$ trend curves of the three competing RF FET classes from Figure 15.4 (long gates). In the log($f_T$, $f_{\text{max}}$)-versus-log($L$) plots of Figure 15.4, for $L > 400$ nm the $f_T$ and $f_{\text{max}}$ trend curves for the three RF FET classes are straight lines. We consider a gate length of 500 nm, extract the corresponding $f_{T,500}$ and $f_{\text{max},500}$ from the trends curves (see Table 15.1), and plot this data versus the channel mobility as shown in Figure 15.6. As can be seen, both $f_{T,500}$ and $f_{\text{max},500}$ are linearly dependent on the mobility.
2. Analysis of the $f_T$ and $f_{\text{max}}$ trend curves from Figure 15.4 (short gates). At short gate lengths, the trend curves deviate from the long-channel behavior, reach a peak and eventually decline. Regarding $f_T$, for example, the deviation starts for GaAs pHEMTs at about 300 nm, for InP HEMTs and GaAs mHEMTs at 150 nm and for Si MOSFETs at 70 nm. A qualitatively similar trend can be observed for $f_{\text{max}}$. The main reasons for the degraded RF performance at short gate lengths levels are: (i) the increasing effect of parasitics and the external part of the device and (ii) the degraded electrostatic integrity and the enhanced short-channel effects.

3. Estimation of the scale length. As mentioned above, a measure for the robustness of a FET against short-channel effects is the scale length that can be estimated by

$$\lambda = \sqrt{\frac{\varepsilon_{\text{ch}}}{\varepsilon_{\text{bar}}}} \frac{t_{\text{ch}}}{t_{\text{bar}}}$$

where $\varepsilon_{\text{ch}}$ and $\varepsilon_{\text{bar}}$ are the dielectric constants of the channel and the barrier, $t_{\text{ch}}$ is the channel thickness (the thickness of the Si body in fully depleted silicon on insulator MOSFETs and the thickness of the InGaAs quantum well channel in III-V HEMTs), and $t_{\text{bar}}$ is the thickness of the barrier between gate and channel (the gate oxide in MOSFETs, the AlGaAs barrier in GaAs pHEMTs, and the InAlAs barrier in InP HEMTs and GaAs mHEMTs). Table 15.2 shows typical values for $\varepsilon_{\text{ch}}, \varepsilon_{\text{bar}}, t_{\text{ch}}$, and $t_{\text{bar}}$ for the three RF FET classes from Figure 15.4 and for GNR MOSFETs, together with the scale lengths obtained from Equation 15.3. The results show a clear trend and indicate that in GNR MOSFETs short-channel effects should be much better suppressed than in the competing FET classes. Therefore, for GNR MOSFETs the linear part of the log($f_T, f_{\text{max}}$) versus log($L$) should extend down to shorter gate length levels.

4. Estimation of the $f_T - f_{\text{max}}$ trend of GNR MOSFETs. Now we assume a fictive 0.5-µm gate GNR MOSFET with a 15 nm wide GNR channel that, according to Figure 15.2, should
have a bandgap energy around 300 meV and, according to Figure 15.3, should show a mobility in the range of 1500–3700 cm²/Vs. Taking the more realistic lower limit of 1500 cm²/Vs, for this transistor a cutoff frequency of 49 GHz and a $f_{\text{max}}$ of 90 GHz is extracted from Figure 15.6. This data is now extrapolated toward shorter gate length, see Figure 15.4. For gate length above 30 nm we expect GNR MOSFETs to show lower $f_T$ and $f_{\text{max}}$ than InP HEMTs and GaAs mHEMTs. For ultra-short gates, on the other hand, they might be able to outperform all competing RF FET classes provided the parasitics in GNR FETs can be minimized and the improved electrostatics suggested by the short scale length can actually be achieved in real devices.

We note that the fabrication issues and edge problems of GNRs mentioned earlier are relevant for RF GNR MOSFETs as well. However, RF ICs contain only a limited number of transistors (orders of magnitude less compared to complex logic ICs). Therefore it should be less cumbersome to develop a viable fabrication process for RF GNR MOSFETs. To conclude, it is not likely that the $f_{\text{max}}$ problem of gapless graphene MOSFETs can be solved since it is related to the missing gap of gapless graphene. GNR MOSFETs, on the other hand, have the potential for significantly enhanced $f_{\text{max}}$ and at ultra-short gate lengths level they possibly may outperform the conventional RF FETs. The potential of RF BLG MOSFETs is not clear at the moment. First simulations predict $f_T$ and $f_{\text{max}}$ in excess of 1 THz for a 40-nm gate BLG MOSFETs but experimental RF results for BLG MOSFETs are still missing [61]. More research is definitely needed to explore the RF potential of GNR and BLG MOSFETs.

### 15.4 Graphene MOSFETs for Nonmainstream Applications

A promising direction currently pursued is directed toward complementing the conventional semiconductors by graphene instead of trying to replace them and to use graphene in applications where other materials fail or perform poor. Intensive work is underway on graphene transistors for flexible and printable electronics.

Traditional mono-crystalline semiconductors such as Si and III-V compounds are rigid and cannot be used for flexible and printable electronics. Instead, organic semiconductors are favored in this field. Organic materials are bendable and printable, but this comes at the expense of a very low mobility. Typical mobilities of organic materials are in the 0.01–1.0 cm²/Vs range only, which makes fast devices and low operating voltages a problem. Here, graphene definitely has an edge.

Large-area graphene is bendable and recently the deposition of graphene on flexible substrates and the use of graphene ink for printed electronics have become fields of intensive

<table>
<thead>
<tr>
<th>Transistor class</th>
<th>$\epsilon_{\text{ch}}$</th>
<th>$\epsilon_{\text{bar}}$</th>
<th>$t_{\text{ch}}$ (nm)</th>
<th>$t_{\text{bar}}$ (nm)</th>
<th>$\lambda$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si MOSFET</td>
<td>11.9</td>
<td>3.9</td>
<td>5</td>
<td>0.6</td>
<td>3</td>
</tr>
<tr>
<td>GaAs pHEMT</td>
<td>13.3</td>
<td>12</td>
<td>15</td>
<td>35</td>
<td>24</td>
</tr>
<tr>
<td>InP HEMT and GaAs mHEMT</td>
<td>14.1</td>
<td>12.7</td>
<td>15</td>
<td>15</td>
<td>15.8</td>
</tr>
<tr>
<td>GNR MOSFET</td>
<td>3</td>
<td>3.9</td>
<td>0.35</td>
<td>2</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

Table 15.2 Typical design parameters and scale lengths of different classes of RF FETs. The much shorter scale length of GNR MOSFETs suggests that the linear shape of the log($f_T,f_{\text{max}}$) versus log($L$) curves can be maintained down to shorter gate lengths compared to the competing RF FETs.
research. Impressively high mobilities of 1000–4930 cm²/Vs for graphene on flexible substrates and printed graphene structures with mobilities of 100–365 cm²/Vs have been reported [62,63]. Moreover, formidable results have been achieved with graphene transistors on flexible substrates [64–66]. A recent highlight is a 500-nm gate graphene MOSFET on polyethylene naphthalate substrate showing a $f_T$ of 10.7 GHz and a $f_{\text{max}}$ of 3.7 GHz [66]. This transistor is orders of magnitude faster than competing organic transistors on flexible substrates and shows that graphene-based GHz circuits on plastic have become a viable option. Moreover, printed graphene transistors have been reported [67] that could pave the way for graphene to the emerging field of low-cost printed circuits that can be fabricated without lithography. It should be kept in mind, however, that the flexible and printed graphene MOSFETs mentioned possess gapless large-area channels and do not switch off.

### 15.5 Graphene NonMOSFET Transistors

All graphene transistors discussed in the preceding sections are based on the classical MOSFET concept and suffer either from the gapless nature of large-area graphene or from the degraded mobility caused by a bandgap opening in BLG and GNRs. To exploit the full potential of graphene, however, devices taking advantage of the missing bandgap are desirable. Actually, several such transistor concepts, all based on tunneling in one way or another, have been conceived.

In 2009, the BiSFET (Bilayer Pseudospin Field Effect Transistor) has been proposed [68]. It is a vertical tunnel device concept based on the prediction that under appropriate conditions a superfluid electron-hole pair condensate forms in two graphene layers of opposite conduction type (i.e., one n-type and the other p-type conducting) that are separated by a thin dielectric [69]. Graphene is attractive for the formation of such a condensate since: (i) it is atomically thin and the missing bandgap is not a problem for proper BiSFET operation and (ii) it has a low density of states and symmetric conduction and valence bands. The active region of a BiSFET consists of the following vertical layer structure: top-gate / top-gate oxide / top graphene layer / interlayer tunnel oxide / bottom graphene layer / bottom-gate oxide / bottom-gate. Outside the active region, the two graphene layers have contacts acting like the source and drain contacts in a FET. Under certain bias conditions (top-gate voltage, bottom-gate voltage, interlayer voltage applied across the two graphene layers), an electron-hole pair condensate forms, the resistance of the tunnel oxide dramatically reduces, and a pronounced tunnel current can flow. Beyond a certain interlayer voltage that can be small compared to the thermal voltage $k_B T/q$ at room temperature, the condensate collapses and the current drops to zero. Thus, in spite of the missing bandgap of the graphene layers, the BiSFET switches off since, in contrast to MOSFETs, not the conductivity of a graphene channel but the tunnel resistance of the interlayer tunnel oxide is controlled by the gate applied voltage.

The small interlayer voltage range within which the current reaches its maximum and then drops to zero results in extremely small switching energies. Theoretical considerations have shown that ultra-fast (100 GHz clock frequency) and ultra-low power (a few to a few tens of zeptojoules per switching event of a logic gate) logic circuits should be possible with BiSFETs [70]. While the BiSFET is an intriguing conceptual device, its experimental manifestation is still missing. One problem is certainly the proper stacking of the two graphene layers [71]. Nevertheless, in 2009 the BiSFET has been added as an emerging research device to the ITRS.

Apart from the BiSFET, several other vertical graphene-based tunnel transistor concepts are under investigation, for example [72,73]. All transistor concepts mentioned in this section have
in common that at the moment their potential cannot be assessed reliably and that more work is needed to evaluate their merits and drawbacks.

15.6 Perspectives

It is always difficult to make a serious prediction on the future progress in dynamic fields such as semiconductor electronics in general and graphene electronics in particular. Thus, the following discussion should not be considered as a reliable prediction but rather as a personal view on the perspectives of graphene electronics.

15.6.1 General Remarks

Graphene is a fascinating material with outstanding properties and will undoubtedly find applications in different fields. Its prospects in electronics, in particular in digital logic and RF electronics, are vague, however. The early expectations that graphene could replace the conventional semiconductors in the foreseeable future have turned out to be wishful thinking. One should bear in mind, however, that this is not a fault of graphene – it is just a material. Instead, this is related to unrealistic performance projections based on a single property, the mobility, of graphene. One lesson we can learn from 10 years of graphene research is: Never expect too much too soon from a new material!

A second issue one should consider is the following. As mentioned above, to a large extent the discussions on future applications of graphene have been focused on high-performance transistors, in particular on the replacement of the conventional channel materials by graphene. In this regard it is helpful to recall Herbert Kroemer’s Lemma of New Technology [74]: The principal applications of any sufficiently new and innovative technology always have been – and will continue to be – applications created by that technology. This means, in other words, that graphene may find/create applications in areas that have not been considered in the early days of graphene research.

Finally, graphene is by far not the only two-dimensional material. Instead, the work on graphene during the early 2000s paved the way for a wide variety of other two-dimensional materials that are currently under intensive investigation [75], and partly these new materials are very interesting for electronic applications.

15.6.2 Mid-term Perspectives

Table 15.3 summarizes our current view on the potential applications of graphene MOSFETs. The suitability of graphene in high-performance FETs for the More Moore (logic) and More Than Moore (RF) domains is considered rather critical since the conventional transistors (Si MOSFETs and III-V HEMTs) are simply too strong. While we do not see much a future for gapless graphene MOSFETs in high-performance logic and RF circuits, their application in flexible and printable electronics looks promising. The prospects of BLG MOSFETs are entirely unclear at the moment since it is much too less known on these transistors to make an even remotely reliable assessment. GNR MOSFETs provide the high on–off ratios needed for logic and excellent electrostatics due to the ultimately thin channel but are plagued by fabrication issues and degraded mobilities. In the RF field, GNR MOSFETs with ultra-short gates may be able to outperform the competing RF FETs – but this is not certain.

The BiSFET, after all, is a really intriguing device concept. Unfortunately, operating devices are still missing. Thus, an experimental confirmation that this concept really works is urgently
needed. Even if operating BiSFET can be realized, there will be long road ahead until scaled BiSFETs that can compete with Si CMOS and can be applied in commercial circuits will become reality.

15.6.3 Long-term Future

A view into the 2011 edition of the ITRS (the edition that was current at the time of completing this chapter) reveals that, although graphene transistors are mentioned in the Emerging Research Devices chapter, no production-stage carbon-based transistors are expected in the ITRS time frame, that is, until 2026. Instead, work on alternative channel materials with enhanced mobilities such as III-V semiconductors for n-channel MOSFETs and Ge for the p-channel counterpart is considered to be a major issue and production-stage MOSFETs with these alternative channel materials are expected before the year 2020.

Things may change, however, beyond the time frame of current ITRS when MOSFET gate lengths of 5 nm and below are expected. At such short gate length levels, direct source–drain tunneling may become a limiter for further MOSFET scaling. Recent work has shown that to suppress source-drain tunneling, channel materials having a heavier carrier effective mass (and thus by trend a lower mobility) and a wider bandgap are preferable [76–78]. This, together with the ultra-short scale length, may give two-dimensional materials such as graphene nanoribbons and transition metal chalcogenides (e.g., MoS2, MoSe2, WS2, etc.) an edge over conventional semiconductors in MOSFETs at ≤5-nm gate length levels.
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16.1 Carbon Nanotubes – The Ideal Transistor Channel

What made silicon so attractive for use as the transistor industry’s foremost semiconducting material was primarily its accessibility compared to semiconductors with more ideal attributes. Compared to germanium, on which the early field-effect transistors (FETs) were demonstrated, silicon had a less desirable indirect bandgap and much lower mobility for electrons and holes. However, silicon was (and is) abundant and had a native oxide, SiO₂, which proved viable as a gate dielectric and an excellent passivation layer for surface states. After over five decades of shrinking down the size of silicon metal-oxide-semiconductor FETs (MOSFETs), the scaling limit is now effectively reached and industry is clamoring for a more scalable and more ideal replacement. This chapter presents the single-walled carbon nanotube (CNT) as the ideal semiconducting material for yielding scalable, high-performance FETs for the next generation of electronics.

16.1.1 Electronic Structure of a CNT

Physically, a CNT is composed of a single cylindrical shell of carbon atoms that are sp²-bonded in a honeycomb lattice. It is instructive to consider the CNT as a sheet of graphene rolled into a seamless cylinder, providing both visual conception and insight into the electronic structure of a nanotube. Consider the carbon lattice for graphene in Figure 16.1, shown in both real and reciprocal space. The two unit vectors, \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) can define the location of all atoms in the lattice. A CNT is described by a chiral vector \( \mathbf{c} = m \mathbf{a}_1 + n \mathbf{a}_2 \), which indicates the folding of one atom in the lattice onto another to form the nanotube. The “rolling” of the lattice into a CNT with a diameter \( d_{\text{CNT}} \) between 0.8 and 2.5 nm results in a quantization of the electronic states in the circumferential direction, as represented by the
parallel lines in Figures 16.1b and 16.2. Each of the parallel lines is a subband with its own set of 1D dispersion relations. The subbands are determined by the periodic boundary condition around the circumference of the CNT, with a circumferential wave vector $k_c$ such that $k_c = \frac{\pi d_{\text{CNT}}}{2\nu}$, which defines a series of parallel lines, each corresponding to a different integer value for $\nu$.

![Figure 16.1](image1.png)

**Figure 16.1** (a) Graphene’s honeycomb lattice of carbon atoms in real space, with unit vectors $a_1$ and $a_2$, and an example chiral vector $c$ illustrated as $c = ma_1 + na_2 = 3a_1 + a_2$. (b) Graphene’s lattice in reciprocal space showing unit vectors $b_1$ and $b_2$ with the Brillouin zone shaded. Dashed lines represent the allowed states in $k_y$ that result from quantization in the circumferential direction from the “rolling” of a graphene sheet to form a CNT.

![Figure 16.2](image2.png)

**Figure 16.2** (a) Illustration of a first Brillouin zone for graphene with the conical energy dispersions shown at each K point. The quantized k-states for a nanotube’s 1D subbands are depicted as parallel dashed lines. (b, c) A closer look at the dispersion relation for a subband passing (b) through a K point to form a metallic CNT and (c) away from a K point to form a semiconducting CNT.
As illustrated in Figure 16.2, if a subband passes through one of the corners (known as K points in reciprocal space) of the Brillouin zone then the CNT will have no energy bandgap \( E_g \) and thus exhibit metallic properties. However, if none of the subbands pass through the K points, then the CNT will be semiconducting with a direct bandgap between the conduction and valence band. The bandgap is proportional to the smallest distance between a K point and the subband lines. Upon accounting for the threefold symmetry of the K points, the bandgap for a CNT becomes:

\[
E_g (\text{eV}) = 2 \left( \frac{\partial E}{\partial k} \right) \frac{k_c}{3} = \frac{2}{3} \frac{h v_F}{|e|} \frac{2\pi}{3} \frac{h v_F}{d_{\text{CNT}}} \frac{1}{3} \approx 0.7 \frac{h v_F}{d_{\text{CNT}}} \] (16.1)

where \( h \) is Planck’s constant and \( v_F \) is the Fermi velocity of electrons.

Entire chapters have been written on the electronic structure of CNTs [1–3], but most of the crucial aspects can be gleaned, or extrapolated, from the information presented thus far, including:

- Semiconducting CNTs have a direct bandgap that is inversely proportional to \( d_{\text{CNT}} \).
- “Rolling” of a 2D graphene lattice to form a CNT produces 1D subbands around the circumference of the nanotube.
- Effective mass of electrons and holes is equal (slope of conical dispersion relations is symmetric around the K points).

**16.1.2 Electron Transport in CNTs**

Because of quantum confinement in the circumferential direction, electron transport in CNTs is effectively 1D – carriers can either move forward or directly backward – with the carrier wave function traversing around the nanotube [3]. Carrier scattering is predominantly a result of acoustic and optical phonons. Acoustic phonon scattering is elastic and exhibits a long mean free path for CNTs on the order of 300 nm. The emission of optical phonons, however, is inelastic and has a much smaller mean free path of \( \sim 10–15 \text{ nm} \), though high fields are required for these scattering events (> 0.16 eV) [4–7].

An important question for a 1D material is what the minimum resistance would be if the injection of carriers at the contacts is perfect and there is no carrier scattering? The current in such a device would simply be the product of excess carrier density (\( \Delta n \)), carrier velocity (\( v \)) and the elementary charge of an electron (\( e \)):

\[
I = e \Delta n v = e \frac{D}{2} [e V_{ds}] v = \frac{e^2}{2} \left( \frac{4\sqrt{2}}{h} \sqrt{\frac{m}{E}} \right) V_{ds} \left( \sqrt{2} \sqrt{\frac{E}{m}} \right) = \frac{2e^2}{h} V_{ds} \] (16.2)

where the application of a voltage between the drain and source contacts is \( V_{ds} \), which opens a certain number of states in the 1D channel for transport based on the density of states, \( D \). \( D \) and \( v \) are obtained from the parabolic dispersion relation, with dependence on Planck’s constant \( (h) \) and the carrier effective mass \( (m) \). The result in Equation 16.2 is for most 1D materials with perfect transmission and no scattering; but for a CNT, the twofold band degeneracy of the
K points at the Fermi level yields an extra factor of two in the current and thus the following minimum resistance/conductance:

$$R_Q = \frac{h}{4e^2} = 6.5 \text{ k}\Omega, \quad G_Q = \frac{4e^2}{h} = 154 \mu\text{S} \quad (16.3)$$

This quantum of resistance is the lowest possible resistance per subband for an electrically contacted CNT in the absence of scattering. Note that $R_Q$ is for both of the needed contacts, source and drain, so there is effectively $3.25 \text{ k}\Omega$ per contact. There have been several experimental demonstrations of reaching the ballistic transport limit in CNTs [7–12], two of which are shown in Figure 16.3. It is unlikely that there will ever be perfect transmission of carriers at the contacts, especially for semiconducting CNTs where Schottky barriers are typically present [13–16], and thus the best realizable resistance per nanotube in a transistor is between 6.5 and 12 kΩ.

### 16.1.3 The Ideal Transistor

As this book shows, there are a variety of options for a new digital switch that can replace silicon MOSFETs with higher performance, lower power, and more scalability. Aside from the dramatic platform-changing devices, such as spintronics and NEMS, most engineers can agree on what the ideal attributes would be for the channel material in a field-effect transistor. First, the ideal material should have ballistic transport for electrons and holes, be ultra-thin to maximize scalability, and have a bandgap of at least 0.5 eV. The gate should be able to wrap completely around the channel for optimal electrostatics and to eliminate the influence of stray charges or screening interactions. Finally, the semiconductor should be able to operate at low voltages while delivering high current density.

Juxtaposing CNTs against this profile of the ideal FET channel shows why they have received, and continue to receive, so much attention as an excellent candidate for silicon replacement. Their 1D nature exhibits ballistic transport, they are a mere $\sim 1 \text{ nm}$ in diameter/thickness, lend themselves perfectly to a gate all around geometry, and have been shown to provide high performance at low voltages. While there are certainly many material and
engineering challenges that remain for CNTFETs, the impressive progress that has been made in the field combined with the CNT’s ideal attributes for FETs suggest they are worth further pursuit. The proceeding sections will review the latest progress in the field and provide a brief overview of the challenges that remain.

16.2 Operation of the CNTFET

The first demonstrations of modulating a CNT channel using a gate-induced field came in 1998 [17,18]. These early CNTFETs, along with the majority of those studied since, were fabricated by using a doped silicon substrate gate to modulate the energy bands of a metal-contacted CNT, which was separated from the gate by a thermal SiO₂ gate oxide as depicted in Figure 16.4a. Since then, a variety of CNTFET structures have been demonstrated and can primarily be classified into devices with and without spacers. For a CNTFET, the spacer length (L_{sp}) is the distance between the gated channel and the source/drain metal contacts, as shown in Figure 16.4b and c.

For CNTFETs without spacers, a band diagram illustrating the basic operation is given in Figure 16.4d. Regardless of whether the gate is on bottom or top of the CNT channel, the operation of these spacer-less devices is nominally the same. Because nanotubes are intrinsic semiconductors, carriers are not induced in the channel by the gate-field, but must be injected from the contacts by the gate lowering the thermal barrier in the channel and the carriers tunneling through the Schottky barrier (SB) at the source (if there is a SB). Therefore, the contact metal work function plays a significant role in CNTFET performance, as will be discussed in Section 16.3.1. Note that the applied \( V_{ds} \) is dropped entirely at the drain-end of the device based on the ballistic transport nature of the CNT channel. Several studies have explored the impact of dropping the bias across such a small (few nanometers) length and the resultant heating of the contacts [6,19,20], which only limits the performance at very high fields where breakdown of the CNT can occur locally.

In contrast to the spacer-less devices, CNTFETs with spacers are less limited by injection at the metal-CNT source – owing to the high level of doping in the spacers from either a molecular dopant or “electrostatic doping” from a gate that thins the SB – and are controlled primarily

Figure 16.4  Example schematics and band diagrams of prominent CNTFET structures. Schematics of (a) substrate-gated, (b) gated-spacer, and (c) doped-spacer CNTFETs. Energy band diagrams illustrating the on state (solid lines) and off state (dashed lines) of a CNTFET (d) without spacers and (e) with gated/ doped spacers
by the gate modulating the thermal barrier in the channel, like conventional MOSFETs [21].

Note that a CNTFET with spacers that are not doped in some fashion will have a large series resistance across $L_{sp}$, blocking carrier transport between the channel and source/drain – spacers in CNTFETs are therefore much like source/drain extensions in MOSFETs. CNTFETs with spacers will also be more resistant to ambipolar conduction because of the larger barrier to carrier injection at the drain [22,23]. Ambipolar conduction – conducting electron and hole currents in a device depending on the gate voltage – in CNTFETs has been seen as a great concern because a device would not remain in the off state if the gate bias is swept too far. Hence, a CNTFET that can suppress such ambipolarity is very attractive. Regardless of the CNTFET structure, movement of the energy bands by the gate in the on state can nominally be maintained at 1:1 by operating the device in the quantum capacitance limit – uniquely accessible because of the 1D CNT [24–26].

16.3 Important Aspects of CNTFETs

As was introduced in the preceding section, there are a few key aspects to a CNTFET that impact the operation and performance, including the contacts, dielectrics, gate structure, and passivation treatments. Over the years, the research community has improved each of these important components, with far too much progress to cover in this short section. Therefore, emphasis herein is given to a brief summary of each aspect and the latest status in the field.

16.3.1 Contacts

Because CNTs are intrinsic semiconductors, all carriers must enter the channel by injection from the contacts, making the metal source/drain to CNT interface extremely important in CNTFET performance. For semiconductors that have dangling bonds at their surface, Fermi level pinning severely limits the effect of using metal contacts with different work functions to tune carrier injection [27]. However, CNTs have no open bonds on their honeycomb carbon lattice and hence are not impacted by such pinning of the metal Fermi level to certain mid-bandgap states [28]. Without Fermi level pinning, the choice of metals with appropriate work functions is a valuable method for maximizing performance and even tuning polarity in CNTFETs.

Many metals have been explored as source/drain contacts to CNTs [8,9,23,29–32]. Perhaps most significant was the discovery that Pd creates a nearly ideal $p$-channel contact to the valence band of CNTs [8]. Several studies on how metal work function and CNT diameter both contribute to a certain SB height have been reported, including the exploration of Pt, Ti, and Al contacts shown in Figure 16.5 [33]. While this data suggests a clear relationship between the metal work function and resulting SB height, there are other aspects to consider. For instance, Pt, which has a work function of 5.65 eV, provides a very poor contact to CNTs despite its work function being larger than Pd [8]. The reason for this inconsistency is that the physical wetting of a metal on a CNT, also referred to as coupling, is another critical factor for carrier injection [24,34,35].

A final consideration for the contacts is regarding their geometric coverage of the CNT. Most devices have used contacts that are on top of the nanotube, interfacing noncovalently with the sp²-bonded carbon. Yet, some theoretical studies have suggested that metal contacts to the “ends” of a nanotube, where the carbon bonds are dangling, can provide many times lower contact resistance [36]. Experimental data has yet to defend or deny this claim, though Pd top contacts have already yielded CNTFETs with resistances very near $R_Q$ [7,9], suggesting that
there is not much that can be improved by employing different contact geometries for Pd so long as the contact length is greater than the transfer length (see Section 16.4.2).

16.3.2 n-Type CNTFETs

With a work function of $\sim 4.7$ eV [37,38], the Fermi level at mid-gap, no metal-induced gap states causing Fermi level pinning, and an average bandgap of 0.6 eV, CNTs naturally lend themselves to $p$-type FETs because of the easiness of finding a robust high work function metal for injecting holes into the valence band (see Figure 16.5). Based on the common CNTFET structures in Figure 16.4, obtaining an n-type CNTFET – where electron injection is favored – can be achieved by either doping the spacer regions and/or using a low work function metal.

Doping CNTs is difficult to control. As mentioned previously, substitutional or interstitial doping is not available, so the dominant method is to apply a layer of charged molecules to the CNT surface. This has been done in gas [39,40] or solution [41,42] phase, and with both $n$- and $p$-type dopants. While this charge-transfer doping approach has enabled some high-performance CNTFETs, it is not without challenges, including: (1) low consistency/uniformity, (2) instability in air, (3) low compatibility with subsequent planarization of devices, and (4) sensitivity to high temperatures. Every molecular dopant does not necessarily have all of these challenges, but they each have at least one of them to some degree. An example of a high performance $n$-type CNTFET achieved by applying a layer of charged molecules to the spacer, or source/drain extension, regions of a Pd-contacted device is given in Figure 16.6a [40]. Note that a further advantage of having a CNTFET device with doped spacers is that the undesirable ambipolar conduction is largely subdued because of the sizeable barriers to carrier injection at the drain.

Establishing metal contacts with low barriers to electron injection is critical for $n$-type CNTFETs, even those with doped spacers (though in the case of doped spacers the SBs are thinned substantially by band movement from the doping). Perhaps the greatest challenge in
working with low work function metals is their high propensity to oxidize, which among other things compromises their air stability and consistency of material quality. However, with appropriate passivation layers used to cap the metals, there have been demonstrations of $n$-type CNTFETs having superb performance, primarily using Y [43], Sc [11], or Er [44]. The subthreshold curves from the device in Figure 16.6b with Y contacts exhibit near ideal performance for a single CNT – as good as $p$-type devices from Pd contacts. It has even been shown that, under the appropriate metal deposition conditions, the yield of $n$-type CNTFETs can be increased to the level achievable by high work function metal $p$-type devices [44]. While more difficult to achieve than $p$-type CNTFETs, high performance $n$-type devices have become accessible and no longer prove to be a bottleneck to a CNT technology.

16.3.3 Dielectrics

As pointed out previously, CNTs are made up of fully satisfied covalent carbon bonds. For this reason, choosing a dielectric for CNTFETs is not related to Fermi level pinning or passivating surface states – as is the case for most other semiconductors and the plague for III-V materials [45] – but rather what dielectric can be scalable with a compatible deposition process for the CNT. The most common fabrication method for depositing high quality high-$\kappa$ dielectrics is atomic layer deposition (ALD), which is a chemical vapor deposition process that
relies on gaseous precursors to react with surface states to form a dielectric one layer at a time [46]. Having no surface states, CNTs are not naturally compatible with ALD. To overcome this limitation, bottom-gate CNTFETs have been used [47,48] or adhesion layers have been applied to enable ALD nucleation on CNTs [49,50]. These adhesion layers can cause undesirable perturbations to carrier transport in the CNT without the appropriate annealing treatments applied during processing [51].

For bottom-gated devices the dielectric is completely formed prior to placing the nanotubes on the substrate, making it a great option as far as dielectric choice, scalability, and quality are concerned. But, the bottom gate geometry can also be tricky for manufacturability (see Section 16.3.5), so it is desirable to have other options. Adhesion layers for ALD nucleation have been demonstrated in the form of DNA molecules that wrap CNTs [52] or gas-phase functional layers formed in a CVD chamber prior to ALD [49]. The latter approach is more favorable in that it employs compatible oxide layers that will not compromise the needed low equivalent oxide thickness (EOT) of the final device structure. Once the adhesion layer is in place, ALD can be used to deposit the high-κ material of choice.

### 16.3.4 Passivation Treatments

One highly promoted application space for CNTFETs is in chemical or biological sensing [53–55]. Because of their small size and extremely high specific surface area, the presence of virtually any adsorbate is readily detected by conductance changes in a CNT. While excellent for sensing applications, the nanotube sensitivity to such stray charges is a challenge for high performance digital applications. This difficulty is manifest in the large variation of threshold voltage ($V_t$) among CNTFETs of the same geometry and the sizable hysteresis that is standard for most CNTFETs [56].

Transfer curves from a set of CNTFETs built on the same nanotube are shown in Figure 16.7, where the threshold voltages span a range of $\sim 0.8$ V. The simple application of a hydrophobic self-assembled monolayer in vacuum to passivate (cover) the exposed CNT channel and surrounding dielectric surface is able to reduce the range of $V_t$ by more than 50%. This reduction in $V_t$ variation is a result of the vacuum deposition environment driving off stray charge adsorbates (e.g., oxygen, water) and then passivating the hydroxylated surface to stave off any future adsorbates. Further, the hysteresis in the same devices was reduced on average from 500 mV to $< 50$ mV over a gate source bias ($V_{gs}$) range of 4 V at $V_{ds} = 0.5$ V. Such a dramatic reduction in variability is evidence that the variation is not intrinsic to the CNTs and is primarily a result of the channel being susceptible to stray charges in the vicinity. Hence, either a technologically compatible passivation coating that can eliminate such charge, or the ability to completely wrap a CNT in the gate is needed to address the variability problem.

### 16.3.5 Gate Structure

Because CNTs are not substrate-bound, there is a lot of freedom in designing the gate structure. As shown in Figure 16.4, CNTFETs are typically fashioned with either bottom- or top-gate geometries. While the top-gate does provide an omega-shaped gate structure, the electrostatics are not appreciably different from the bottom gate, cylinder on plate, structure. Top gates more closely mimic the structure of Si MOSFETs, but have been challenging to realize with the difficulty of nucleating dielectrics on CNTs (see Section 16.3.3) and the inability to use reactive ion etching (RIE) in the presence of CNTs (nanotubes are readily etched away in a reactive ion environment).
For local bottom gate devices, there is no fabrication limit to the scalability of the dielectric thickness ($t_{ox}$) because it is formed prior to CNT placement, thereby minimizing the number of processing steps that the nanotubes are exposed to and preserving their quality. Another advantage of bottom gates is that they allow for any choice of passivation/planarization/capping layer to be used to cover the final device (see Section 16.3.4), rather than being restricted to the gate dielectric layer as in top-gate structures. Regardless of the gate geometry, the gate metal work function provides a 1 : 1 control over the device threshold voltage to enable the tuning of $V_t$ in a final architecture [57].

The ultimate gate structure for CNTFETs is one that completely wraps the nanotube channel in a gate-all-around (GAA) fashion [50,58]. GAA is so natural for CNTs that it has been used for virtually all simulation studies of CNTFETs [59–61]. A demonstration of GAA-CNTFETs is given in Figure 16.8 [51]. Although the GAA provides the ideal electrostatic structure for nanotubes, it is a mistake to conclude that this marginal improvement in electrostatics is critical for achieving CNTFETs with sub-10 nm channels (see Section 16.4.1). The ultrathinness of a nanotube (<2 nm) enables excellent gate control of the channel even with only a bottom gate [62]. Actually, the primary motivation for GAA is that the gate encompasses the CNT, shielding it from stray charge, screening interactions, or other local variations. As pointed out in Section 16.3.4, nanotubes are sensitive to any charge in their vicinity, and the GAA is the only complete solution for addressing this challenge.

16.4 Scaling CNTFETs to the Sub-10 Nanometer Regime

In order for a transition from mainstream Si MOSFET technology to be worthwhile, the replacement must provide substantial benefits in performance at sub-10 nm dimensions – a
regime where silicon of any dimensionality cannot compete. Therefore, while CNTFETs were shown for years to have excellent performance at hundreds of nanometers, verification of their scaled performance benefits is crucial. The two critical lengths for scaling in a CNTFET are the channel length ($L_{ch}$) and contact length ($L_c$) as illustrated in Figure 16.9.

16.4.1 Channel Length Scaling

Scaling down the channel length of a CNTFET has enabled ballistic transport and high on currents [7,9,63,64]. The danger with aggressive $L_{ch}$ scaling in any FET is that the gate will lose control over the energy bands in the channel – a problem known as short channel effects (SCEs). Because of their ultrathin body, CNTs have been projected to provide excellent gate control at scaled lengths. However, with very small carrier effective mass, CNTs are also susceptible to source–drain tunneling, which is another SCE that causes an increase in subthreshold swing ($SS$) and off current. Some theoretical projections suggested that such tunneling would be the demise of CNTFETs at $L_{ch} < 15$ nm [59,60].

Over the years, experimental CNTFETs with channels between 15 and 300 nm were demonstrated with little to no SCEs. It was not until 2012 that $L_{ch}$ was scaled below 10 nm
for a CNTFET [62], and the result defied previous theoretical expectations. The 9 nm CNTFET did not exhibit the anticipated SCEs, such as high SS, and instead performed better than any silicon-based device of comparable length, as shown in Figure 16.10. Importantly, the comparison of on currents in Figure 16.10 has been pitch-normalized, which accounts for the fact that you can only pack CNTs or fins or nanowires so close to each other and still be able to fit all of the gate stack. In the case of CNTs, the device was a local bottom gate, where there would be no gate stack to limit the pitch, though a reasonable 5 nm pitch was chosen.

16.4.2 Contact Length Scaling

It is instinctual to focus on channel length when discussing the scaling of any type of FET because SCEs are known to be a result of small $L_{ch}$. However, for an FET to be densely integrated in a useful digital technology, the length of the contacts (source and drain) must be scaled as aggressively as the channel. The fact that there has been less focus on $L_c$ scaling for nanoelectronic devices is not because it has not been a challenge for Si MOSFETs—small contact lengths have led to dramatic increases in series resistance, which compromises on state performance. It is most probable that the lack of attention to $L_c$ in nanomaterial-driven FETs is simply because: (1) SCEs from $L_{ch}$ scaling is a bigger concern for Si MOSFETs and thus more popular to address and (2) there is less motivation to consider $L_c$ when there are still SCEs present.

For CNTFETs, the first study to consider the impact of contact scaling revealed an important challenge for realizing high performance, ultrasmall devices: contact resistance ($R_c$) exhibits an inverse dependence on $L_c$, similar to MOSFETs [7,35]. While some previous studies had explored this trend for large multi-walled carbon nanotubes [65], this $R_c$ versus $L_c$ dependence in CNTFETs, shown in Figure 16.11, clearly defined the balance between $L_{ch}$ and $L_c$ scaling in these devices for achieving optimal performance.
The reason for $R_c$ showing strong dependence on $L_c$ is different than for MOSFETs. A metal-CNT contact is a 3D-1D, metal–semiconductor interface, creating a very different scenario from the standard 3D-3D, silicide–semiconductor interface. Some had even projected short contacts to improve metal-CNT $R_c$ by maximizing the electric field at the interface \[13,66\]. There have been theoretical studies that try and make sense of the observed scaling behavior, but they all deal with carrier injection between the metal-CNT and have not found a way of considering how transport in the metal-covered CNT contributes to $R_c$ \[34,35,67,68\]. Overall, this result is still rather new and has only been shown for one contact metal, Pd. There are a myriad of possibilities for improving the $L_c$ scaling behavior for CNTFETs that should come to light in the ensuing years.

16.5 Material Considerations

The focus of this chapter has predominantly been on the device considerations for a high-performance CNTFET technology. However, as with any relatively new material, CNTs have unique challenges at the materials-level that must be addressed in order for them to be viable for a densely integrated technology. The two prominent challenges are the isolation of semiconducting CNTs and the positioning of these CNTs on a substrate.

16.5.1 High-Purity Semiconducting CNTs

As discussed in Section 16.1.1, depending on the chirality of a nanotube it can either be metallic or semiconducting. The tolerance for a metallic nanotube in technologically relevant CNTFETs is very low at $\sim$0.0001%. Statistically, the distribution of metallic versus semiconducting nanotubes is 1: 2, meaning 33% are metallic. Over the years, progress has been made in separating semiconducting CNTs from their metallic counterparts, as shown in Figure 16.12. The most promising techniques involve dispersion of CNTs into solution and then using some type of chemical technique for differentiating the semiconducting from the metallic, such as density gradient ultracentrifugation \[69–71\], column chromatography \[72\], or DNA coating \[73\].
Many reviews have been written comparing the various techniques that have been demonstrated [71,74]. The target purity is 99.9999% semiconducting [75], with the best reported as of early 2013 being 99.9% [76]. While the remaining three orders of magnitude in needed purity is daunting, it is not fundamentally impossible [77], albeit difficult to characterize.

16.5.2 Precise Placement of CNTs

One of the core differences between CNTFET fabrication processes and those of MOSFETs is that they are bottom-up versus top-down approaches, respectively. A MOSFET is created out of a bulk material – doped, annealed, patterned, coated, and so on. A CNTFET is assembled by synthesizing and placing (sometimes in one step) CNTs in desired locations and then establishing contacts, dielectrics, and gates onto them. This bottom-up approach has some advantages, including substrate independence and many contact/gate material options. The primary disadvantage is the difficulty of precisely positioning CNTs at a certain pitch (see Figure 16.13) across an entire wafer.

**Figure 16.12** Progress in isolating semiconducting CNTs over the years, including both solution phase (CNTs dispersed in a solution) and substrate-supported (CNTs on substrate) techniques. The target for a technology is ~99.9999%

**Figure 16.13** Progress in placing CNTs on a substrate at a certain linear density (number of CNTs per micron). Placing CNTs at an inconsistent pitch has reached a higher density but suffers from a lack of uniformity. The target is for at least 125 CNTs/μm (pitch ≤ 8 nm)
There has been considerable progress in the precise placement of CNTs [77], as shown in Figure 16.13. The highest reported linear density is $\sim 55$ CNTs/μm [78], though the pitch of the CNTs was inconsistent. Inconsistent pitch leads to challenges for fabricating CNTFETs with a controllable number of CNTs in each channel. Furthermore, if nanotubes are too closely spaced without being electrically isolated from each other, then charge-screening interactions will also be present and nonhomogeneous [79–82]. Placement of CNTs with uniform pitch has not progressed as rapidly, but is improving as techniques involving nanotube and/or substrate functionalization continue to advance [83–87]. The best linear density at a controlled pitch is 10 CNTs/μm [87], which is approximately an order of magnitude away from the target of at least 125 CNTs/μm [75].

### 16.6 Perspective

This chapter has shown that CNTFETs are aggressively scalable and have been experimentally demonstrated to outperform competing devices at low voltages. As with all “next switch” logic devices, there are challenges that remain to realizing a CNTFET technology, most of which have been reviewed in Sections 16.4 and 16.5. Should these obstacles be overcome, where would CNTFETs be expected to show up on the transistor roadmap? First it must be decided which of the roadmaps CNTFETs are best suited for. The most obvious is that of high performance digital computing, which CNTFETs have been anticipated to compete in for most of their lifetime. A technologically relevant CNTFET in this space is projected to have 5–6 CNT channels in each device, as shown in Figure 16.14a. To get an idea of how a CNTFET technology would perform compared to other options for the sub-10 nm technology nodes, a power–performance simulator was built that optimizes each

---

**Figure 16.14** (a) Schematic of technologically relevant CNTFET device for 5 nm technology node, including 5–6 CNTs at a pitch of 5–8 nm. The noted channel length includes any spacer (source/drain extension) lengths. (b) Power versus performance simulation mimicking a P7 microprocessor architecture (1.5 M logic gates, four cores) comparing CNTFET (CNFET) to tunnel FETs (TFET), silicon FinFETs, and partially depleted silicon on insulator FETs (PDSOI) at the 7 nm technology node, with CNTFETs yielding a $3\times$ better efficiency and $3\times$ higher performance than FinFETs at a fixed chip power density [75]
device’s dimensions for the best power–performance trade-off. As shown in Figure 16.14b, CNTFETs are projected to enable a technology with $\sim 3 \times$ greater efficiency along with $\sim 3 \times$ higher performance than FinFETs for a constant chip power density [75]. This level of power–performance improvement is very motivating for pursuit of a CNTFET technology in the high performance digital space.

Another way to view the type of performance that CNTFETs can offer compared to the competition is to consider relevant projected and demonstrated parameters, as shown in Table 16.1. Throughout this book, nanoelectronic devices that compete for the same application space as CNTFETs have their parameters listed in a similar fashion, providing a clear picture of the advantages available from each device and how close the promised parameters are to being demonstrated. As seen in Table 16.1, CNTFETs have very nearly demonstrated the projected performance for all of the important metrics.

While ideally suited for application in the high performance digital space, CNTFETs are also very promising for radio frequency (RF) electronics [88–92]. With the ability to carry high currents, a reportedly high linearity, and a bandgap that allows for current saturation, many see

### Table 16.1  Summary parameter table of CNTFETs

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values for the device in this chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate length $L_g$</td>
<td>Demonstrated 9 nm, Projected 5 nm</td>
</tr>
<tr>
<td>Subthreshold Swing $SS$</td>
<td>Demonstrated 60 mV/dec, Projected 60 mV/dec</td>
</tr>
<tr>
<td>Device speed, gate delay $\tau$</td>
<td>Demonstrated 2 ps, Projected 0.42 ps</td>
</tr>
<tr>
<td>Operation voltage $V_{DD}$</td>
<td>Demonstrated 0.4 V, Projected 0.25 V</td>
</tr>
<tr>
<td>On current at $V_{DD} = 0.5$ V (normalized over contact width not CNT diameter)</td>
<td>Demonstrated 0.6 mA/µm, Projected 2 mA/µm</td>
</tr>
</tbody>
</table>

---

**Figure 16.15**  Examples of (a) flexible [94] and (b) transparent [95] CNTFET circuits. Reprinted by permission from (a) Macmillan Publishers Ltd: Nature Nanotechnology [94], copyright 2011 and (b) [95] copyright 2009 American Chemical Society
nanotubes as more suited for RF than graphene, which has received much more attention in the RF device community. The same materials challenges that face CNTFETs for digital are hedging the way for RF applications, though the needed deliverables in purity and placement density are more relaxed for RF [93]. The other roadmaps that a CNTFET technology could very well contribute to, if not completely enable, are those of flexible and/or transparent electronics. While there are a few other nanoelectronic devices that could be applicable to these fields, the CNTFET is one of the best performing and potentially the most accessible. There have already been a number of demonstrations of flexible and/or transparent circuits built using CNTFETs [94–99], as shown in Figure 16.15. These devices tend to be thin-film transistors (TFTs), which have less stringent performance, scaling, and fabrication requirements as they are traditionally assembled using large films of CNTs to make devices with large feature sizes. Ultimately, even the best performing CNTFETs would be compatible with these exotic substrates owing to their bottom-up fabrication.

16.7 Conclusion

Carbon nanotubes may very well be the most ideal semiconductor material discovered to date for high performance FETs. With demonstrations of ballistic transport, sub-10 nm performance, and complementary circuits that perform at less than 0.4 V [100], CNTFETs have proven their viability. However, as with all emerging nanoelectronic devices, there are many aspects to CNTFETs that require further exploration, understanding, and optimization in order to enable a new technology. With the ability to provide superb performance on technology roadmaps from high-performance digital to flexible electronics, it seems likely that there will eventually be a CNTFET node in the future.
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17.1 Introduction

Spintronics, also known as magnetoelectronics, is an emerging technology exploiting both the intrinsic spin of the electron and its associated magnetic moment, in addition to its fundamental electronic charge, in solid-state devices [1]. Either adding the spin degree of freedom to conventional charge-based electronic devices or using the spin alone has the potential advantages of nonvolatility, increased data processing speed, decreased electric power consumption, and increased integration densities compared with conventional semiconductor devices [2]. Spintronics originates from research on the influence of spin on electrical conduction in ferromagnetic metals by Mott in 1936, Fert and Campbell in 1968, and gained further momentum with the discovery of spin-dependent electron transport phenomena in the 1980s. The notable milestones of Spintronics development include the observation of spin-polarized electron injection from a ferromagnetic metal to a normal metal by Johnson and Silsbee [3], and the discovery of giant magnetoresistance (GMR) independently by Albert Fert et al. [4] and Peter Grünberg et al. [5]. Pioneered by IBM in 1997, the GMR head enabled hard-disk drives to read smaller data bits, which led to a more than 40-fold increase in data storage density over the past seven years [6]. Today, the area of Spintronics is expanding considerably by considering spin-based phenomena, that is, spin transfer torque [7], and by introducing novel materials, that is, graphene spintronics [8] and molecular spintronics [9].

Spintronics has been recognized as one of the emerging technologies able to provide the continuation of the functional throughput enhancement [10]. On the one hand, the potential advantages of using the additional degree of freedom provided by spin are indisputable. On the other hand, the utilization of spin-based devices has to follow the mainstream of conventional electron-based devices and provide a substantial performance improvement in order to justify the technological difficulties associated with combining the two technologies. How do we utilize spin in the most efficient way? And how should we integrate novel spin-based devices with the traditional transistor-based logic circuitry? These are the main questions to be answered.
Current efforts in developing spintronic logic devices involve two major approaches. The first approach is to build a spin transistor enabling lower power consumption and higher functional throughput than the scaled CMOS. This approach originates from the first proposal on the electro-optical modulator proposed by Datta and Das in 1990 [11] and has resulted in a great deal of research during the past two decades. This direction is pretty straightforward as it would continue the mainstream of conventional logic circuitry development as it worked for the past seven decades. There is a variety of spin transistors proposed so far, which can be classified into two types: the spin-FET proposed by Datta and Das (and its modified versions [12,13]) and the spin-MOSFET with several variations [14,15]. The spin-FET type transistors are aimed to take advantage of spin-polarized current modulation via spin–orbit coupling and build a transistor with unique output characteristics (i.e., output current oscillates as a function of the gate voltage). Another type of spin transistor called the spin-MOSFET resembles the conventional MOSFET with magnetic elements included. The incorporation of magnetic elements in the conventional field effect transistor structure offers advantages in both energy saving and logic functionality [15]. Besides these two major groups, there are multiple proposals to use organic materials, graphene (as the channel), and hybrid schemes combining conventional MOSFET with magnetic tunneling junction (MTJ) [16].

The second approach, which is more radical, focuses on the utilization of spin as a logic state variable. In theory, logic 0 and 1 can be assigned to the polarization of a single spin placed it in a magnetic field (so-called Single Spin Logic [17,18]). Such a logic representation promises additional functionalities beyond the capabilities of the conventional FET. A spin system can be maintained in a nonequilibrium state longer than a charge system due to the weaker spin–phonon coupling, which translates in low power consumption for low-duty cycle applications [19]. Single spin logic possesses similar problems as for single electron logic, namely high sensitivity to the structure imperfections and thermal fluctuations. More practical proposals are aimed at utilizing the collective states of a large number of spins coupled via the exchange interaction (i.e., nanomagnetic logic [20]). Theoretically, switching between the collective spin states would require the same amount of energy as for a single spin state, though the collective state would be more immune to noise. Nonvolatility (ability to preserve the result of computation without an external power source) is the key advantage offered by the nanomagnetic logic thus reducing static power consumption, which is the critical problem of the charge-based approach.

While there are promising potential advantages to using spin-based logic devices, a number of questions remain open. In this section, we describe the principle of operation, the current status of development of the spin-based logic devices and we discuss the potential advantages and key technological issues limiting the performance of these devices and Spintronics in general.

17.2 Spin Transistors

Spin transistors constitute a special type of semiconductor transistor combining conventional transistor behavior with the functionalities of a magnetoresistive device. The important features of spin transistors are: (i) variable drive current controlled by the magnetization configuration of the ferromagnetic electrodes, and (ii) nonvolatile information storage using the magnetization configuration. These features are very useful functionalities for the goal of achieving highly energy efficient, low-power circuit architectures that are inaccessible to ordinary CMOS circuits [10].
17.2.1 Spin-FETs

It would be fair to say that the development of spin transistors has started from the proposal of the semiconductor electron wave analog of the electro-optic modulator proposed by Datta and Das [11], as shown in Figure 17.1. This is a three-terminal electronic device with source, drain, and gate contacts, where the source to drain current is controlled by applying a gate voltage. At first look, this device is very similar to the ordinary semiconductor transistor. However, the principle of operation of the spin-FET is completely different from the conventional transistors. The source and the drain are made of a ferromagnetic (or half-metallic) material working as polarizer and analyzer for the spin polarized current. The electrons are injected into a quasi one-dimensional semiconductor channel from the magnetic source. The initial spin polarization of the injected spins is supposed to be parallel to the polarization of the source. Then, the precession of the injected spins in the channel is controlled with a gate potential via the Rashba spin–orbit coupling effect. The precession angle $\theta$ is defined by the following [11]:

$$\theta = \frac{2m^*\alpha L}{\hbar^2},$$

(17.1)

where $m^*$ is the effective electron mass, parameter $\alpha$ is the spin orbit coupling coefficient, $L$ is the channel length, $\hbar$ is Planck’s constant. The probability that the electrons will be transmitted through the channel/drain interface depends on the relative orientation of the electron’s spin with the drain magnetization and the rate of precession controlled by the gate voltage. This probability is maximized when the polarization of the incoming electrons is parallel to the magnetization of the drain ($\theta = 0$), and the probability is at a minimum where the polarization of the incoming electrons and the drain are antiparallel ($\theta = \pi$). Thus, the source–drain current oscillates as a function of the gate voltage similar to the intensity modulation in the electro-optic modulators.

Efficient spin injection into the semiconductor channel, long spin coherence length in the channel, strong Rashba coupling for spin polarization control and low scattering are the key requirements for spin-FET operation. The efficiency of the spin injection is defined by the spin polarization $\eta$: $\eta = (N_\uparrow - N_\downarrow)/(N_\uparrow + N_\downarrow)$, where $N_\uparrow$ and $N_\downarrow$ is the number of the injected spin up and spin down electrons. In the ideal scenario, all of the injected electrons are of the same spin polarization $\eta = 1$. However, it is difficult to achieve high efficiency of
spin injection from an ordinary ferromagnet (i.e., a ferromagnetic metal) to a semiconductor due to the conductivity (or impedance) mismatch problem [21]. This problem originates from the large difference in electrical conductivity between a ferromagnetic metal and a semiconductor. A possible solution to this problem is via the introduction of insulating tunnel barriers between the ferromagnetic and semiconductor, or making Schottky contacts with highly doped semiconductor thin layers [22]. Spin injection in the material systems with In$_{x}$Ga$_{1-x}$, as have been studied widely and extensively during the past decade. Typically, experimentally detected spin polarization does not exceed a few percentage points with spin diffusion length $L_s$ of several microns (i.e., $\eta \sim 5.7\%$, $L_s \sim 5.1 \mu$m at 1.5 K [23]).

Being injected into a semiconductor channel, the spins of conduction electrons are subject to different relaxation mechanisms (i.e., Elliott–Yafet [24], D’yakonov–Perel’ [25], Bir–Aronov–Pikus [26]) which reduce spin polarization. The most critical are the Elliott–Yafet relaxation processes due to scattering via phonons, impurities, boundaries, which are inherent in all semiconductors, and the D’yakonov–Perel’ mechanism in compound semiconductors without a center of inversion symmetry, which is most prominent in III-V compound semiconductors. All the scattering mechanisms tend to equalize the number of spin up and spin down electrons in a nonmagnetic semiconductor channel. In turn, the decrease of spin polarization within the ensemble of conducting electrons reduces the On/Off ratio. For spin-FETs, it is critical to suppress the spin relaxation in the channel while keeping the maximum strength of the spin–orbit interaction. The suppression of spin relaxation can be achieved via electron confinement (i.e., making one-dimensional channel structures whose characteristic size is less than the bulk spin diffusion length) [27], or by utilizing the so-called persistent spin helix (PSH) condition [28]. In the PSH condition, spin polarization is conserved even after scattering events. This conservation is predicted to be robust against all forms of spin independent scattering, including electron–electron interaction. Recently, the PSH condition has been experimentally realized and spin life time enhancement by two orders of magnitude was observed near the exact PSH point (as shown in Figure 17.2) [29]. Though these experimental data demonstrate a significant progress towards the spin control in semiconductors, the achieved spin lifetime (10–100 ps) is still not long enough for any practical application.

Besides efficient spin injection and long spin coherence length, spin-FETs require certain channel materials with a strong spin–orbit interaction such as InGaAs, InAs, and InSb. The stronger the spin–orbit coupling $\alpha$, the shorter is the channel length $L$ at which spin polarization can be $\pi$-rotated at a given gate voltage (Eq. Eq. (17.1)). There are two kinds of spin–orbit interactions known as: (i) the Dresselhaus spin–orbit interaction [30], which originates from the lack of an inversion asymmetrical lattice structure, and (ii) the Rashba spin–orbit interaction [31], which originates from the sum of the effective electric fields at the interfaces and inside the confined structure. During the past two decades, Rashba spin–orbit interaction has been widely discussed and investigated [32]. The strength of the spin–orbit coupling is usually determined from observation of beatings in the Shubnikov–de Haas (ShdH) oscillations [33–35], the measurement of magnetoresistance in the regime of weak anti-localization in low magnetic fields [36], by the observation of Zeeman splitting energies in confined structures [37], as well as by analyzing the Raman spectrum [38], spin resonance [39] and cyclotron resonance [40]. It should be noted that the voltage-controlled spin–orbit interaction may come from the competition of two or more mechanisms (e.g., the change of the carrier concentration, or the modification of the confined electron’s wave function). For example, the experimental data for In$_{0.75}$Ga$_{0.25}$As/In$_{0.75}$Al$_{0.25}$As hetero-structure show $\alpha$ to be almost
constant near zero gate voltage and its decrease with negative $V_g$ due to the change of the carrier concentration [33]. In contrast, the coupling constant $\alpha$ increases with the increase of negative gate voltage due to the modification of quantum well potential in a strained InGaAs/InP quantum wire [34]. In all cases, the maximum observed value of spin–orbit coupling strength does not exceed the tens of $10^{-12}$ eVm, which implies certain limits on the gate length required for a $\pi$-phase modulation according to Equation 17.1. For example, taking $\alpha = 10 \times 10^{-12}$ eVm and the effective mass $m^* = 0.05$, the minimum gate length of spin-FETs is 260 nm [41]. Theoretically, the strength of spin–orbit coupling can be enhanced by using the PSH condition where the total effective magnetic field induced both by the Rashba spin–orbit interaction and the Dresselhaus spin–orbit interaction is doubled, reducing the length by half. It is also expected that gate length can be reduced for p-type spin FETs due to the larger spin–orbit interaction value and gate controllability [42]. It is important to note, that the channel length of spin-FETs (the length required for $\pi$-phase modulation) must be shorter than the spin scattering length, which is a grand challenge for building room temperature operating prototypes.

The first working spin-FET prototype based on an InAs heterostructure was demonstrated in 2009 [43]. The prototype resembles a conventional lateral spin valve device for nonlocal measurements with two Ni$_{81}$Fe$_{19}$ electrodes on top of an InAs high-mobility channel.

Figure 17.2  (a) Temperature dependence of the spin–orbit enhanced ($\tau_E$) and spin–orbit reduced ($\tau_R$) lifetimes of helix modes for the 11-nm GaAs quantum wells closest to the PSH regime. (b) Temperature dependence of the dimensionless lifetime enhancement factor $\eta$ for each helix mode. (c) Temperature dependence of the PSH dispersion curves for a similar sample with a slightly reduced mobility. Reprinted by permission from [29]. Macmillan Publishers Ltd, Copyright 2009.
(\(\mu > 50,000 \text{ cm}^2 \text{V}^{-1} \text{s}^{-1}\)) of length 1.65 \(\mu\)m. This device shows an oscillatory conductance as a function of the applied voltage as was originally predicted by Datta and Das [11]. However, the origin of the observed spin signals is not yet clear [44–46]. Overall, efforts to implement a Datta–Das spin transistor operating at room temperature have not yet been successful. In spite of great efforts by multiple research groups, spin-FETs are far from practical realization due to the problems associated with efficient spin injection and control, and the lack of the efficient control of the spin precession by a gate voltage. It is expected that there will be further progress in improving spin injection efficiency and spin relaxation suppression. However, the low strength of the spin–orbit coupling will remain the main fundamental problem making spin-FETs inferior to conventional CMOS.

17.2.2 Spin-MOSFETs

The problems with spin precession control by applying an electric field have stimulated further search for spin transistors the operation of which does not rely on weak spin–orbit coupling. This class of spin transistors is known as spin-MOSFETs [14]. In contrast to spin-FETs, the channel of spin-MOSFET is composed of silicon with a very weak spin–orbit interaction. There is no voltage-controlled spin polarization rotation required for spin-MOSFET operation. Current modulation through the channel is achieved in a way similar to the ordinary MOSFET by changing the carrier concentration in the channel, though the concentration of spin up and spin down electrons may differ significantly due to the spin-dependent band structure. In contrast to spin-FETs with a fixed source/drain magnetic configuration, it is assumed that the magnetization of the source and drain in spin-MOSFETs can be changed during operation and provide additional control of the output current. The latter opens a variety of ways for spin-MOSFET construction by implementing different materials for the source and drain and by engineering the spin-dependent band structure. The different types of spin-MOSFETs can be classified by the structure of the source/drain and the channel (e.g., ferromagnetic semiconductor source/drain, half-metallic source and drain, and ferromagnetic semiconductor channel and a ferromagnetic or half-metallic ferromagnetic source/drain [41]). Each type of MOSFET possesses certain advantages and constrains. For instance, the use of ferromagnetic semiconductors for source and drain forming a pn junction with the Si channel can resolve the conductivity mismatch problem. At the same time, it would require a ferromagnetic semiconductor with a large spin polarization in order to obtain a large magneto-current. Besides that, there are currently no known room temperature ferromagnetic semiconductor materials. MOSFETs with ferromagnetic/half-metallic source/drain Schottky contacts can be operated as accumulation- and inversion-type channel devices. The operation of the spin MOSFETs with Schottky junctions is similar to the Schottky barrier MOSFETs [47,48], where the current modulation is via the gate-induced modification of the Schottky barrier width [41]. A more detailed description of the spin-MOSFETs operation can be found in References [14,41,49]. The calculated output characteristics of a spin-MOSFET with a Half-Metal source and drain are presented in Reference [14]. The simulation was performed under the assumptions of ballistic transport and complete spin polarization (100%) without any spin-flip scattering. Under these rather unrealistic assumptions, the spin-MOSFET shows excellent transistor behavior.

As there is no need for spin–orbit coupling in spin-MOSFET operation, the channel can be made of silicon providing a link among the new approach with the well-established technology [49]. During the past five years, there has been a significant progress towards more
efficient spin injection into silicon, and, finally, spin injection and detection at room temperature has been observed [50]. Figure 17.3 shows experimental data obtained for a three-terminal device comprising a Ni$_{80}$Fe$_{20}$ contact, a high-quality amorphous Al$_2$O$_3$ tunnel barrier, and a heavily doped Si (effective carrier density of about $2 \times 10^{19}$ cm$^{-3}$) polarization [50]. The data clearly show that resistance changes with a characteristic Lorentzian shape at 300 K. These results together with several control experiments manifests room temperature spin accumulation in silicon [50]. Later on, spin injection in silicon has been confirmed by other groups [51,52]. Besides high spin injection efficiency, silicon shows a relatively long spin lifetime. In Figure 17.4, a collection of data for n-type silicon obtained via nonlocal measurements is shown. The spin lifetime at room temperature is around 0.1–1.0 ns, which is sufficient for device operation.

Though spin-MOSFETs have not yet been experimentally verified and there are many important issues to resolve, there has been important progress in increasing spin injection efficiency and observing a relative long spin lifetime. These achievements constitute an existence proof of spin-MOSFET operation at room temperature.

17.2.3 Pseudo-Spin FET

A number of problems associated with high spin injection efficiency into a semiconductor channel have stimulated a search for a hybrid device which would provide the same or similar output characteristics as a spin-MOSFET without the need for a magnetic source and drain. Such a device [referred to as a pseudo-spin-MOSFET (PS-MOSFET)] comprising an ordinary metal oxide semiconductor field-effect transistor (MOSFET) and magnetic tunnel junction has been proposed [53] and experimentally demonstrated [16]. The schematics of the PS-MOSFET are shown in Figure 17.5a. The MTJ is connected to the source of a MOSFET and feeds back its voltage drop to the gate. The degree of negative feedback depends on the resistance states of the MTJ. Thus, there are two possible values for the source–drain current at any fixed bias voltage depending on the magnetic configuration of the MTJ. The prototype PS-MOSFET was built by combining a bottom gate MOSFET and a MTJ with a full Heusler alloy (Co$_2$FeAl; CFA) electrode and an MgO tunnel barrier. The experimentally measured output characteristics of the
Figure 17.4  Spin lifetime in n-type Si. The spin lifetime is extracted from the Hanle measurements with electrically induced spin accumulation in silicon with different dopants (Sb, As, and P). The electron spin resonance (ESR) markers show data on bulk Si. Reprinted with permission from [49]. The Nature Publishing Group, Copyright 2012

Figure 17.5  (a) Circuit configuration of the pseudo-spin-MOSFET (PS-MOSFET). (b) Experimentally measured output characteristics of the hybrid PS-MOSFET at RT. (c) Measured magneto resistance as a function of $V_d$ for the hybrid integrated PS-MOSFET. The results show current-induced magnetization switching (CMIS) among the antiparallel (AP) and parallel (P) states. Reprinted with permission from [54]. Copyright 2012
fabricated PS-MOSFET are shown in Figure 17.5b [54]. The solid and dashed curves show the drain currents for parallel and anti-parallel MTJ configuration, respectively. Each curve follows depletion-type field effect transistor behavior. The drain current is higher for the parallel MTJ configuration over the entire linear and saturation regions. Experimental data in Figure 17.5c show the measured magnetoresistance as a function of $V_d$ for the PS-MOSFET. The results show current-induced magnetization switching (CMIS) among the antiparallel (AP) and parallel (P) states. The obtained output characteristics are similar to the output characteristics simulated for the spin-MOSFET described above [41]. The successful demonstration of the PS-MOSFET has revealed an intriguing possibility of building hybrid logic devices possessing the standard transistor behavior combined with nonvolatility. It is highly expected that the development of PS-MOSFETs will be further elaborated within the next decade by benefiting from the rapid progress in MTJ improvement.

17.2.4 Graphene Spintronics

The quest for long spin lifetime has stimulated the study of spin transport in a variety of materials/nano-structures, which may be potentially used in spin-FETs. Here, we would like to refer to the most notable experimental works in this field.

Recently, a great deal of interest has been attracted to the potential utilization of graphene in spin-based devices. The most promising advantage of graphene is a long spin lifetime. According to theoretical predictions [55], spin lifetimes in a single and bilayer graphene sheets may exceed 100 ns at room temperature. Experimentally, a spin life time in the order of 1 ns at room temperature has been observed in both single- and bi-layer graphene [56]. The experimental data show a significant difference in the lifetime dependences for single-layer graphene (SLG) and bilayer graphene (BLG). In SLG, the spin lifetime varies linearly with the momentum scattering time as carrier concentration is varied, while the lifetime in BLG exhibit an inverse dependence [56]. Experimental data on room temperature spin lifetime in bilayer graphene are shown in Figure 17.6, indicating a strong lifetime decrease for samples with
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Figure 17.6  Hanle effect measurements of room temperature spin-relaxation times in a variety of bilayer graphene samples. Reprinted figure with permission from [56]. Copyright 2013 by the American Physical Society
higher mobility. The major mechanisms of spin relaxation and the possibility of spin lifetime enhancement are currently under discussion and are currently not well understood.

The feasibility of using graphene as a tunneling barrier for MTJ [57] was also studied. The schematics of the device structure of SLG tunneling barrier and experimental data on the tunneling magnetoresistance are shown in Figure 17.7. Transport occurs by quantum tunneling perpendicular to the graphene plane and preserves a net spin polarization of the current from the contact so that the structures exhibit tunneling magnetoresistance to 425 K. These results demonstrate graphene capabilities as an effective tunnel barrier for both charge and spin-based devices. The unique electronic structure of graphene systems can be used to create pseudo-spin analogs of giant magnetoresistance and other established spintronics effects [8].

Despite the unique physical properties of graphene, its application in spin-based logic devices may be limited due to the following reasons. Low spin–orbit coupling (one of the reasons for long spin lifetime) makes graphene inefficient for spin-FETs. The absence of a bandgap makes the use of graphene channels in MOSFETs problematic because of the high Off current. The observed TMR in MTJ with graphene tunneling layer are orders of magnitude lower than for conventional MTJ with MgO. With all that, the long spin lifetime together with high mobility offered by graphene are most likely to be implemented in logic devices using spin polarized current for nanomagnets switching [58–60], to be discussed later in the text.

17.2.5 Organic Spintronics

The observation of long spin lifetime in organic semiconductors [61,62] has stimulated interest in organic materials as a possible medium to transport and control spin-polarized signals. Organic semiconductors are characterized by very low spin–orbit interaction, which, together with their chemical flexibility and relatively low production costs, makes them a promising materials system for spintronics applications [9]. So far, the most studied organic spintronic device is a spin valve comprising two ferromagnetic electrodes with an organic semiconductor layer in between. The typical thickness of the organic tunneling barrier is several nanometers or less allowing the observation of tunneling magnetoresistance. The first report on vertical injection organic spin valve was published in 2004 showing about 40% TMR at 11 K for (8-hydroxyquinoline)aluminum(III) (Alq3) [63]. Since then, many groups have confirmed similar MR from the devices with the same architecture, using both Alq3 and other OSC
materials as a spacer layer (a review is given in Reference [64]). Remarkably, there are many discrepancies in reported results, which may be attributed to intrinsic material properties as well as to the interface quality and fabrication conditions [64,65].

Among the possible advantages offered by the Organic Spintronics is the possibility of building single-molecule spin-based devices. Recently, a giant magnetoresistance of 60% across a single, nonmagnetic hydrogen phthalocyanine molecule H₂Pc [66] was observed. The topographic image of the device and experimental data are shown in Figure 17.8. The H₂Pc molecules adsorbed onto two cobalt islands on the Cu(111) surface. The obtained I–V spectra clearly show the difference between parallel and anti-parallel oriented cobalt islands. This and other experimental reports [67] show significant progress in making organic spin-based devices.

Organic semiconductors are promising for spintronic application due to the long spin lifetime and the ability for efficient spin injection. At the same time, the spin diffusion length in organic semiconductors is limited to a range in the tens of nanometers due to the low mobility of organic crystals. Besides that, molecular spin-based devices are greatly affected by size variations and interface quality. Overall, it is difficult to expect that organic spintronics will provide any robust logic device in the foreseeable future which would be able to compete with CMOS.

### 17.2.6 Logic Circuits with Spin Transistors and Comparison with CMOS

The unique output characteristics provided by spin transistors opens new possibilities for logic circuit construction. For instance, the oscillation of the output current as a function of the gate voltage in spin-FETs is very useful for realization of specific logic functions such as XOR. At some point, the output characteristics of the device proposed by Datta and Das are similar to the ones of the single-electron transistor (SET) [68] and the logic circuits developed for SETs may be applicable for spin-FETs (e.g., one can compare the XOR circuit with SETs [69] and XOR
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**Figure 17.8** (a) Topographic image of H2Pc molecules adsorbed onto two cobalt islands on the Cu(111) surface. (b) Typical dI/dV spectra taken on parallel and antiparallel oriented cobalt islands [marked by red and blue crosses in (a)]. (c) Energy dependence of the TMR ratio calculated from the dI/dV spectra. Reprinted with permission from [66]. Copyright 2013, Nature Publishing Group
circuit with spin-FETs [70]). Spin-MOSFETs possess great performance potential for reconfigurable logic by utilizing parallel/antiparallel configurations of source and drain [71]. There has been a growing interest in the MTJ-based nonvolatile logic circuits during the past five years [72–75]. However, the introduction of MTJ has certain side effects which limit the operating speed, reduce variability tolerance and static noise margin. Spin-MOSFETs and PS-MOSFETs may resolve some of the limitations inherent to the MTJ-based logic circuits [76]. Reconfigurable logic circuitry is another potential area of application for spin-MOSFETs and PS-MOSFETs [77]. Logic circuits consisting of spin-MOSFETs can be reprogrammed by changing the magnetic configuration of source and drain of the individual transistors. The advantage of this approach is that the magnetization switching, which is a relatively slow process, is required only for reconfiguration, while the speed of operation itself is not limited by the magnetization switching time.

The most important question is whether or not spin transistors can outperform CMOS and provide a higher functional throughput? The optimistic projections predict significant improvement over the scaled CMOS for reconfigurable logic circuits (i.e., 6.8× improvements in delay, 32× active power, and 5.8× in area [71], or about 40% area–delay product improvement [77]). In all cases, the advantages are due to the nonvolatility provided by spin-MOSFETs. It is important to note that the potential improvements are directly related to the practically achievable magneto-current ratio. Figure 17.9 shows the estimates of the potential advantage of area–delay product as a function of the magneto current ratio, MC, defined as MC = (Ip − IAP)/IAP where Ip and IAP are parallel and antiparallel currents, respectively. In turn, the magneto-current ratio is mainly defined by the spin scattering effects in the channel. Spin scattering generates a large amount of down-spin electrons, which increases the current in the antiparallel configuration, and eventually, degrades the MR ratio. According to the theoretical estimates [78], the MR ratio may exceed 1000 in the ideal channels without scattering, though the experimentally observed values are two orders of magnitude below. In Table 17.1, we summarize the key parameters of the different kinds of spin transistors, their most appealing characteristics, possible logic circuits, projected advantages over CMOS, and their current status of development.

In summary, spin transistors possess unique output characteristics, which are of potential for particular logic circuits. The oscillating output of the Spin-FET can be used for complex logic

![Figure 17.9](image-url) Results of numerical simulations: potential advantage of spin-MOSFET FPGA as a function of the magneto current ratio. Reprinted with permission from [77]. Copyright 2013, American Institute of Physics
circuit construction (i.e., XOR gate) and for reducing the number of elements per circuit. Spin-MOSFETs and PS-FETs combine the characteristics of conventional transistors and a memory element, which can be utilized in nonvolatile and field programmable logic circuits [79,80]. The successful realization of room temperature operating PS-FET [81] brings the development of this device to the next circuit level. It is expected that the introduction of PS-FETs would reduce energy consumption though the use of relatively slow MTJ which would apply some restrictions on the circuit speed. The development of spin FETs may benefit from the advances in the development of novel materials (i.e., graphene- and organic-based spintronics). Table 17.1 summarizes the most appealing properties, key issues, and the level of development of Spin-FETs.

### Table 17.1 Summary of Spin-FETs

<table>
<thead>
<tr>
<th>Device/material</th>
<th>Appealing property</th>
<th>Potential logic implementation</th>
<th>Key issue</th>
<th>Level of development</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spin-FET</td>
<td>Output current oscillates as a function of the gate voltage</td>
<td>Complex logic circuits (i.e., XOR)</td>
<td>Requires strong spin–orbit coupling</td>
<td>Prototype operating at 1.8 K [43]</td>
</tr>
<tr>
<td>Spin-MOSFET</td>
<td>Transistor + built-in memory</td>
<td>Reconfigurable, Nonvolatile circuits</td>
<td>Requires efficient spin injection</td>
<td>Spin injection in Si at RT [50]</td>
</tr>
<tr>
<td>PS-FET</td>
<td>Transistor + built-in memory</td>
<td>Reconfigurable, Nonvolatile circuits</td>
<td>—</td>
<td>Prototype operating at RT [81]</td>
</tr>
<tr>
<td>Graphene-based</td>
<td>Long spin lifetime, high mobility</td>
<td>As a channel for spin polarized current</td>
<td>Absence of bandgap</td>
<td>Spin injection in graphene at RT [56]</td>
</tr>
<tr>
<td>Organic-based</td>
<td>Long spin lifetime</td>
<td>One molecule – one gate, magnetostrictive memory</td>
<td>Short spin diffusion length</td>
<td>Magnetoresistance of 60% [66]</td>
</tr>
</tbody>
</table>

### 17.3 Magnetic Logic Circuits

Another (transistor-less) approach to spin-based logic devices is by exploiting magnetization as a state variable. Within this approach, logic 0 and 1 are assigned to the two ground states of the nanomagnet (i.e., magnetization along or opposite to the easy-axis) and logic functionality is associated with the switching among these states. Similar to electronic transistor-based circuits, where one transistor drives the next stage transistors by an electric field, magnetic logic circuits requires one magnet to drive next stage magnets by providing a magnetic field. There are different possible ways to interconnect the input and the output magnets (e.g., by making an array of nanomagnets sequentially switched in a domino fashion [20], by sending a spin polarized current [59], by sending a spin wave [82], or by moving a domain wall [83]). In this section, we describe the principle of operation of different magnetic logic circuits and discuss their potential advantages and drawbacks.

#### 17.3.1 NanoMagnetic Logic

The nanomagnet logic (NML) is a variant of the edge-driven, quantum-dot cellular automata (QCA) architecture aimed to benefit from the local coupling among nano-cells. This concept
was originally proposed for the electron-based cellular structure, where an elementary cell consists of four quantum dots, with two excess electrons that can tunnel between the dots tending to occupy diagonally opposite dots due to Coulomb repulsion [84]. The electronic version of QCA appeared to be impractical, like many other single-electron logic devices due to their great sensitivity to the inevitable size variations. This issue is addressed in the magnetic version of QCA (MQCA) [85], where an elementary cell is represented by a nanomagnet of a certain shape and material to exhibit a single domain behavior. When they are connected via strong exchange interaction, the spins of the nanomagnet show collective behavior, which is much more immune to structure variation than a single electron. Later, the concept of MQCA-NML has evolved in a number of works [86–90].

Logic “0” and “1” in NML are assigned to the two ground states of the nanomagnet (i.e., magnetization along or opposite to the easy-axis). Information transfer within the NML is accomplished via dipolar coupling among nearest-neighbor nanomagnets. An example of a nanomagnetic wire is shown in Figure 17.10. It is formed from a line of permalloy islands (70 × 135 nm) separated by an air gap of 25 nm. The nanomagnets are anti-ferromagnetically ordered due to the strong dipolar interaction. The operation of NML logic gates requires a clock magnetic field to modulate the barrier between magnetization states of the coupled nanomagnets. The clocking field can be applied along the hard axis of the nanomagnets as illustrated in Figure 17.10d [91]. The initial configuration is one of two collective ground states for the line of the dipole–dipole coupled magnets. Then, an external magnetic field is applied turning the magnetic moments of the nanomagnets horizontally into a neutral logic state (“null state”) against the preferred magnetic anisotropy (i.e., along the hard axes of the magnets). When the field is removed, the nanomagnets relax into the anti-ferromagnetically ordered ground state, as illustrated in Figure 17.10d. If the first magnet of the chain is influenced by an input device during relaxation, it will set the state of the whole chain via dipole–dipole interaction. Logic functionality in the NML circuit is achieved via the specific geometric configuration of the nanomagnets. The structure of the three-input one-output majority gate is shown in Figure 17.11. The nanomagnets are arranged in two intersecting lines, such that the dipole coupling of the nanomagnets produces ferromagnetic ordering along the vertical line and antiferromagnetic ordering along the horizontal line. The nanomagnets are arranged to provide same-strength coupling to the central nanomagnet, which switches to the state corresponding to the majority of inputs. The MFM images of two possible input logic combinations are shown in Figure 17.11b–c. Such a majority gate can be reduced to a reconfigurable two-input AND/OR gate by setting the third input to a logic “0” or “1” (i.e., the MAJ gate operates as an AND gate if
the third input is set to 0, and the same gate operates as an OR gate if the third input is set to 1).

The NOT gate in NML comprises just two anti-ferromagnetically coupled nanomagnets, as the two magnets tend to be magnetized in the opposite directions corresponding to the 01 or 10 logic states. Figure 17.12 shows a recently reported NML fan-out (1 : 3) structure with gain provided by a magnetic clocking field. All other Boolean logic gates in NML can be built via Majority gates and Inverters.

During the past five years, there has been significant progress in NML component development and experimental demonstration [89]. A summary for the experimentally demonstrated logic gates is presented in Table 17.2.

Besides that, a great deal of efforts has focused on the NML circuits modeling and application-oriented architecture development [93,96–100]. The benchmarks on the circuit area, internal delay, energy per operation, and functional throughput are shown in Table 17.2. The estimates are shown for MAJ gate, which is the base block for NM logic. The area per circuit is shown in the characteristic lithography size (DRAM’s half-pitch) $F$. Only internal delay is taken into consideration, and the energy per operation is shown without the energy required for the clock.

Energetically efficient clocking, magneto-electric interface, and fault tolerance are the key technological issues to be addressed. As of today, all of the reported NML prototypes were clocked by the external magnetic field produced by the electric current in the conducting contours (i.e., laboratory electromagnets). Energy losses in the magnetic field generating
<table>
<thead>
<tr>
<th>Logic gate comment/Reference</th>
<th>Clock wire height/width/length (µm)</th>
<th>Magnetic field generating current (mA)</th>
<th>Structure footprint (nm)</th>
<th>Energy with 25 µs pulse time (nJ)</th>
<th>Energy with 10 µs pulse time (pJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnet&lt;sup&gt;a&lt;/sup&gt; [92]</td>
<td>2.4/1.5/500</td>
<td>680</td>
<td>60×90</td>
<td>0.388</td>
<td>0.155</td>
</tr>
<tr>
<td>NM line&lt;sup&gt;b&lt;/sup&gt; [93]</td>
<td>2.8/1.4/500</td>
<td>600</td>
<td>60×90×N</td>
<td>0.397×N</td>
<td>0.159×N</td>
</tr>
<tr>
<td>Two-input AND and OR gate&lt;sup&gt;c&lt;/sup&gt; [93]</td>
<td>2.8/1.4/500</td>
<td>850</td>
<td>440×229</td>
<td>8.03</td>
<td>3.21</td>
</tr>
<tr>
<td>One-bit adder&lt;sup&gt;d&lt;/sup&gt; [94,95]</td>
<td>2.8/1.4/500</td>
<td>760</td>
<td>Half-adder: 780×230 Carry gate: 320×230</td>
<td>11.2</td>
<td>4.47</td>
</tr>
</tbody>
</table>

<sup>a</sup>Magnets switched along easy axis which would not be done for clocking.

<sup>b</sup>(1) Higher currents/fields needed because input driver must be switched along easy axis; (2) experiments were done on a five-magnet wire, energy listed per magnet; (3) to apply current pulses, audio amplifier used in experiments which gave rise to 25 µs pulse time, this energy is reported (along with a more reasonable 10 ns pulse time); (4) assumes 50% clock wire coverage.

<sup>c</sup>(1) Higher currents/fields needed because input driver must be switched along easy axis; (2) assumes gate comprised of ~ 5 magnets; (3) to apply current pulses, audio amplifier used in experiments which gave rise to 25 µs pulse time – this energy is reported (along with a more reasonable 10 ns pulse time); (4) assumes 67% clock wire coverage.

<sup>d</sup>(1) Energy projections based on clock experiments of lines and gate summarized above; adder experiments were done with external field; (2) assumes 100% coverage.
contours may significantly exceed the internal losses within the NML circuit. According to numerical estimates [101], the Joule heat losses in a conducting loop of resistance 10 ohms, generating a 267 Oe magnetic field for magnetization reversal in a $105 \times 95 \times 6$ nm nanomagnet made of nickel will exceed 1.5 pJ. Thus, the energy losses of a single element may be 1000 times larger than the energy dissipated within the complete circuit (i.e., compare to the projected energy per operation in MAJ gate; Table 17.3). A similar problem arises for the magneto-electric interface. The input magnets in the NML circuits should be individually addressed to convert input electrical signal in the magnetization state (i.e., via spin transfer torque). The energy per switch in this case is also of the order of 0.5 pJ [101].

There are two major causes of errors in NML: static faults due to the manufacturing defects (e.g., magnet misalignment [102]) and dynamic faults due to the thermal noise. Both causes are most critical during the switching process when the nanomagnets relax from the “null” to the final state. This problem can be addressed by introducing nanomagnets with a magneto-crystalline biaxial anisotropy, which can be used to introduce a local energy minimum and to increase hard axis stability [103]. Fault tolerance can also be enhanced via adiabatic switching and/or field gradients [89]. The feasibility of building error-tolerant NML circuits is currently debated [89,101].

Overall, NML is one of the most explored approaches in the area of Spintronic Logic. NML logic gates (i.e., Inverters, Buffer lines, MAJ gates) have been experimentally demonstrated at room temperature [87]. It is expected that NML will continue to advance and more prototypes (i.e., two-bit Adder circuit) will be experimentally demonstrated within the next two years. Scalability and low power consumption are the main appealing properties of the NML approach, promising an overall power-performance advantage over the scaled CMOS. NML logic circuits might be employed for Boolean (systolic arrays) as well as for nonBoolean information processing [98,104]. The main technological issues of NML are associated with the circuit reliability and defect tolerance [105]. Thermal noise and fabrication-related imperfections can cause errors in signal transmission and logic function in NML circuits [106]. A more detailed description and analysis of NML logic will be given in Chapter 22.

### 17.3.2 All Spin Logic

The communication between the input and output nanomagnets can be accomplished via spin polarized currents [58]. Within this approach, nanomagnets share a common spin-coherent channel. Some of the magnets have fixed magnetization and some of them can be switched due to the spin torque produced by the spin polarized current. This approach has been further evolved in the All Spin Logic (ASL) [59]. The basic concept of switching in ASL is illustrated in Figure 17.13. There are shown two elementary magnetic cells connected via a spin-coherent channel. The cell comprises from the top to the bottom the following: metallic contact;

<table>
<thead>
<tr>
<th>MAJ gate</th>
<th>Benchmark ($f = 15 \text{ nm}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuit area ($64F^2$)</td>
<td>0.0144 $\mu\text{m}^2$</td>
</tr>
<tr>
<td>Internal delay</td>
<td>400 ps</td>
</tr>
<tr>
<td>Energy per operation (w/o clock)</td>
<td>19.31 aJ</td>
</tr>
<tr>
<td>Functional throughput</td>
<td>2.51 Pops s$^{-1}$ cm$^{-2}$</td>
</tr>
</tbody>
</table>
magnetic free layer, and a tunneling layer. It is assumed that the free layer has two thermally stable magnetic configurations and can be used as a built-in memory. The cells communicate via a spin-polarized current propagating through the channel. In order to switch the cell on the right side, the cell on the left side generates a spin polarized current which flows through the channel and provides a torque on the magnetization of the output cell. There are two possible switching scenarios, as described in [59]: (i) the magnetization of the free layer of the output cell is switched if the strength of the torque exceeds certain threshold value; (ii) a supply voltage is applied to the output cell driving the magnetization of the free layer of the output cell in a metastable state. Then, the torque provided by the current defines the relaxation direction towards one of the two stable states. The use of voltage-assisted switching has certain advantages and allows for significant reduction of the spin polarized current required for switching, as the strength of the torque has to be just above the noise level in order to define the final state. There are several possible layouts for constructing cascadable ASL gates [59]. Shown in Figure 17.14, is an example of a circuit comprising two gates (four cells per gate). Each of the gates can function as a NAND/NOR or AND/OR gate. A variety of Boolean logic

Figure 17.13 Schematics of the ASL switch. Two magnetic cells share the common spin-coherent channel. Logic 0 and 1 are assigned to the magnetic state of the free layer (1) of the cell. The cells communicate via the spin polarized current in the channel (4). Reprinted with permission from [59]. Copyright 2013, Nature Publishing Group

Figure 17.14 Possible layout for cascadable ASL circuit. The state of the output is determined by the spin currents injected in the channel by the inputs. Signal propagation is controlled by the voltage applied to the individual cells. Reprinted with permission from [59]. Copyright 2013, Nature Publishing Group
gates can be constructed by implementing different channel configurations and clocking schemes. The channel in ASL has to provide maximum spin coherence and can be made of semiconductors as well as metallic materials. Graphene may be the best candidate for application in ASL as it combines long coherence length with high mobility. Magnetologic gates with a hybrid graphene/ferromagnet material system have been recently proposed [60].

The ASL approach is free of constraints inherent to the schemes using dipole–dipole coupling and allows for much higher defect tolerance as the variations in the position of the elementary cells is of minor importance. It is also scalable since shorter distances between the input/output cells require less spin polarized currents for switching. The use of voltage-assisted switching may be an efficient amplification mechanism, taking energy from the conventional voltage supply. According to the theoretical estimates [107], ASL can potentially reduce the switching energy–delay product. The major issues of this scheme are associated with the electrical isolation among the electrically biased cells and the realization of the spin-coherent channel. It is desired to have spin-polarized currents flowing only between the input and the output cells though the potential difference may arise among the output cells or the cells of the different stages. No working ASL circuits have been prototyped to date.

17.3.3 Spin Wave Devices

Spin Wave Devices (SWD) are a type of magnetic logic exploiting collective spin oscillation (spin waves) for information transmission and processing [108,109]. The schematics of the SWD logic gate are shown in Figure 17.15. The circuit consists of: (i) magneto-electric cells, (ii) magnetic waveguides – spin wave buses, and (iii) a phase shifter. The magneto-electric cell (ME cell) is the element used to convert voltage pulses into the spin waves as well as to read out the voltages produced by the spin waves. The operation of the ME cell is based on the effect of magneto-electric coupling in multiferroics enabling magnetization control by applying an electric field and vice versa [82]. The principle of operation is the following. SWD receives initial information in the form of voltage pulses (e.g., +10 mV corresponds to logic state 0, and –10 mV corresponds to logic state 1). The polarity of the applied voltage defines the initial phase of the spin wave signal (e.g., positive voltage results in clockwise magnetization rotation and negative voltage results in counter clockwise magnetization rotation). Thus, the input information is translated into the phase of the excited wave (e.g., initial phase 0 corresponds to logic state 0, and initial phase π corresponds to logic state 1). Then, the waves propagate through the magnetic waveguides and interfere at the point of waveguide junction. For any junction with an odd number of interfering waves, there is a transmitted wave with a nonzero amplitude. The phase of the wave passing through the junction always corresponds to the majority of the phases of the interfering waves (e.g., the transmitted wave will have phase 0, if there are two or three waves with initial phase 0; otherwise, the wave will have a π-phase). As the transmitted wave passes the phase shifter, it accumulates an additional π-phase shift (e.g., phase 0 → π, and phase π → 0). Finally, the spin wave signal reaches the output ME cell. The output cell has two stable magnetization states. At the moment of spin wave arrival, the output cell is in the metastable state (magnetization is along the hard axis perpendicular to the two stable states). The phase of the incoming spin wave defines the direction of the magnetization relaxation in the output cell [82,109]. The process of magnetization change in the output ME cell is associated with the change of electrical polarization in the multiferroic material and recognized by the induced voltage across the ME cell (e.g., +10 mV corresponds to logic state 0, and –10 mV corresponds to logic state 1).
The operation of the SWDs is based on the spin wave interference, which provides the mechanism for phase-based data processing. During the past five years, three- and four-terminal SWDs exploiting spin wave interference have been experimentally demonstrated [110,111]. Figure 17.16a shows the top view of the four-terminal SWD. The sample consists of a silicon substrate, a 20 nm layer of Ni$_{81}$Fe$_{19}$, a 300 nm layer of silicon dioxide, and a set of five conducting wires on top. The distance between the wires is 2 $\mu$m. Three of the five wires are used as input ports, and the two other wires are connected in a loop to detect the inductive voltage produced by the spin wave interference. The direction of the current in the wires defines the phase difference between the excited spin waves (i.e., the waves have the same initial phase if the direction of the current is the same direction, and there is a $\pi$-phase difference if the current flows in the opposite direction). The plot in Figure 17.16b shows the output inductive voltage for different combinations of spin wave phases. The blue and red curves correspond to the case when all three waves are excited in phase, and the black and green curves correspond to the case when one of the waves has a $\pi$-phase difference with the others. The experimental data show the change of the phase of the output voltage as a function of the input combination (i.e., 000, $\pi00$, 0$\pi0$, 00$\pi$ corresponds to the output phase 0, and $\pi\pi0$, 0$\pi0$, $\pi0\pi$, $\pi\pi0$ results in the change of the output phase voltage of $\pi$). This logic device operates as

![Figure 17.15 Schematic view of the SWD logic circuit. There are three inputs (A,B,C) and the output D. The inputs and the output are the ME cells connected via the ferromagnetic waveguides – spin wave buses. The input cells generate spin waves of the same amplitude with initial phase 0 or $\pi$, corresponding to logic 0 and 1, respectively. The waves propagate through the waveguides and interfere at the point of junction. The phase of the wave passed the junction corresponds to the majority of the interfering waves. The phase of the transmitted wave is inverted (e.g., passing the domain wall). The table illustrates the data processing in the phase space. The phase of the transmitted wave defines the final magnetization of the output ME cell D. The circuit can operate as a NAND or NOR gate for inputs A and B depending the third input C (NOR if C = 1, NAND if C = 0). Reprinted with permission from [115]. Copyright 2013, American Institute of Physics](image-url)
MAJ gate in the phase space. The data are taken at 95 Oe bias magnetic field (perpendicular to the spin wave propagation), 3 GHz frequency, and at room temperature.

The use of electric current wires for spin wave excitation appeared to be energetically inefficient (i.e., >pJ per spin wave), as only a small amount of energy is transferred into the spin wave. It would be much more efficient to utilize multiferroics for energy conversion between the electric and magnetic domains [112]. Recently, spin wave excitation and detection by synthetic multiferroic elements was experimentally demonstrated [113]. The schematics of the experiment and experimental data are shown in Figure 17.17. Two synthetic multiferroic elements were used to excite and detect a spin wave propagating in the permalloy waveguide (the distance among the excitation and the detection elements is 40 μm). The multiferroic element comprises a layer of piezoelectric (PZT) and a magnetostrictive material (Ni). An electric field applied across the piezoelectric produces stress, which, in turn, affects the

Figure 17.16  (a) Schematics of the four-terminal SWD. The device structure comprises a silicon substrate, a 20 nm layer of permalloy, a layer of silicon dioxide, and a set of five conducting wires on top (three wires to excite three spin waves, and the other two wires connected in a loop are to detect the inductive voltage). The initial phase of the excited spin wave (0 or π) is controlled by the direction of the excitation current. (b) Experimental data showing the inductive voltage as a function of time. The curves of different colors correspond to the different combinations of the phases of the interfering spin waves. Reprinted with permission from [115]
magnetization of the magnetostrictive material. Thus, the applying of AC voltage to the multiferroic element results in magnetization oscillation (a spin wave). Vice versa, a change of magnetization in the magnetostrictive layer results in a voltage signal due to the produced stress. The experimental data in Figure 17.17b show the collection of data obtained at different operational frequencies and bias magnetic field. The utilization of multiferroics has resulted in the energy reduction to about 10 fJ per wave [113]. The major characteristics of the experimentally demonstrated SWD prototypes are summarized in Table 17.4.

The expected advantages of SWD technology include: (i) the ability to utilize phase in addition to amplitude for building logic devices with a smaller number of elements than required for transistor-based approach [82], and (ii) parallel data processing on multiple
frequencies at the same device structure by exploiting each frequency as a distinct information channel [115]. Wave-based magnonic logic devices may complement CMOS in special task data processing (i.e., image processing), by exploiting wave interference for functional throughput enhancement. The major issues of SDW approach include the problems with energetically efficient spin wave excitation and detection, fast attenuation time (∼1 ns at RT), and spin wave dispersion [102]. All of the demonstrated prototypes utilize spin waves of micrometer scale wavelength, which makes them immune with respect to the waveguide structure imperfections. It is not clear if scaling to the deep sub-micrometer range would significantly affect the signal to noise ratio as well as the speed of propagation. At some point, the success of the SWD approach depends on the ability to detect and amplify spin waves (i.e., by multiferroic elements or spin torque oscillators), which can enhance SWD noise immunity.

### 17.3.4 Hybrid Spintronics and Straintronics Devices

A new approach to magnetization control via applied stress was recently proposed and became known as Hybrid Spintronics and Straintronics [116,117]. The essence of this approach is in the use of two-phase composite multiferroics comprising piezoelectric and magnetostrictive materials, where an electric field applied across the piezoelectric produces stress, which, in turn, affects the magnetization of the magnetoelastic material. Although work in this area can be traced back to the 1970s [118], composite multiferroics have been in a shadow of single-phase multiferroics (i.e., BiFeO3 and its derivatives [119]) for a long time. The recent resurgence of interest in composite multiferroics is due to the technological flexibility, where each phase (piezoelectric or magnetostrictive) may be independently optimized for room temperature performance. More importantly, the strength of the electromagnetic coupling in the two-phase systems can significantly exceed the limits of the single-phase counterparts [120]. During the past two years, there have been several experimental works showing magnetization rotation in two-phase multiferroics as a function of the applied voltage [117,121]. For instance, a reversible and permanent magnetic anisotropy reorientation was reported in a magnetoelectric polycrystalline Ni thin film and (011)-oriented [Pb(Mg1/3Nb2/3)O3]1−x−[PbTiO3]x heterostructure [117]. An important feature of the magneto-electric coupling is that the changes in magnetization states are stable without the application of an electric field and can be reversibly switched by an electric field near a critical value (i.e., 0.6 MV/m for Ni/PMN-PT). Such a relatively weak electric field promises the ultra-low energy consumption required for magnetization switching [122].

#### Table 17.4 Experimentally demonstrated SWDs (all devices operate at room temperature)

<table>
<thead>
<tr>
<th>Logic gate comment/ Reference</th>
<th>Circuit size width/ length (μm)</th>
<th>Operational frequency (GHz)</th>
<th>Signal/ noise ratio</th>
<th>Energy per wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three-terminal SWD [110]</td>
<td>700/12</td>
<td>0.5–3.0</td>
<td>2 (maximum)</td>
<td>&gt;10 pJ</td>
</tr>
<tr>
<td>Four-terminal SWD (MAJ gate) [111]</td>
<td>500/24</td>
<td>3.0</td>
<td>∼10 (average)</td>
<td>∼pJ</td>
</tr>
<tr>
<td>Two-terminal line with ME cellsa [113,114]</td>
<td>500/40</td>
<td>0.5–5.0</td>
<td>N/A</td>
<td>10 fJ</td>
</tr>
</tbody>
</table>

*aThe energy per wave has been estimated based on the excitation conditions.*
The dissipated energy is calculated as follows:

\[ E_{\text{diss}} = CV^2 + E_d \]

where \( C \) is the capacitance of the multiferroic element, which is defined by the dielectric properties of the piezoelectric layer, and the dimensions of the element, \( V \) is the voltage needed to generate the stress sufficient for magnetization reversal, and \( E_d \) is the energy dissipated in the nanomagnet due to Gilbert damping [116]. The voltage required for magnetization switching can be found by solving the Landau–Lifshitz–Gilbert (LLG) equation for particular materials or estimated, based on experimental data. The estimates predict values as low as tens of kT energy dissipated per switch at a nanosecond switching time. For example, the total energy dissipated is 45 kT for a delay of 100 ns and 70 kT for a delay of 10 ns. It is important to note that, according to the theoretical estimates [116], the energy dissipation increases sub-linearly with the switching speed. For example, in order to increase the switching speed by a factor of 10, the dissipation needs to increase by a factor of 1.6.

The ability to control magnetization by an electric field presents great potential for application of two-phase multiferroics in magnetic logic devices. Specifically, these elements may resolve the shortcoming associated with input–output isolation in the dipole-coupled NML circuits described in the previous section. In contrast to the global magnetic field provided by the electric current carrying wires, a multiferroic element allows for more local magnetization control. At the same time, stress-mediated electro-magnetic coupling eliminates the problem of the stray field. Another potential benefit of multiferroics is the possibility of building multi-state logic circuits by exploiting the biaxial magneto-crystalline anisotropy of the magnetoeleastic material. An example of the four-state universal logic gate (NOR) using a linear
array of three dipole-coupled magnetostrictive-piezoelectric multiferroic nanomagnets is described in Reference [123]. Similar ideas for using electric field-controlled nanomagnets can be implemented in other types of logic circuits (i.e., developed for NML).

It is expected that the development of multiferroic elements exploiting stress for magnetization switching will be intensively studied within the next two years and the estimates on ultra-low power dissipation will be experimentally validated. Another important question to be answered is whether or not stress-based multiferroic devices are capable of fast (GHz frequency range) switching.

17.3.5 Spin Torque-based Devices

The discovery of the spin torque effect [124] has resulted in the development of novel mechanism for magnetization switching, which has been successfully implemented in magnetic memory [125]. Spin torque devices (STD) comprise a stack of metallic ferromagnetic layers separated by the tunneling barrier. Passing electric current across the structure produces a spin torque affecting the magnetization of the ferromagnetic layers. Spin torque may result in the oscillation of magnetization (spin wave generation) or complete magnetization reversal of the one of the magnetic layer (i.e., the free layer) when the current density exceeds a certain threshold value. The fabrication technology is fully compatible with CMOS, which makes the spin torque device (STD) a promising candidate for implementation in logic circuits. There are two major approaches to spin torque-based devices: (i) digital devices, where logic states 0 and 1 are encoded into the magnetic state of the free layer(s) [83,126]; (ii) analog devices where logic state is associated with the frequency of the magnetic oscillation.

The schematics of the digital spin torque majority gate (STMG) are shown in Figure 17.19 [83]. There are four STD nanopillars connected via the common ferromagnetic layer. Three of the nanopillars (A, B, C in Figure 17.19) are used as the input gates, and the fourth nanopilarr (Out) is the output gate. Each of the input nanopillars and the output nanopillar has separate fixed layers which are pinned by the antiferromagnetic layers on top of them. Logic input is defined by the polarity of the voltage applied to the input gates (i.e., positive voltage corresponds to logic 1, and negative voltage corresponds to logic 0. The polarity of the applied voltage determines the direction of the spin torque affecting the magnetization of the common free ferromagnetic layer below the nanopillars. Thus, positive voltage forces the magnetization in the free layer to align parallel with the magnetization of the fixed layer, and negative voltage forces the magnetization to align in the opposite direction. As a result of the interplay between the three torque forces, the magnetization of the free layer changes according to the majority of the inputs. The numerical simulations in Figure 17.19 illustrate the process of magnetization change (domain wall motion) in the common layer. The input voltages are applied until the domain wall reaches the output cell. Once the direction of magnetization in the free layer reaches its steady-state configuration, the input voltages are turned off and the results of computation is stored in the magnetization state of the common layer. The read-out is accomplished by sensing the resistance across the output nanopillar (i.e., high resistance corresponds to logic 1 and low resistance corresponds to logic 0).

This approach looks very feasible from the technological point of view, as the material structure of the nanopillars in MAJ gate is similar to that in a typical magnetic tunnel junction [127]. The only technological challenge is associated with the electrical isolation of the STDs to prevent unnecessary electric currents, which can be possible resolved by utilizing a nonconducting ferromagnetic layer. The projected potential advantages over the CMOS are in
are smaller area, low power, nonvolatility, reconfigurability, and radiation hardness [83]. The estimates on a full adder circuit built of STDs from Ref. [128] are shown in Table 17.5.

There are a few factors beneficial for STDs circuit. It has a higher density than CMOS, because 28 transistors are replaced by three majority gates. The STDs circuit has lower active power and zero standby power. At the same time, the use of domain wall motion for STD coupling would limit the switching speed and the switching energy. The efficiency of the STD devices is mainly defined by the magnitude of the electric current required for magnetization switching. So far, the best experimental results show about MA/cm² critical current density (CoFeB free layer [129]). On the one hand, the critical switching current is proportional to the

![Figure 17.19](image)

**Figure 17.19** (a) Scheme of the cross section of the MAJ gate consisting of four STDs. The triangles designate the magnetization direction of the free layers. (b) Schematic of the top view of the MAJ gate. The squares designated by “A,” “B,” and “C” are input nanopillars. The square designated by “Out” is the output nanopillar. (c) Results of numerical simulations: several snapshots showing the magnetization of the common ferromagnetic layer. Red color denotes the out-of-plane projection of magnetization pointing up, and blue denotes that pointing down. Reprinted with permission from [83]. © 2013 IEEE

<table>
<thead>
<tr>
<th>Performance estimates of a full adder circuit with STMGs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Full adder with STMGs</strong></td>
</tr>
<tr>
<td><strong>Benchmark (F = 22 nm)</strong></td>
</tr>
<tr>
<td>Gate area</td>
</tr>
<tr>
<td>Switching time</td>
</tr>
<tr>
<td>Switching energy with external circuit</td>
</tr>
<tr>
<td>Power per gate, active</td>
</tr>
<tr>
<td>Power per gate, standby</td>
</tr>
<tr>
<td>Functional throughput</td>
</tr>
</tbody>
</table>
device area and can be scaled down for nanometer size structures. On the other hand, there are certain limits on the size of the free layer to be switched (i.e., due to the thermal stability requirements), which would further restrict the minimum switching current. All these fundamental issues could narrow the potential applications of the domain wall-coupled STDs.

Another approach to STD coupling is via spin waves [130]. This approach is based on the property of nanometer scale spin torque devices generate spin waves in response to a d.c. electrical current [131,132]. Electric current passing through a spin torque nano-oscillator (STNO) generates spin transfer torque and induces auto-oscillatory precession of the magnetic moment of the spin valve free layer. The frequency of the precessing magnetization is tunable by the applied dc voltage due to the strong nonlinearity of the STNO. In case of two or more STNOs sharing a common free layer, the oscillations can be frequency and phase locked via the spin wave exchange [130,133]. Figure 17.20 shows the schematics of the devices with two STNOs (marked as A and B) and the experimental data illustrating the coupling. Figure 17.20c–d plots the evolution of the combined spectrum from both STNOs as current through contact B increases. The phase-locked state is characterized by a narrowing of the signal linewidth (Figure 17.20d) as the current exceed the threshold value. This phenomenon gives rise to the proposal on the logic devices based on coupled STNOs [134]. A majority logic gate based on phase locking of STNOs consists of a common free-layer metallic ferromagnetic nanowire on a metallic nonmagnetic bottom lead with several GMR or TMR junctions patterned on top of the free layer as shown in Figure 17.21. One of these junctions can serve as the gate output while the rest of the junctions are the gate inputs. All inputs are dc current-biased at a current level above the critical current for magnetization self-oscillations. To each

![Figure 17.20](image-url)
input, signals of two frequencies \(f_1\) and \(f_2\) can be applied. Due to injection locking and spin wave interaction in the common free layer, the entire free layer precesses at either \(f_1\) or \(f_2\), depending on the input signal frequency applied to the majority of the inputs. Therefore, the output frequency of this logic gate is determined by the frequency applied to the majority of the input gates, and the device operates as a majority logic gate with the signal frequency as the state variable [135].

The unique properties of STDs are of great promise for future implementation. Being compatible with CMOS, STDs may serve as complementary logic units for general and special task data processing. The main challenge for the STD approach is to reduce the current required for switching and minimize active power consumption.

### 17.3.6 Current Status and Perspectives of Magnetic Logic Devices

In summary, magnetic devices provide an alternative approach to logic circuit construction by exploiting intrinsic nonlinearity of magnetic materials. In contrast to Spin-FETs, most magnetic devices do not require high-efficiency spin injection, and a number of room temperature operating prototypes has been demonstrated. Nonvolatility is the main advantage inherent to all schemes, which may potentially eliminate static power consumption. The future success of magnetic logic is mainly related to finding an energetically efficient mechanism for local magnetization control. Development and utilization of multiferroic materials is one of the promising approaches able to scale down energy per magnetization reversal to the atto Joule level. At the same time, the use of nanomagnets for information storage implies certain limits on the operational speed, which is restricted by the time required for magnetization reversal. It is unlikely that magnetic devices will be ever able to compete with CMOS in speed. Nevertheless, magnetic logic circuits can provide higher functional throughput or perform the same data processing tasks with lower energy consumption than CMOS by implementing complex logic functions and/or reconfigurability. For example, NML and ASL circuits are especially suited for adder and multiplier circuits as a part of arithmetic logic units (ALU). SWDs are most efficient for MAJ gate construction by exploiting wave interference and may be also promising for parallel data processing. STDs offer a variety of possible applications including nonvolatile digital circuits (i.e., MAJ gates) and analog dynamical phase-locking

---

**Figure 17.21** Schematics of the STO-based MAJ logic gate consisting of a metallic ferromagnetic nanowire with several injectors of spin polarized current (spin toque oscillators with a common free layer). The input frequencies (e.g., \(f_1, f_2, f_3\)) assume binary values. The output frequency \(f_{out}\) in the phase locking regime is determined by the majority of the input frequencies. Reprinted with permission from [135].
system for neuromorphic-type architectures. In Table 17.6, we summarize the most appealing properties, key issues, and the level of development of magnetic logic devices.

### Table 17.6 Summary of magnetic logic devices

<table>
<thead>
<tr>
<th>Device</th>
<th>Coupling mechanism</th>
<th>Appealing property</th>
<th>Potential application</th>
<th>Key issue(s)</th>
<th>Level of development</th>
</tr>
</thead>
<tbody>
<tr>
<td>NML</td>
<td>Dipole–dipole interaction</td>
<td>Nonvolatile</td>
<td>Digital circuits, adders, multipliers</td>
<td>Fault tolerance, energetically efficient clocking</td>
<td>Buffer, AND, OR, one-bit adder prototypes operating at RT [92,93,95] Numerical modeling [59]</td>
</tr>
<tr>
<td>ASL</td>
<td>Spin polarized current</td>
<td>Nonvolatile</td>
<td>Digital circuits, adder, multiplier circuits</td>
<td>Spin-coherent channel, input–output electric isolation</td>
<td>Numerical modeling [59]</td>
</tr>
<tr>
<td>SWD</td>
<td>Spin waves</td>
<td>Utilizes interference for data processing</td>
<td>Parallel data processing</td>
<td>Efficient mechanism for wave excitation, dispersion.</td>
<td>MAJ gate prototype operating at RT [121,122]</td>
</tr>
<tr>
<td>STD</td>
<td>Domain wall movement; spin waves</td>
<td>Noise immunity</td>
<td>CNN architectures</td>
<td>Electrical isolation</td>
<td>Two-coupled STNOs [133]</td>
</tr>
</tbody>
</table>

17.4 Summary

Adding the spin degree of freedom to conventional charge-based electronic devices appears to be a nontrivial task. So far, the tremendous efforts to exploit spin–orbit coupling for current modulation in spin-FETs have resulted in a low-temperature (1.8 K) operating prototype [43]. The attempt of building FETs without relying on spin–orbit coupling (spin-MOSFETs) has faced another grand challenge – the need for efficient spin injection. Currently, both spin-FETs and spin-MOSFETs are far from competing with CMOS technology. More encouraging is the progress in pseudo-spin FETs [54], showing the possibility of building hybrid logic devices possessing standard transistor behavior combined with nonvolatility. However, the integration of relatively slow MTJ with a scaled CMOS has certain architecture restrictions and speed-energy tradeoffs. The development of novel materials and nanostructures with long spin lifetime may further benefit the development of spin-FETs.

The idea of using spin (collection of spins) alone has resulted in a number of proposals, as described in this chapter. The principle of operation of magnetic logic devices is fundamentally different from the conventional transistor-based approach. On the one hand, the unique output characteristics of magnetic devices promise additional functionalities beyond the capabilities of the conventional FET. On the other hand, the integration of spin-based devices with conventional electron-based devices introduces a significant problem. During the past five years, there has been a continuous progress in the development of magnetic logic devices. Several room temperature operating prototypes have been demonstrated (e.g., see Table 17.4). The further development of magnetic logic is expected to show examples of specific logic gates exploiting the unique output characteristics of magnetic devices. The main challenges include...
the development of energetically efficient clocking, reliable magnetic interconnects, and an
electro-magnetic interface for integration within the chip. The development of spin transfer-
and multiferroic-based devices may significantly improve the energetic efficiency of magnetic
logic. Though magnetic devices cannot compete with CMOS in speed, they hold the promise
of nonvolatile and reconfigurable logic, which may provide some functional enhancement at
reduced power consumption (assessment and benchmarking are presented in Chapter 21).

Overall, in spite of great efforts and research activities, spin-based logic circuitry remains in
its infancy. It is very unlikely that spin-based logic devices will be able to compete with CMOS
circuitry in all figures of merit. However, the unique output characteristics of magnetic devices
may find applications in specific circuits and architectures aimed not to replace but to
complement CMOS in special data processing tasks.
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18.1 Electromechanical Switches for Digital Logic

18.1.1 Addressing the CMOS Power Crisis

For about four decades, increasing transistor density (thereby increasing chip functionality and lowering cost per function) has been carried out following a set of relatively simple transistor scaling rules [1–3]. These “constant field” device scaling guidelines were purposefully designed so that active power consumption would scale with area, hence keeping the power density constant. However, scaling the supply voltage $V_{DD}$ with no penalty in terms of circuit speed requires the ability to maintain a sufficient gate overdrive ($V_{DD} - V_T$, defining the on-state resistance of a transistor). Unfortunately, there is a fundamental limit on how much the threshold voltage $V_T$ can be reduced without causing an exponential increase in leakage current, and therefore passive power density. This limit is a direct consequence of a MOSFET's subthreshold current–voltage relationship (Figure 18.1).

With $V_T$ pinned, the gate overdrive had to be reduced and performance sacrificed in order to keep the active power density under control. Although system throughput can be recovered through the use of parallel design (e.g., multi-core processors), a lower bound in total energy per operation is eventually reached when transistors function in the subthreshold regime [6]. Alternative field-effect transistor architectures designed to overcome the subthreshold swing limit of 60 mV/decade at room temperature have been proposed, including the impact ionization MOSFET [7], the tunnel FET [8], the negative-capacitance FET [9] (see Chapter 15). However these solid-state switches still exhibit nonzero leakage currents, hence a subsisting fundamental lower limit in energy efficiency. In contrast, a mechanical relay operating by closing and opening an air gap to switch signal on and off such as illustrated in Figure 18.2, would offer the combined advantages of zero leakage current and extremely abrupt switching behavior.

As one might expect from such an intuitive representation of an ideal switch, the use of mechanical relays for computing is not exactly a new idea, and dates back to the late 1930s [10].
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Konrad Zuse completed in 1941 the Z3, the world's first functional programmable, fully automated electromechanical computer, switching 2000 relays at frequencies of 5–10 Hz [11]. Almost immediately abandoned in favor of vacuum tubes and solid-state switches, it took several decades worth of technological advances in planar processing, and in particular surface micromachining, to make mechanical computing once again relevant in terms of scalability [12]. This continued progress combined to the emergence of the CMOS power crisis has recently triggered renewed interest in Micro and Nano-ElectroMechanical Systems (M/NEMS) for ultra low power integrated circuits [13,14].

18.1.2 Throughput and Area Efficiency

Various options are available to mechanically open or short an electrical connection between two electrodes, and the constraints associated to fabrication processes may vary according to the type of NEMS switch transduction. Each actuation mechanism also features distinctive advantages and limitations in terms of time and energy required for a switching event. Thus, it is useful to define rough goals in terms of energy–delay trade-off prior to assessing the adequacy of various NEMS relay families for digital logic, which will be the object of Section 18.2.

Figure 18.1 (a) Schematic typical $I_D$-$V_{GS}$ of an nMOSFET. The un-scalable subthreshold swing makes $I_{OFF}$ increase exponentially for a linear $V_T$ shift towards 0 V. With $V_T$ fixed, a reduction of $V_{DD}$ provokes a decrease in $I_{ON}$. (b) $V_{DD}$ and $V_T$ scaling down to the 65 nm CMOS technology node [4]. (c) Active and passive power density in ICs for sub-micron gate lengths, and exponential increase of the latter, related to $V_T$ reduction [5]

Figure 18.2 (a) Generic planar three-terminal electrostatic switch. (b) Typical measured source–drain current versus gate voltage characteristic for a three-terminal MEM switch.
Today, the intrinsic delay of a single MOS transistor should be on the order of a picosecond. As a rule of thumb, this is three orders of magnitude smaller than what can be expected in terms of mechanical delay due to, for example, an electrostatically actuated relay. This may however not be a showstopper. In CMOS digital ICs, the delay is set by the electrical time constant: stacking devices comes with a quadratic delay penalty, leading circuit designers to buffer and distribute the logical effort over many stages. This is not the case for NEMS relays, for which mechanical inertia dominates over RC delay. In consequence, logic can be implemented using larger, more complex gates where all relays actuate at the same time (single mechanical delay) with in some cases little to no area penalty as device count is reduced [14,15]. Projections suggest that this relay logic could compete with CMOS at the nanoscale [16–18], with typically lower operational frequency but lower energy (Figure 18.3).

Once again, a lower throughput can be compensated by resorting to massive parallelism. But this is eventually detrimental to area efficiency and therefore cost per operation. Although the manufacturing cost of a NEM switch can arguably be predicted to be lower than, for example, a state of the art FinFET; concluding at this point that NEMS can entirely supplant CMOS for digital logic would be premature. A NEMS-only integration scheme would obviously be the least constrained in terms of process sequence, thermal budget and material selection, but at the risk of confinement to low density, moderate speed applications such as Field-Programmable Gate Arrays (FPGA). Considering the above, trying to keep the NEMS switch technology CMOS-compatible may be more prudent for high-speed digital logic. Because not all transistors in a microprocessor operate at the maximum clock frequency, a NEMS/CMOS co-integration scheme could enable saving energy using relays in the low throughput sub-blocks, while maintaining high-performance where needed.

Monolithic co-integration offers the advantage of reduced interconnect parasitics over a “system in package” approach [20]. MEMS-first integration has considerable handicaps in
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**Figure 18.3** (a) CMOS to relay logic mapping [14]. (b) Simulated energy–performance trade-off curves for a 30-stage CMOS inverter chain and a 30-relay chain implemented in 65 nm equivalent technologies (based on the ITRS 2007 specifications) [19]
terms of device scalability and foundry compatibility due to the extensive preprocessing required and resulting increased wafer cost. A MEMS-last process, in which the MEMS fabrication steps are performed after completion of the CMOS back end of line, seems the most attractive. It is however critical that the underlying electronics can withstand the thermal budget of MEMS processing. Transistor characteristics must remain unaffected (avoiding dopant diffusion, equivalent oxide thickness variations), and the metal interconnects should be preserved from via resistance failure and electromigration which may arise from thermal stress and annealing effects. It was shown for example that the thermal budget limit for a 0.25 μm CMOS process was 425 °C for 10 h [21]. This significantly restricts the choice of structural materials available for NEMS fabrication (low temperature oxides, amorphous Silicon, polycrystalline SiGe, etc.).

18.2 Actuation Mechanisms

18.2.1 Electromagnetic

Electromagnetic relays convert a magnetic field into mechanical displacement based on either the Lorentz force or the magnetostrictive effect. Essentially, an inductor and a soft magnetic actuator are required, although the addition of hard magnetic films (permanent magnets) to improve energy efficiency seems unavoidable at the micro and nanoscales (Figure 18.4).

Generating a magnetic field can be achieved by flowing current across an inductor such as a Cu coil. For ease of fabrication, planar coils are preferred over their three-dimensional, multi-layered counterparts, in spite of being particularly area consuming. In addition to this, coils do not fare particularly well in terms of energy efficiency at the microscale, so that integrating auxiliary permanent magnets (PM) may be necessary to add a “background” preactuation magnetic field and hence decrease power consumption during switching. As an indicator of how poorly they scale, it can be shown that a tremendous 10^4 A/mm^2 current density is needed for a 100 μm micro-coil to generate the same magnetic moment as a 1 T magnet of same
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(a) Top view and (b) cross-section of an electromagnetic MEM relay, in the on-state [22]. The right side of the movable cantilever is in contact with the source electrode, forming an electrical path between drain and source.
dimensions, with every size reduction by a factor of 10 resulting in an 10-fold increase of the required current density [23]. The most suitable permanent magnet materials include thin film CoPt, FePt, or rare earth-based thick film Nd$_2$Fe$_{14}$B, SmCo$_5$ [24]. CoPt and FePt processing requires relatively high post deposition annealing temperatures (500–700 $^\circ$C) for obtaining high coercivity values, which is a major disadvantage for CMOS co-integration. On the other hand, the use of rare earth-based alloys comes with problems of easy oxidation, etching process compatibility and adhesion to Si as well as potential contamination issues.

The most straightforward way to emulate a switch is to subject a soft magnetic film to the Lorentz force. Permalloy (NiFe) cantilevers can be used [22,25] with the following advantages: well-developed technology for deposition and micromachining (owing to the longstanding use of permalloy magnetic heads in the recording industry), high saturation flux density and low hysteresis. Besides, permalloys are immune to the reverse magnetostrictive effect, which causes a change of magnetic properties under mechanical stress. Displacement can also be obtained by taking advantage of the direct magnetostrictive effect, which results in the deformation of some ferromagnetic films upon magnetization. This type of transduction can be used to provoke strain mismatch-induced deflection of a bimorph membrane or cantilever coated by magnetostrictive films [26]. Suitable candidates for such coatings in terms of sensitivity include rare earth TbFe, SmFe thin films or TbFe/FeCo multilayers [26,27].

Without specifically targeting digital logic, magnetic microrelays demonstrators have so far exhibited switching power consumption of the order of 10–100 mW, sub-kHz operating frequency and single device area measured in mm$^2$ [22,25]. To this day, electromagnetic switches do not seem particularly adequate for computing applications because of inherent issues related to area consumption, unconventional processing and insufficient energy efficiency.

### 18.2.2 Electrothermal

Thermal expansion is the driving phenomenon for electrothermal switches actuation. Two terminals are dedicated to providing power to the actuator through dissipated heat. This can simply be achieved with Joule heating caused by current flowing across a resistive actuating cantilever or beam. Specifically engineered geometry such as a V-beam [28], or thermal expansion coefficient mismatch within a bimorph structure [29,30] causes them to buckle when heated (closing a gap and making contact between two other terminals), and return to their original position once the power is turned off (breaking contact). Thermally actuated relays have been reportedly investigated for a wide range of applications which so far did not include computational logic: switched inductors [29], contact test structures [31], RF MEMS [28] and CMOS power gating for zero standby power [30].

Commonly cited advantages of such devices are high contact forces, large possible displacements and IC-compatible low actuation voltages [28]. High contact forces are typically associated to low contact resistance and therefore low insertion loss which is indeed a significant advantage for RF switches. For logic circuits however, as discussed in Section 18.1.2, the RC delay is typically orders of magnitude lower than the mechanical delay so that lowering the contact resistance is far less critical. This is especially true if its root cause is plastic deformation occurring in the contact regions, which raises additional concerns in terms of reliability (cycling, hysteresis). Large displacements can also be problematic for endurance, due to accelerated structural fatigue. Besides, because actuation is slow (hundreds of microseconds) and high currents are needed to generate sufficient heat, sub-1 V actuation voltages do
not prevent thermal micro-relays from consuming around 10 mW for a single switching event [30]. Finally, from the perspective of potential for large-scale integration, the scalability of such switches seems once again fundamentally limited by the transduction mechanism.

Electrothermal NEMS relays do not appear as strong contenders for beyond CMOS computing. They are in some regards comparable to electromagnetic switches, albeit with the undeniable advantage of more conventional material processing.

18.2.3 Piezoelectric

Piezoelectric materials have the ability to charge in response to mechanical stress (this is the direct piezoelectric effect), and reciprocally to deform in response to an electric field (this is the reverse piezoelectric effect). While the former is most useful in resonators for acceleration, pressure or mass sensing [32,33], the latter is exploited in micro-actuators [34]. Because of their use for a particularly broad range of MEMS applications, and even some IC applications such as FeRAM [35], piezoelectric materials process technology has been relatively well developed. Piezoelectricity is also linear (which in itself is interesting for resonators, but of little relevance to logic switches operation) and bi-directional, meaning that displacement on both sides of the equilibrium position is possible depending on the polarity. This last property is very interesting in that it enables active turn-off of a relay, a feature which will be discussed later in Section 18.3.3, and facilitates the implementation of complementary logic.

The most commonly used piezoelectric materials for MEMS are PbZr$_x$Ti$_{1-x}$O$_3$ (PZT), aluminum nitride (AlN) and zinc oxide (ZnO). PZT is known to yield the most efficient transduction, but high quality material availability is limited (need for stoichiometry control with $x = 0.53$ for maximal efficiency), and it is lead-based, which makes it incompatible with CMOS foundries [36]. AlN-based microrelays have been proposed in particular by researchers at the University of Pennsylvania, first for use as RF switches [37,38] and later for complementary logic [36,39]. These recent studies show variations of the dual beam design illustrated in Figure 18.5 featuring numerous advantages: active turn-off, complementarity, threshold adjustment via body-biasing, immunity to stress-induced out of plane bending, and

![Figure 18.5](image)(a) 3D schematic and (b) cross-sectional views of the stress-compensated dual beam design from [36] showing body-biased operation. Note that the gap is differentially defined between two cantilevers of same dimensions and structure, hence same deflection at rest. This allows the actuation gap after release to be the same as the sacrificial thickness.
an actuation mechanism (based on buckling of bimorph beams) which allows overcoming the typically small displacements generated by the reverse piezoelectric effect.

A Pt/AlN/Pt/AlN/Pt (200 nm/1 μm/200 nm/1 μm/200 nm) sandwich serves in this case as the structural stack. A gold contact is patterned on top of one of the beams, separated from the top Pt layer of the other beam by a contact air gap defined by a 200 nm amorphous Si sacrificial layer release-etched in vapor phase XeF₂. In one of the two opposing beams, the bottom AlN layer is made to longitudinally expand (respectively, contract) through reverse piezoelectric effect, while the top layer is made to contract (respectively, expand), causing the beam to buckle upward (respectively, downward). An Au/Pt contact is made as the two beams meet, transmitting the signal. The beams can be moved apart by changing biasing polarities in the Pt layers (active turn-off). With these switches, sub-1 V operation has been demonstrated thanks to body-biasing ($V_B = 14$ V), with 220 ns switching time, and endurance up to $10^7$ cycles with low contact resistance (<500 Ω) [39]. A complementary relay inverter was also demonstrated at 100 Hz. Remaining challenges include scaling down the vertical and lateral dimensions (the current footprint being around $200 \times 200 \mu m^2$ per switch), which would improve area efficiency and reduce parasitic capacitances limiting high frequency operation. A different Au-free contacting metal should be implemented to render processing CMOS-compatible, which may change the deal in terms of contact resistance value and stability.

Piezoelectric relays show promise for mechanical computing applications in terms of speed and energy efficiency. CMOS process compatibility and technology scalability are the next roadblocks to address. Encouragingly, recent works on resonators for gravimetric detection have led to demonstrating 50 nm thick AlN films with excellent piezoelectric properties [33].

### 18.2.4 Piezoresistive

The piezoresistive effect is a change of electrical resistivity in semiconductors upon application of mechanical stress. This property is widely used in strain-enhancement techniques for high-mobility CMOS. Piezoresistive elements can be incorporated in mechanical relays to generate an abrupt switching behavior when combined in series with a supplementary transducer converting an electrical signal into mechanical stress (e.g., piezoelectric, electrostatic, etc.). The appeal of such an approach with added complexity is that it circumvents the obstacle of contact adhesion forces, which may cause hysteretic characteristics or even functional failure in most air gap-based mechanical switches.

Polymers doped with carbon black or metal nanoparticles can also emulate piezoresistivity and although the fundamental mechanism is different, sharp stress-conductivity characteristics can be obtained. MIT researchers introduced a three-terminal mechanical relay consisting of a patterned polydimethylsiloxane (PDMS) pillar containing Ni nanoparticles, and becoming conductive when squeezed by an electrostatically actuated Al membrane, hence the moniker “squitch” [40]. When a sufficient pressure is applied to the nanocomposite, a conduction path is created between the conductive metallic particles and the relay turns on with a theoretical $10^{-7}$ $R_{on}/R_{off}$ ratio. This architecture faces many practical problems, such as sensitivity to creep, possibility of inter-particle adhesion causing reliability issues upon cycling, and more obviously process integration and scalability.

IBMs PET concept (PiezoElectronic Transistor) relies on the inverse piezoelectric effect to transmit stress to a piezoresistive “channel” [41]. For the stress transfer to be efficient, a yoke made of a high yield material such as SiN should be preventing mechanical displacement of the free boundary of the PR film (Figure 18.6).
The best candidates for optimal transduction are believed to be PZN-PT \( \{(1-x)[\text{Pb(Zn}_{1/3}\text{Nb}_{2/3})\text{O}_3] - x[\text{PbTiO}_3]\} \) or PMN-PT \( \{(1-x)[\text{Pb(Mg}_{1/3}\text{Nb}_{2/3})\text{O}_3] - x[\text{PbTiO}_3]\} \) for the piezoelectric element, and SmSe, TmTe, Eu-doped SmS or Cr-doped V\(_2\)O\(_3\) for the piezoresistive element [41]. In a best case scenario, an analysis of the device’s dynamic response indicated an outstanding projected operating frequency of 20 GHz at \( V_{\text{DD}} = 0.1 \) V. Nevertheless, these numbers rely on many assumptions such as: (i) negligible three-dimensional effects, (ii) lossless stress transfer, and most of all that (iii) these lead-based and rare earth chalcogenide materials can be integrated down to thicknesses of a few nanometers while conserving their sensitivity. Moreover, static analysis shows a \( 10^{-4} R_{\text{on}}/R_{\text{off}} \) ratio for a gate-common bias of 0.18 V, which translates into an equivalent less than ideal subthreshold swing of 45 mV/dec.

Pending further experimental work, it is unclear at this point whether the energy efficiency benefits of piezoresistive switches can eventually be worth the implementation of an extremely disruptive technology with uncertain scalability.

18.2.5 Electrostatic

M/NEM relays utilizing electrostatic actuation may now appear excessively simple in comparison. Although not the most popular for RF switching applications due to relatively low contact forces and high contact resistance [42], these characteristics are not critical for computational purposes, as previously discussed in Section 18.1.2. These switches are essentially based on two conductive layers forming a capacitor: one being fixed and the other movable (e.g., cantilever, clamped–clamped beam, membrane, nanowire). They are therefore generally easy to fabricate with conventional planar processing techniques and conventional, inexpensive, MOS-compatible materials which do not lose their transducing properties at the nanoscale. As the capacitor charges upon applying a potential difference, the attractive electrostatic force (regardless of polarity) deflects and accelerates the movable electrode towards the fixed one. When the actuating bias disappears, the switch can be passively turned off as the spring restoring force causes the movable membrane to return to its original position, breaking the contact. Let us consider the simple model in Figure 18.7, where the top electrode...
of a parallel-plate capacitor of area $A$ is suspended by a spring of elastic constant $k$ and is separated from a fixed bottom electrode by a distance $g$.

Under a bias $V$, the electrostatic force $F_{\text{elec}}$ and spring force $F_{\text{spring}}$ exerted on the top electrode are:

$$F_{\text{elec}} = \frac{1}{2} \varepsilon_0 A V^2 \frac{g^2}{g^2} ; \quad F_{\text{spring}} = k(g_0 - g)$$

(18.1)

As the deflection increases, $F_{\text{elec}}$ increases superlinearly, whereas the $F_{\text{spring}}$ increase is only linear. Beyond a critical displacement which can be easily derived as $g = g_0/3$, the system becomes unstable, $F_{\text{elec}}$ is always superior to $F_{\text{spring}}$ and the switch closes abruptly: this phenomenon is called pull-in. The pull-in voltage $V_{\text{pi}}$ is thus:

$$V_{\text{pi}} = \sqrt{\frac{8 k g_0^3}{27 \varepsilon_0 A}}$$

(18.2)

In order to keep $V_{\text{pi}}$ low and the switching energy minimal, the spring should be relatively compliant, but it also should be sufficiently stiff to overcome contact adhesion forces. Contact dimples are commonly used in order to minimize the contact area and alleviate this constraint. In this case, it is useful to distinguish between the actuation gap $g_0$ and the contact dimple gap $g_d$. If $g_d$ is larger than $g_0/3$, the switch is operating in pull-in mode. A characteristic of pull-in mode is that although the actuated plate does not collapse onto the fixed electrode, the abrupt increase in capacitance when $V > V_{\text{pi}}$ causes an intrinsically hysteretic current–voltage characteristic. In nonpull-in mode ($g_d < g_0/3$), the adhesion forces alone may contribute to the hysteresis. It should be noted that there are ways to avoid pull-in instability beyond the $g_0/3$ displacement limit, such as leveraged bending [44] or dynamic charge control (by adding a capacitor in series) [45].

From a dynamic point of view, neglecting contact bouncing and ringing upon contact break, the mechanical delay can be approximated [16] as a function of the fundamental resonant
period \([2\pi (m/k)^{1/2}]\), the dimple to actuation gap ratio \((g_d/g_0)\), and the “gate overdrive” \((V_{DD}/V_{pi})\):

\[
t_{\text{delay}} \cong \alpha \sqrt{\frac{m}{k}} \left( \frac{g_d}{g_0} \right)^\gamma \left( \frac{V_{DD}}{V_{pi}} - \chi \right)^{-\beta}
\]

Equation 18.3 gives us a sense that to minimize the delay for a given overdrive and gap aspect ratio, the structural material of the actuated electrode should be stiff (high Young’s modulus) and light (low density). This is why speed is one of the driving arguments for investigating carbon-based electrostatic switches (Carbon Nano Tubes [46–50], graphene [51], SiC [52,53]). Increased stiffness comes however at the cost of larger \(V_{pi}\) (18.2) and therefore higher switching energy.

If the system is underdamped \((Q > 1/2)\), the oscillations of the movable plate after breaking contact could interfere with the off-state electrical characteristics and therefore set an effective \(t_{\text{delay}}\) larger than the previous pull-in-based expression. A cut-off distance \(g_c = 2\) nm is generally considered large enough to avoid undesirable tunneling current between electrodes during off-state. Avoiding tunneling after release translates into a condition on the logarithmic decrement of the damped oscillations, which should be larger than \(\ln(g_d/g_d - g_c)\). Expressed in terms of \(Q\):

\[
Q < \sqrt{1 + \left\{ \frac{2\pi}{\ln \left[ \frac{g_d}{(g_d - g_c)} \right]} \right\}^2/2}
\]

Substituting \(g_c = 2\) nm, the inequality above results in a surprisingly simple but reasonably accurate rule of thumb stating that the quality factor should be designed to be smaller than the dimple gap \(g_d\) expressed in nm.

Obviously though, not all of these electrostatic relays can be modeled as parallel plate capacitors, and each design has its specific energy–delay trade-off. The next section is dedicated to the many design variations available to date in the literature for electrostatically actuated NEM relays, their assets and drawbacks.

### 18.3 Electrostatic Switch Designs

#### 18.3.1 \((N > 3)\)-Terminal Switches

Many different switch designs are reported in the literature, which can be classified by number of terminals typically ranging from two [54] to eight [55]. The majority of them are three-terminal (3-T) relays, which can probably be explained by a natural tendency to mimic the transistor configuration of a control gate allowing signal propagation between two “Source” and “Drain” terminals. However, we have already evoked (Section 18.1.2) the risks of confining NEMS relay applications to CMOS-like logic: this path should probably be avoided unless each relay can switch (mechanical and RC delay) as fast as a transistor, and its individual footprint is comparable to that of a MOSFET.
Pass-gate logic, on the other hand, comes with a reduced device count (compensating for larger individual footprint) and enables switching one complex logic gate with a single mechanical delay. Single MOS transistors are notoriously imperfect devices for pass-gate logic. This is due to their intrinsic inability to “swing full rail” at the output, that is, having the ability to propagate both a logic “0” ($V_S = 0\, \text{V}$) and a logic “1” ($V_S = V_{\text{DD}}$). Because $V_{GS}$ has to be larger than the threshold voltage $V_T$, an nMOSFET can only pass $V_S$ from 0 V to $V_{\text{DD}} - V_T$ (and conversely, a pMOSFET from $V_T$ to $V_{\text{DD}}$). The fundamental issue is that the control condition is coupled to the signal to transmit. The same principle applies to 3-T electrostatic switches, but an even more basic argument is that there is no such thing as a 3-T n- or p-relay, because electrostatic actuation is ambipolar. Adding a fourth “Body” electrode permits us to:

- Differentiate “pull-down” and “pull-up” relays.
- Lower the threshold voltage by preactuating the device.
- Decouple control and signal.

An example of a 4-T electrostatic switch with insulated channel attached to the movable electrode [56] is shown in Figure 18.8.

One can note that based on the design in Figure 18.8, the number of Source and Drain outputs can easily be increased by attaching more channels to the movable plate, as long as it serves circuit design efficiency and the total equivalent parasitic gate–channels capacitance remains negligible. A 6-T variation [57] with single Gate and a double pair of Source and Drain is the most straightforward implementation, further reducing device count and reducing the area required to implement a complex logic gate by up to a factor of two [58]. Only two of these 6-T devices connected can be used to deliver simultaneously an inverted and noninverted buffered signal (input on the tied gates). The number of gate inputs can also be multiplied to implement (depending on the biasing scheme) AND, OR [59–61] or MAJORITY ($2^n + 1$ inputs, $n > 1$) [55] gates with a single relay; and each of the above plus their complementary with two relays [61] (Figure 18.9).

### 18.3.2 In-Plane versus Out-of-Plane Actuation

Considering the substrate as the plane of reference, we have focused so far on out-of-plane deflected switches. There are nonetheless many instances of in-plane-actuated electrostatic NEM relays: [62–67]. For such devices, the gaps are defined by lithography, as opposed to a deposited sacrificial layer thickness. In terms of layout and for a given processing sequence, it means that a broad range of $V_{\text{pi}}$ can be targeted by simply varying the gap width, which has a much lesser impact on device footprint than adjusting the actuation area.

Yet, this supposed ease of design stands under the condition that the structural material of the movable electrode (typically metal, if co-patterned with all other electrodes) can be etched vertically with good anisotropy for a high aspect ratio. This may unfortunately not always be true, and in case of a limited membrane thickness, this loss of actuation area should be recovered by designing very long beams. This would introduce nonlinear spring effects making the pull-in behavior far less predictable (compared to a parallel-plate capacitor model and Equation 18.2) and, ultimately, switch dimensioning more difficult.

Another argument to consider is that while the in-plane actuated switch approach is relatively 3-T friendly, fabricating 4-T relays (for decoupled control and signal, cf. Section 18.3.1) can prove to be more challenging. It can be achieved through the use of less trivial
processing steps such as spacer definition of the insulated channel, followed by localized stringer removal to suppress shorts [67].

18.3.3 Active Turn-Off Devices

In the first section of this chapter, a premise was that relays would allow overcoming the fundamental energy limit in CMOS circuits set by subthreshold leakage. However, a legitimate concern in electrostatic NEMS relay design is that hysteretic switching behavior (coupled to the fact that the switch should turn off at 0 V) is also setting a switching energy limit. Even considering an architecture with contact dimples, operating in nonpull-in mode \( (g_d < g_0/3) \), counting on a passive release to break the contact means that the spring restoring force for a displacement \( g_d \) should be large enough to overcome the contact adhesion force:

\[
k_g g_d > F_{\text{adhesion}}
\]  

Figure 18.8 Top: (a) Isometric view of a four-terminal relay structure [56]. (b) Cross-sectional view along the channel (AA’) in the off-state. (c) Cross-sectional view in the on-state. When the voltage difference between the gate and body electrodes is sufficiently large (i.e., \( V_{GB} > V_{pi} \)) the body electrode is actuated downward sufficiently to cause the channels – attached to the body electrode via an intermediary oxide layer – to contact their respective S/D electrodes, so that current \( I_{DS} \) can flow between the S/D electrodes. Bottom: Measured \( I_{DS}-V_G \) characteristics of a single 4-T relay, with \( V_S = 0 \) V. (d) Operation mimicking that of either an n-channel or a p-channel MOSFET is seen by biasing the body at either 0 V or \( V_{DD} \), respectively. (e) \( V_{pi} \) can be tuned by adjusting \( V_B \).
Unfortunately, the higher the spring constant \( k \), the higher \( V_{pi} \) becomes (Equation 18.2). We have seen in Section 18.2.4 that piezoresistive relays could circumvent contact adhesion force issues by escaping from the conventional “physical contact make/break” scheme, but were not necessarily infinitely abrupt, zero-leakage (and depending on the choice of the piezoresistive material, not always hysteresis-free) switches.

A single-pole double-throw (SPDT) configuration is fairly common for in-plane actuated relays, because the design is straightforward. One actuating fixed electrode can be laid out on each side of the pole, and each can be used to break a contact occurring on the other side [50,63,66,67]. A notable out-of-plane SPDT variation called torsion microactuator or seesaw relay was initially designed for low voltage RF switches used for instance in passive phase shifters [68–71]. The motivation was the same as stated above: reducing the losses (power consumption) through using beams of lesser stiffness which would otherwise remain stuck down by adhesion forces.

A movable electrode is anchored along one of its coplanar symmetry axes. A fixed electrode is placed on each side of this axis under each half of the movable plate, so that it can swing on either side of the torsional axis depending on fixed electrode biasing scheme. The pull-in behavior of such devices can be predicted analytically with good accuracy [72,73]. What makes them particularly interesting for logic circuits is their built-in switching complementarity. Besides, it is possible to demonstrate switching symmetry about \( V_{DD}/2 \), which is
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**Figure 18.9** Schematic views of a dual-gate, dual-source/drain relay [61]. (a) Isometric view. (b) Bottom electrode layout, showing interdigitated gate electrodes to ensure that they have equal influence on the body. (c) Circuit schematic of a dynamically configurable complementary relay logic circuit utilizing two dual-gate, dual-source/drain relays. (d) Corresponding AND/NAND and OR/NOR bias configurations.
advantageous for symmetric noise margins [74]. An example of a 7-T design with two insulated channels [75] is shown in Figure 18.10.

Pointing out that active turn-off consumes power is a tautology; at best this feature can help to lower the energy limit set by adhesion force. Compared to a spring-driven passive release, a see-saw relay is energy-efficient in cases where the contact adhesion energy on one side is larger than the amount required for pulling the other side down. Regarding the latter, see-saws have the handicap of showing a larger gap before actuation than the nominally defined gap (as-deposited sacrificial layer thickness), because this side is deflected upward when the other is touching down. This implies that minimal excursion of the movable plate should be targeted when toggling between on and off states, with extremely scaled contact dimple gaps.

18.4 Reliability and Scalability
18.4.1 Contact Stability

Even though mechanical delay is predominant in relay switching dynamics, the electro-mechanical (EM) contact resistance remains an important figure of merit for circuit design, because it determines how many simultaneously switched stages can be cascaded with no speed penalty. It is therefore critical that its value should remain stable upon cycling. This is true as well for the contact surface topology: plastic deformation of asperities following repeated impacts can modify the adhesion force, potentially leading to permanent stiction failure. This particular failure mode may also be caused by micro welding depending on the current density when the relay is in the on-state. The reliability requirements are largely
dependent on the type of application. For example, it can be estimated that the on-state contact resistance of a switch should be kept below 100 kΩ for over $10^{14}$ cycles so that a relay-based microcontroller for embedded sensor applications could operate reliably for 10 years at up to 100 MHz with a transition probability of 1% [17].

It is essential to properly understand the physics of electromechanical contacts at the nanometer scale in order to select the appropriate materials, design and surface treatments needed to meet the performance and stability specifications. In practice, the contacting electrodes are almost never ideally flat, and the effective contact area $A_a$ between two conductive rough surfaces is only a fraction of the apparent dimensions (e.g., as drawn on a lithographic mask). Physical contact is only made at some asperities, each having its own associated load ($p_i$), local area ($a_i$) and local current ($i_i$; Figure 18.11).

The constriction resistance $R_c$ at each microcontact (arising from the convergence and divergence of the current flow) can be described by a size-dependent expression [76]:

$$R_c = \frac{4\lambda(\rho_1 + \rho_2)}{9a} + \frac{\rho_1 + \rho_2}{2\pi r} \int_0^\infty e^{-\lambda x_1/r} \sin(\pi x) \frac{\sin(\pi x)}{\pi x} dx$$  \quad (18.6)

$\rho_1$ and $\rho_2$ are the specific resistivities of the contacting surfaces 1 and 2, $\lambda = (\lambda_1 + \lambda_2)/2$ is the average electron mean free path, $r$ is the radius of the microcontact of area $a$. When $r < \lambda$, the expression reduces to Sharvin’s point-contact model [77]: electrons are assumed to ballistically travel across the contact without being subjected to scattering and $R_S \approx \lambda(\rho_1 + \rho_2)/2a$. If $r > \lambda$, Equation 18.6 approaches the other limit case, Holm’s resistance [78], for which the constriction resistance is dominated by scattering $R_H \approx (\rho_1 + \rho_2)/4r$.

As the contact force is increased asperities can be deformed, causing the real contact area to increase, which in turn lowers the total EM contact resistance. This might seem beneficial at first glance but it should be noted that the flattening of asperities has some undesirable side-effects: increased real contact area and reduced separation of the noncontacting regions (which contribute to adhesion via van der Waals forces). As a consequence, hysteretic behavior is aggravated, possibly to the point of permanent stiction. Besides, for a fixed bias between the two contacting electrodes; a decreasing resistance leads to an increase in dissipated power ($P = V^2/R$), heating the contact as a result, which accelerates its deformation and makes it prone to micro-welding.

Figure 18.11  Cross-sectional schematic of an EM contact, showing three asperities (called $\alpha$ spots) where current can flow. Total load $P$ and current $I$ correspond to the sum of the contributions from every $\alpha$ spot.
In order to prevent permanent mechanical wear, the contact load should be sufficiently low (typically < 100 μN) to avoid causing plastic deformation of the electrode material. Selecting a contacting material of high Mohs hardness (>6) can also be useful. The stronger metallic bonds typically associated to hard materials [79] should not be detrimental to adhesion at this scale, because van der Waals interactions are believed to remain dominant (contacting small asperities in the elastic regime). Unlike for RF switching, the contact resistance does not have to be very low for digital logic applications, so the fact that the real contact area remains small is not a critical concern either. Iridium (Ir), rhodium (Rh), ruthenium (Ru), and tungsten (W), being hard metals, are therefore suitable candidates from a strictly electromechanical point of view.

However, extrinsic environmental contamination effects can be another important source of contact resistance instability. Late transition metals (Ir, Rh, Ru) are active catalysts and have been observed to cause the formation of friction polymers on and around the contacting surfaces [80] even in a reasonably clean, packaged environment [81]. This shows that extreme attention should be paid to removing any residual process-induced hydrocarbon contaminants (such as photoresist, or plasma etch byproduct). Tungsten has been shown to be significantly prone to oxidation, limiting the contact lifetime even under high vacuum [82].

Surface passivation techniques can be used to remedy these contamination issues. A few monolayers of conductive metal oxides such as TiO2 can be deposited via Atomic Layer Deposition to coat W contacting electrodes after sacrificial layer release, thus improving reliability. This implies trading off some of the nominal contact resistance, but thanks to a moderate potential barrier for electrons at the W/TiO2 interface, $R_c$ may still fall within the 100 kΩ specifications [19]. Some other metals such as ruthenium or iridium can naturally grow a conductive oxide (RuO2, IrO2) when annealed in oxygen, which has the advantage of being localized as opposed to a nonselective ALD which may affect surface leakage. 2 nm RuO2 can be thermally grown on pure sputtered Ru following a 2 h low temperature thermal oxidation at 420 °C [83]. The Ru/RuO2 system seems promising so far for enhancing contact stability, although a practical implementation of this relatively unusual metal raises various process integration considerations such as ease of deposition onto other layers, film adhesion, ease of etching, stress compatibility, and of course overall cost of fabrication.

### 18.4.2 Process Scalability and Perspectives

We have seen in Section 18.2 that electrostatically-actuated NEMS relays were arguably among the most scalable switches. Later (Section 18.3), basic operating principles of the simplified parallel-plate actuator model showed that the ultimate limits in terms of energy efficiency and delay can be attributed to inter-related parameters:

1. The system’s spring constant – low $k$ for low $V_{pi}$, high $k$ and low mass for small delay.
2. The actuation and contact gap – small excursion for low $V_{pi}$, large excursion for larger $F_{spring}$.
3. The contact properties – low but stable contact resistance with adhesion force smaller than $F_{spring}$.

One possible route for balancing trade-offs (i) and (ii) can consist of simultaneously opting for high spring constant and small contact gap. This is the strategy motivating the use of low density, high Young’s modulus, ultimately thin structural materials such as Carbon nanotubes...
or graphene [84,85]. Nevertheless, it should be stressed that fabricating CNT or graphene-based nanorelays with insulated control ("Gate") and transmitting electrodes ("Source and Drain") appears extremely challenging, which could be a handicap in terms of circuit design optimization. An alternative solution may be using extremely thin amorphous metal films (e.g., deposited by ALD), the associated issue being residual stress management. In the case of out-of-plane actuated switches, residual stress can cause the movable electrode to buckle, altering the nominal gap value. This can be addressed by resorting to multi-layer structural stacks for stress compensation, or scaling the lateral dimensions to prevent out-of-plane deflection from building up [57], at the respective costs of increased mass (hence \( t_{\text{delay}} \)) and reduced capacitance (thus higher \( V_{\text{pi}} \)).

Releasing nanometer-scale gaps is not trivial. One of the most common configurations is sacrificial SiO\(_2\) selectively etched in HF. Water is a byproduct (and catalyst) of this reaction, which may cause stiction upon release due to capillarity forces. By using a critical point dryer, 15 nm gaps could be released, undercutting relatively short TiN cantilevers [86]. Anhydrous HF release at reduced pressure (75 Torr) has led to the same results on poly-SiGe membranes with lateral dimensions of several microns [88]. Although process controllability has yet to be demonstrated, some design tricks can enable to release tiny contact gaps as small as 4 nm [54]. Volume-shrinkage induced gap formation processes based on silicidation are also a promising novel alternative for high aspect-ratio structure releases [88].

Item (iii) has been addressed in the previous subsection. Yet, it is worth pointing out that the multiple-asperity-based constriction resistance model might no longer stand for ultimately scaled contact dimensions [89]. Hard contacting electrodes would still be desirable for their resistance to plastic deformation in a "single-asperity" configuration, but the adhesion force would become dominated by metallic bonding (instead of van der Waals interactions). Since hard materials are usually characterized by high metallic bonding energies, surface treatment schemes (hydrogen passivation, controlled oxidation, ALD coating, use of self-assembled monolayers) to decrease the adhesion force are likely to be required at this scale.

Considering the tremendous progress accomplished recently in the fields of material sciences and technological processes for M/NEMS fabrication dedicated to advances in device and circuit design, the odds of an emergence of nanoscale mechanical computing to alleviate the CMOS power crisis are better than ever.
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19.1 Chapter Overview

An atomic switch is a nanoionic device that controls the diffusion of metal ions and their reduction/oxidation processes in a switching operation to form/annihilate a metal atomic bridge, which in an ON state is a conductive path between two electrodes. An atomic switch works as a nonvolatile device due to an operating mechanism that requires the reduction/oxidation reaction that each occur at opposite polarities of applied bias. Since metal atoms provide a highly conductive path even if their path size is on the nanometer scale, atomic switches may enable downscaling to smaller dimensions than the 11 nm technology node.

The operation of an atomic switch was first demonstrated using a two-terminal structure, which is now widely used in applications for memories and programmable switches. Three-terminal operation was also demonstrated recently, in which the formation and annihilation of a conductive path between two electrodes is controlled by the third electrode. Three-terminal operation shows the potential for the use of atomic switches as logic devices.

The novel characteristics of atomic switches, such as their small size, low power consumption, low ON resistance and nonvolatility, will be useful in the development of future computing systems, such as nonvolatile logic systems and normally OFF computers. Novel functions have also been developed in atomic switches, including learning abilities, photosensing abilities, memristive operations, and synaptic functions. These novel functions are expected to contribute in the development of new types of neural computing systems.

In this chapter, the historical background, fundamentals such as operating mechanisms and characteristics, the various types and functions of atomic switches, the current state of the art, and future research directions are introduced.

19.2 Historical Background of the Atomic Switch

Precipitation of metal atoms from solid electrolytes, which was first reported more than 400 years ago [1], is a well-known phenomenon that has been studied extensively since the
Faraday era [2]. Electronic devices that use electrochemical phenomena in their operation have been developed since the 1970s. For instance, Ag filament formation/dissolution was controlled on a surface of Ag-doped As$_2$Se$_3$ to make/annihilate a conductive path between the Ag electrode and the Au electrode formed on the surface [3]. During the same period, some devices were commercialized under the product names “memoriode” and “couliode” [4]. However, the supra-performance of semiconductor transistors in the last half-century overshadowed the atomic switches that were developed earlier. The situation is now changing as the ultimate downscaling of semiconductor transistors approaches its limits, providing various opportunities for the development of emerging nanoelectronic devices, including atomic switches. In particular, the various functions and unique characteristics of the emerging devices have attracted much attention because of their potential use in developing conceptually new computing systems.

19.3 Fundamentals of Atomic Switches

In this section we briefly introduce the operation mechanism of atomic switches. Although atomic switches have various device structures, their whole operation is based on a solid electrochemical reaction. The operating mechanisms and characteristics of two basic two-terminal atomic switches, that is, the gap-type atomic switch and the gapless-type atomic switch, are also introduced so as to understand the operation mechanism and characteristics in detail.

19.3.1 Operation Mechanism of Atomic Switches

There are several types of resistive switches, such as those based on a unipolar thermochemical mechanism, a bipolar valence change mechanism, and a bipolar electrochemical metallization mechanism. Atomic switches are operated by the third such mechanism, that is, bipolar electrochemical metallization. Although atomic switches have various device structures, they all have a reversible electrode, such as Ag or Cu, from which metal cations are ionized and brought to a channel region facing a counter electrode. The metal cations are reduced to neutral metal atoms at the channel region, resulting in the formation of a conductive channel. In the turning-on process, positive bias is applied to cause electrochemical reactions, that is, oxidation of metal atoms at the surface of the reversible electrode and reduction of metal cations at the channel region. When negative bias is applied to the reversible electrode, reduced metal atoms in the channel region are re-ionized and brought back to the reversible electrode, where they are reduced and subsequently introduced into the reversible electrode.

The operating bias of atomic switches, which is required for causing the electrochemical reactions, depends on the materials of both the reversible electrode and the counter electrode, as well as the material of the ionic transfer material that includes a channel region. Because the electrochemical reactions are an activation process, switching time is a function of the bias used, and becomes exponentially shorter with increasing bias. Typical operating biases are in the 1–2 V range when metal oxide is used as the ionic transfer material. Switching times in the few nano-second range have been demonstrated.

One of the characteristics that gives atomic switches an advantage over other devices is the potential for downscaling their device size to dimensions smaller than the 11 nm technology node. This is because metal atoms can make highly conductive channels, even though their size is on the nanometer scale.
In the following sections, the operation mechanism and characteristics of atomic switches are introduced in detail for each type of atomic switch.

### 19.3.2 Gap-type Atomic Switch

The gap-type atomic switch has a nanogap between a metal electrode facing an opposite ionic conductive material, formed on a reversible electrode. Operation of a gap-type atomic switch, that is, the controlled formation and annihilation of a metal atomic bridge in a nanogap, was demonstrated in 2001 using Ag$_2$S as the ionic conductive material [5], as schematically shown in Figure 19.1. This gap-type atomic switch has two key points; the first is its use of an ionic and electronic mixed conductor as the ionic conductive material, which contains metal cations to be precipitated to form a metal atomic bridge in the nanogap. The electrical conductivity of the ionic conductive material is required to achieve low resistance in the ON state, which is measured electrically by flowing a current in a circuit. The second key point is its use of a tunneling current flowing in the nanogap, which can cause the chemical reaction necessary for precipitating metal atoms. The nanogap also ensures high resistance in the OFF state.

The operating mechanism of this gap-type atomic switch is schematically shown in Figure 19.2. When a positive bias voltage is applied to the reversible electrode, metal atoms are oxidized and introduced from the electrode into the ionic conductive material as metal cations. The metal cations in the ionic conductive material migrate towards the surface, and are reduced by electrons tunneling from the counter metal electrode. The reduced metal atoms form a bridge between the ionic conductive material and the counter metal electrode, resulting in the turning on of the gap-type atomic switch.

Application of a bias voltage with an opposite polarity causes the re-ionization of the precipitated metal atoms. The ionized metal atoms, that is, cations, are re-dissolved into the ionic conductive material, resulting in annihilation of the metal atomic bridge, as a result of which the gap-type atomic switch is turned off.

As shown in Figure 19.3, the electrochemical potential changes in the switching due to the diffusion of metal cations and the applied bias, resulting in the observed precipitation and
re-ionization. This phenomenon can be caused by using various ionic conductive materials, with actual operations of gap-type atomic switches having been demonstrated using Ag$_2$S [5,6], Cu$_2$S [7], RbAg$_4$I$_5$ [8], and CuI.

The switching time of the gap-type atomic switch is a function of the applied bias voltage and temperature [6–8]. This becomes exponentially shorter with increases in the applied bias voltage, as shown in Figure 19.4. In most cases, two slopes are observed in the bias voltage versus the switching time, the cause of which has been explained in terms of the electrochemical nucleation of metal clusters at the surface of the ionic conductive material [8] and/or diffusion of metal cations in the ionic conductive material [7].

It would be an issue if gap-type atomic switches required an ionic conductive material, such as solid-electrolyte (Ag$_2$S, etc.), since these materials are not compatible with the
Complementary Metal Oxide Semiconductor (CMOS) process. One solution is to fabricate sulfide-based atomic switches on the top-most layer of CMOS devices [9]. Using this solution would be advantageous in such things as synaptic functions, memristive operations, and photosensing. Another unique characteristic of the gap-type atomic switch is conductance quantization, with a unit of $2e^2/h$, which occurs even at room temperature [6].

19.3.3 Gapless-type Atomic Switch

The gapless-type atomic switch operates by forming and dissolving a conductive path in an ionic conductive material, which is sandwiched by a reversible electrode and an inert electrode, as shown in Figure 19.5. The ionic conductive material of the gapless-type atomic switch should have less electrical conductivity because its OFF resistance is determined by the resistance of the ionic conductive material. In operation, the inert electrode works as a blocking electrode for diffusing metal cations, resulting in the precipitation of metal atoms at the interface between the ionic conductive material and the inert electrode. The precipitated metal atoms grow a filament towards the reversible electrode, and the gapless-type atomic switch is turned ON when the filament reaches the reversible electrode. The operating mechanism has been confirmed by observing the filaments using Transmission Electron Microscopy [10–12]. Conductance quantization at room temperature [13] has also evidenced that the conductive path consists of metal atoms. Reversing the polarity of the applied bias voltage causes dissolution of the metal filaments, resulting in the turning off of the gapless-type atomic switch.

Gapless-type atomic switches using metal oxides as the ionic conductive material are believed to use a thermal effect in their turning-off process [14]. However, they only enable bipolar operation because the subsequent supply of metal cations thickens/rebuilds the metal filament, and thermal turning-off using the same polarity of the bias voltage is not possible in the operation of this type of atomic switch. This is in contrast to the fact that unipolar operation is enabled in devices such as phase change memories, as reviewed in Chapter 5, and fuse/antifuse memories [15], where a conductive path is ruptured by a thermal effect.

Operation of the gapless-type atomic switch has been demonstrated using many types of ionic conductive materials, including Ag$_2$S [16], Cu$_2$S [17], Ge$_{0.3}$Se$_{0.7}$ [18], Ta$_2$O$_5$ [19], HfO$_2$ [20], SiO$_2$ [21], TiO$_2$ [22], CuO$_x$ [23], GeSbTe [24], ZrO$_2$ [25], ZnO [26], WO$_x$ [27], and AgI [28].

In the case of the gapless-type atomic switch, switching time is determined by applied bias voltage, the diffusion constant of cations in the ionic conductive material, the activation energies for the reduction/oxidation processes, and temperature [29]. For instance, a conductive path should be formed between both ends of an ionic conductive material, the length of which is usually longer than a few nanometers, resulting in the switching time being dependent on the cation diffusion constant [30]. This is also the cause of the initial forming process usually required for gapless-type atomic switches. Here, “forming process” means that the application of a higher bias voltage, or the application of a bias voltage for a longer period of time, is
required for the initial turning-on process than in the operation thereafter [31]. After the forming process, the performance of gapless-type atomic switches is good enough for them to be commercialized. For instance, switching times on the order of nanoseconds [32–34], cyclic endurance of over $10^{10}$ times [35,36], and retention times of over 10 years [37] have been achieved. Gapless-type atomic switches have been used as programmable switches in programmable logic devices [38] and as switches in crossbar-type logic circuits [39–41].

### 19.4 Various Atomic Switches

Various atomic switches and functions have been developed based on the operating mechanism of the basic atomic switches mentioned above. For instance, three-terminal atomic switches have been developed based on the gapless-type atomic switch, for use in nonvolatile logic systems. Unique functions, such as memristive operations and synaptic functions, have been developed based on both gap-type atomic switches and gapless-type atomic switches, which has enabled the development of new types of neuromorphic computers. In this section we introduce three-terminal atomic switches, memristive operations, synaptic functions, and the photo-sensing abilities of two-terminal atomic switches.

#### 19.4.1 Three-terminal Atomic Switches

In the operation of three-terminal atomic switches, formation and annihilation of a conductive path between the source electrode and the drain electrode is controlled by the application of a gate bias to the gate electrode. Three-terminal atomic switches have an advantage in that the signal and control lines are separated, as in a semiconductor transistor, which drastically reduces their power consumption. The nonvolatility of atomic switches, along with the advantages offered by their low power consumption, offers a solution to issues inherent in conventional semiconductor transistors, by enabling the development of nonvolatile logic systems.

There are two types of three-terminal atomic switch: one based on filament growth and another based on the nucleation of metal clusters.

#### 19.4.1.1 Three-terminal Atomic Switch Based on Filament Growth

The three-terminal atomic switch based on filament growth uses an electrochemical technique in which the reduction/oxidation of metal cations/atoms in an electrolyte (solution) is controlled by using a gate electrode. This technique is very common in electrochemistry; it was first used in the operation of a three-terminal atomic switch in 2004 [42] using AgNO$_3$ + HNO$_3$ as the electrolyte. In this example, Ag filament formation and dissolution were controlled between two Au electrodes dipped in the electrolyte. The technique has also enabled three-terminal atomic switch operation in a solid-electrolyte (Cu$_2$S) [43], where Cu bridge formation and annihilation between the source electrode (Pt) and the drain electrode (Cu) was controlled by a gate electrode (Cu), as illustrated in Figure 19.6a. When a positive bias voltage was applied to the gate electrode, Cu$^+$ cations were supplied into the Cu$_2$S from the electrode by the oxidation of Cu atoms at the surface of the gate electrode, which is similar to the operation of a gapless-type atomic switch. Cu$^+$ cations migrated towards the source and drain electrodes to be reduced at the two electrodes, resulting in formation of a bridge of Cu atoms between the source and the drain. When a negative bias voltage was applied to the gate electrode, Cu atoms were extracted from the atomic bridge as a result of their oxidation to Cu$^+$ cations.
The atomic bridge then became thinner and eventually disappeared. A typical operating result is shown in Figure 19.6b. In order to avoid the growth of a Cu bridge that reaches the gate electrode, the distance between the gate and the source/drain should be larger than that between the source and the drain. Although the three-terminal atomic switch uses Cu$_2$S, which is not CMOS process compatible, the Cu$_2$S-based three-terminal atomic switch can be used as a programmable switch in programmable logic devices by making them at the back end of the line of CMOS devices [44]. This circuit structure is similar to that in “CMOL” [45], which is a hybrid circuit combining CMOS stack and crossbar arrays with molecular-scale nanodevices at every crosspoint.

19.4.1.2 Three-terminal Atomic Switch Based on Nucleation Control

Another type of three-terminal atomic switch has been developed based on the nucleation control of metal clusters. Figure 19.7 shows the operating concept of this three-terminal atomic switch, in which metal cations brought from the gate electrode nucleate at the interface between the ionic conductive material and the source/drain electrodes, where the concentration of metal cations is at its highest. The key point of the development of this type of switch is the use of Ta$_2$O$_5$, which is an insulator in terms of electrical conductivity, as the
ionic conductive material. Nucleation of metal clusters takes place when the concentration of metal cations, which is a function of the gate electrical field, reaches a certain threshold value, resulting in a drastic change in conductivity, that is, an insulator to conductive state transition. When the gate electrical field becomes smaller, the nuclei dissolve into metal cations moving towards the gate electrode to turn off the three-terminal atomic switch. The state variable of the three-terminal atomic switch based on nucleation control is a gate bias, which is the same as that of the conventional semiconductor transistor. Accordingly, this type of atomic switch is named the “atom transistor” [46]. This is in contrast to the three-terminal atomic switch based on filament growth, in which the state variable is a combination of a gate bias and a time.

Another unique characteristic of the atom transistor is the dual functionality of selective volatile and nonvolatile operations, depending on the sweeping range of the gate bias.

Figure 19.8 shows such selective operations when Cu was used as the gate electrode material. When a gate bias ($V_G$) was swept between 0 V and 1.5 V, the atom transistor showed volatile operation, where the drain current ($I_D$) changed by six orders of magnitude in the $V_G$ range of 0.65–1.25 V, corresponding to a subthreshold slope of 100 mV/decade. On the other hand, two types of switching were observed when $V_G$ was swept to 3 V. First, switching occurred at $V_G = 1.4$ V, where $I_D$ increased to the order of 10 μA, which is similar to the result shown in Figure 19.8a. Second, switching occurred at $V_G = 2.65$ V, increasing the $I_D$ by another two orders of magnitude. Once the second switching occurred, the ON state was kept at $V_G = 0$ V, requiring a negative $V_G$ application to turn off the atom transistor. The ON/OFF ratio in the nonvolatile operation is eight orders of magnitude larger. In both volatile and nonvolatile operations, the gate current ($I_G$) remained small because Ta$_2$O$_5$ was used. The distribution of $V_G$ required for turning-on and turning-off, both for volatile and nonvolatile operation, is shown in Figure 19.9.

Nonvolatile operation should be achieved by the nucleation of metal clusters, which accompanies the reduction/oxidation processes occurring with the application of a gate bias in the opposite polarity. One possible explanation for the volatile operation is that the metal cations themselves can make a conductive channel without nucleation when their concentration reaches a certain value. For instance, it has been reported that Ta$_2$O$_5$ lattices having a single Cu$^{2+}$ cation in each unit cell is conductive [47]. In this case, decreasing $V_G$ causes redistribution of the metal cations, that is, moving of some cations toward the gate electrode, resulting in the disappearance of the conductive channel.
19.4.2 Novel Functions of Two-terminal Atomic Switches

In this section we introduce the novel functions of two-terminal atomic switches, that is, memristive operations, synaptic functions, and photo-sensing functions. These newly developed functions are expected to contribute in areas such as development of neuromorphic computers, rather than in improvements to present-day von Neumann computers.

19.4.2.1 Memristive Operations

The memristor, a two-terminal device, was predicted by L. Chua from the theoretical study of symmetries in electrical devices and circuits [48]. Although it was first introduced as an element that correlates magnetic flux $\phi$ and charge $q$, it is now understood to be a resistor having a memory effect [49], and is therefore referred to as a “Memristor.” In this generalized memristor, the resistance of the device changes depending on the history of input as well as the bias applied at the time. One of the operation modes of the memristor can be expressed as follows, that is, memresistance $M(q)$ is a function of time-dependent charge $q$.

\[
M(q) = R_{\text{OFF}} \left[ 1 - \frac{\mu_v R_{\text{ON}}}{D^2} q(t) \right]
\]  

(19.1)

where $R_{\text{OFF}}/R_{\text{ON}}$ are resistance in the OFF/ON states respectively, $\mu_v$ is the average ion mobility, and $D$ is the thickness of an ionic conductive material sandwiched between two electrodes.

Memristive operation has been achieved by various types of atomic switch. The first demonstration was achieved using an Ag/solid electrolyte/AgX (gapless-type atomic switch) system, in which resistance was controlled by increasing/decreasing the Ag cations in AgX [9]. Namely, the change in Ag to X ratio in AgX caused the change in the resistance of the system. Memristive operation has also been demonstrated in a gap-type atomic switch [50], in which the gap distance and/or thickness of an atomic bridge was controlled as the state variable.

The memristor can work as a synapse in neuromorphic systems as a single device, which has been achieved by using a complex circuit consisting of CMOS devices and analog devices. Synapses in neuromorphic systems are required to change their resistance, that is, synaptic weight, according to inputs from neurons in the system. This synaptic weight
change has been shown using gapless-type atomic switches with the use of neurons made of CMOS-based circuits [51], where simple neuromorphic operations, such as the so-called “Pavlov’s dog” operation [52], were demonstrated.

Because the number of synapses required in neuromorphic systems is much larger than that of neurons, the achievement of synaptic functions by a single device drastically reduces the size of neuromorphic systems and enables the development of highly integrated neuromorphic systems. Thus, in recent years, a variety of emerging devices, such as anion-based ReRAMs [53], ferroelectric devices [54], and phase change memories [55], have demonstrated memristive operations.

19.4.2.2 Self-controlled Synaptic Operation by Atomic Switches

Memory is believed to occur in the human brain as a result of two types of synaptic plasticity; short-term plasticity (STP) and long-term potentiation (LTP) [56]. Here, synaptic plasticity refers to changes that occur in the organization of the brain as a result of experience. STP is achieved through the temporal enhancement of a synaptic connection, which then quickly decays to its initial state. However, repeated stimulation causes a permanent change in the connection to achieve LTP; shorter repetition intervals enable efficient LTP formation from fewer stimuli, such as is schematically shown in Figure 19.10. This synaptic behavior is achieved in biological systems by the action potential from a neuron, which generates neurotransmitters to change the strength of a synaptic connection.

Conventional neuromorphic systems, such as those based on Spike Timing Dependent Plasticity (STDP), have been designed such that this synaptic weight change is fully controlled by signals from neurons. For instance, gradual change in short-term plasticity has been achieved by continuous or repeated application of an input bias, which is necessary because the synaptic devices developed so far require input whenever they change their resistance.

Recently, self-controlled synaptic operation was demonstrated using gap-type atomic switches, in which change in resistance occurred even after the end of signal input. Figure 19.11 shows synaptic behavior emulated by an Ag2S-based gap-type atomic switch [57], where STP was achieved with use of a lower pulse repetition input rate, and LTP was achieved with a higher pulse repetition input rate. The key point of this achievement is the use of small input pulses that do not singly turn on/off the Ag2S-based gap-type atomic switch. This synaptic operation was used to demonstrate concrete psychological behavior, in which new information

![Figure 19.10](image) Memorization model based on the multi-store model
from the external environment was stored as a sensory memory (SM) in the sensory register for a very short period of time, and then selected information was transferred from temporary short-term memory (STM) in the short-term store to permanent long-term memory (LTM) in the long-term store.

This self-controlled synaptic operation has also been achieved using gapless-type atomic switches [13], showing a shorter time constant than that of gap-type atomic switches. These self-controlled synaptic operations do not require complex signals from neurons to control the synaptic weight, thus enabling the development of new types of neuromorphic systems with use of simple neurons.

19.4.2.3 Photo-sensing Ability of Atomic Switches

Gap-type atomic switches operate using tunneling current, which causes the precipitation of metal atoms in a nanogap. Using a wide gap (several tens of nm), in which tunneling current does not flow, and photo-conductive molecules within the wide gap, enables photo-sensing. As shown in Figure 19.12, light irradiation causes a photocurrent to flow between an ionic conductive electrode and a counter metal electrode applied with a certain bias voltage, resulting in the growth of a metal filament from the ionic conductive electrode. The photo-assisted atomic switch is turned on when the growing metal filament reaches the counter electrode. Since filament growth does not occur without the light irradiation, the photo-assisted atomic switch works as a photo-sensor with memory function and as well as a
programmable switch, such as in an EPROM. The operation was first demonstrated using Ag$_2$S as the ionic conductive material and N,N'-diheptylperylenetetracarboxylic diimide (PTCDI) as the photoconductive molecule [58]. The switching time of the photo-assisted atomic switch strongly depends on the gap size used, as shown in Figure 19.13. Other characteristics, such as the switching voltage, retention time, and ON/OFF ratio are similar to those of gap-type atomic switches. Cyclic endurance is an issue that needs to be investigated, because a metal filament can grow in and may subsequently cause damage to the photoconductive molecular layer.

### 19.5 Perspectives

Atomic switches operate by controlling the formation and annihilation of a conductive path, made of metal atoms/cations, between two electrodes using a solid electrochemical reaction. There are several types of two-terminal atomic switch, that is, gap-type, gapless-type, and

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Status</th>
<th>Value for the device in this chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell size</td>
<td>Demonstrated</td>
<td>10 nm</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>5 nm</td>
</tr>
<tr>
<td>Density</td>
<td>Demonstrated</td>
<td>2.5E9/cm$^2$</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>1E12/cm$^2$</td>
</tr>
<tr>
<td>Device speed (reading/writing speed)</td>
<td>Demonstrated</td>
<td>&lt;10 ns</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>&lt;1 ns</td>
</tr>
<tr>
<td>Operation voltages</td>
<td>Demonstrated</td>
<td>0.6 V</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>&lt;0.5 V</td>
</tr>
<tr>
<td>Switching energy (set-current/reset-current)</td>
<td>Demonstrated</td>
<td>1 μA/10 μA</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>Not known</td>
</tr>
<tr>
<td>Endurance</td>
<td>Demonstrated</td>
<td>1E6</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>&gt;1E11</td>
</tr>
<tr>
<td>Retention (for memory)</td>
<td>Demonstrated</td>
<td>10 yr</td>
</tr>
<tr>
<td></td>
<td>Projected</td>
<td>&gt;10 yr</td>
</tr>
</tbody>
</table>
photo-assisted type. These have novel functions, such as memristive operations, synaptic functions, and photo-sensing with memory effect. Three-terminal atomic switches have also been developed. All such atomic switches have the potential to be downscaled beyond the 11 nm technology node. In addition to such novel functions and characteristics, development of fully CMOS compatible metal oxide-based atomic switches has attracted a great deal of attention as they gain importance as beyond-CMOS devices. For instance, because of their small size, nonvolatility and high ON/OFF ratio, two-terminal gapless-type atomic switches operated with a negative gate bias, corresponding to a p-type transistor, is needed to realize nonvolatile logics and to replace CMOS. The development of three-terminal atomic switches operated with a negative gate bias, corresponding to a p-type transistor, is needed to realize nonvolatile logics and to replace CMOS. The development of neuromorphic functions will also be more important in the research of atomic switches because the realization of neural computing systems is key to achieving both a drastic reduction in power consumption and the ability to perform highly complicated computations.
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20.1 Introduction

This chapter provides a brief review of the assessment and benchmarking of logic devices presented in the 2011 edition of the International Technology Roadmap for Semiconductors (ITRS) [1] chapter on Emerging Research Devices (ERD) [2]. The objectives of the ITRS ERD roadmap are to review recent research in devices beyond silicon transistors and to forecast the development of novel logic switches that might replace the silicon transistor as the device driving technological development within the semiconductor industry.

Overt emphasis on emerging devices within the ITRS began with the 2003 edition, at which time it was envisioned that new technologies would be required to sustain the scaling of complementary metal-oxide semiconductor (CMOS) electronics down to the 22-nm node and beyond [3]. At present, 10 years later, 22-nm CMOS is commercially available, and further conventional scaling is envisioned that will enable transistor manufacturing down to the 7-nm or even the 5-nm node [4]. Nonetheless, it is absolutely certain that the avenues for continued conventional scaling are limited and dwindling, and therefore that alternatives to CMOS must be developed if the economic model of exponential scaling is to be sustained over the longer term. The ITRS presents a progression of such alternatives that depart increasingly from conventional device materials, structures, and mechanisms, with the goal of enabling an orderly transition of suitable emerging devices into mainstream manufacturing.

A more detailed overview of the ITRS Roadmap for Emerging Logic Devices is provided below in Section 20.2. This section enumerates the emerging devices that were examined for the 2011 edition of the ITRS and provides details of the best reported performance to date for those devices, as well as projections for their ultimate performance. Then, Section 20.3
discusses recent research developments for selected emerging devices from the roadmap. These developments were chosen to highlight trends and emphases that appear likely to become evident in the 2013 edition and later editions of the roadmap. Section 20.4 explores in greater detail these important trends and potential limitations for emerging logic devices, with a view toward evaluating and prioritizing metrics for future assessments. Section 20.5 summarizes the chapter.

20.2 Overview of the ITRS Roadmap for Emerging Research Logic Devices

Within the ITRS, logic devices are categorized into one of four types: (1) conventional field-effect transistors (FETs), including bulk FETs, silicon-on-insulator (SOI) devices, and Fin FETs; (2) extensions of FET devices through novel channel materials or structures; (3) charge-based devices beyond conventional FETs; and (4) devices that use physical phenomena other than electric charge to store or carry information.

Figure 20.1 illustrates this categorization for devices considered in the 2011 edition of the ITRS. The three rightmost columns of this taxonomy constitute emerging logic devices within the ITRS viewpoint and are tracked in the ERD chapter of the roadmap [2]. For alternate channel materials/structures and charge-based devices beyond conventional FETs (middle columns of Figure 20.1), quantitative information is tracked regarding the present state of the art in performance for these devices. Devices not based on charge presently are tracked using qualitative measures, although this is anticipated to change in 2013 and beyond as more quantitative data become available (e.g., via simulation [5]).

As an example of the quantitative assessment provided by the ITRS, Table 20.1 provides performance measures for the charge-based devices tracked in the roadmap. The performance measures highlighted here are the present best demonstrations and projected maximal demonstrations of device density, speed (of individual devices as well as circuits), and energy efficiency. Supporting references for the individual entries in this table are provided in the Emerging Research Devices chapter tables [2].

![Figure 20.1](image_url) Taxonomy of logic devices considered in the 2011 ITRS Emerging Research Devices Roadmap. Devices “beyond CMOS” are categorized into one of three groups, based upon the extent of progression beyond a conventional MOSFET structure or mechanism.
Importantly, the data presented for any given column of this table do not necessarily represent mutually-consistent parameters measured from a single device of the type associated with the column. For example, the best reported density, speed, and energy efficiency for carbon nanotube transistors were obtained from three distinct devices. Furthermore, it is not suggested that a single device is capable of possessing all the listed “projected” parameters in any given column.

Instead, the principal objective of the tables in the ERD chapter, as illustrated here in Table 20.1, is to provide a means of comparison between candidate emerging devices for specific applications. For example, carbon nanotube FETs or nanowire FETs appear more likely than alternative devices to enable high-performance logic, whereas nanowire FETs or tunnel FETs might be well suited for low-power circuits at lower speeds. Indeed, as conventional scaling winds down and emerging devices are adopted, some perceive that manufacturing platforms might diverge into separate lines of emphasis for high performance or low power requirements.

A key aspect of Table 20.1 is that it encapsulates the best reported results of all time. In some cases, these results may be several years old. For example, some of the measurements of highest performance for carbon nanotube transistors are from three or more years ago. In contrast, devices such as the negative gate capacitance transistor [6] were first proposed less than five years ago, with experimental demonstrations occurring even more recently. The ITRS emphasizes emerging devices for which recent results have been obtained that exhibit continued interest and focus from the research community, even if these recent results do not exceed or match the superlative demonstrations of prior years. Especially, this is the case if recent publications document the integration or manufacturing of circuits of increasing complexity based upon individual devices whose performance is captured in the ITRS ERD tables.

Some of the recent results motivating the inclusion of devices in Figure 20.1 and Table 20.1 are provided in the next section.

20.3 Recent Results for Selected Emerging Devices

In this section, recent progress is highlighted for selected devices from the ITRS roadmap for emerging logic devices. These highlights feature a representative list of technologies for which research articles over the 2011–2013 time period document substantial advances suggestive of the need for continued tracking by the ITRS.

20.3.1 Carbon Nanotube FETs

The use of carbon nanotubes (CNTs) within transistor circuits is motivated by the high performance characteristics (e.g., high mobility, high normalized drive current, minimal short-channel effects) and the small diameter of individual semiconducting CNTs [7]. The dense integration of single-CNT transistors into circuits is thought to be a promising near-term route to exceeding the performance of conventional CMOS, such that “carbon nanomaterials” were identified by the ITRS in 2008 as meriting focused emphasis for roadmapping and research investment [8].

The principal challenges to the use of carbon nanotubes (CNTs) for transistor circuits continue to be: (1) the difficulty in directed placement of individual CNTs on a substrate; (2) the inability to produce highly pure batches of CNTs with the desired electronic properties; and (3) the difficulty of addressing individual CNTs with source, drain, and gate contacts within a dense, interconnected circuit.
Although the third challenge remains unresolved, great progress has been made recently toward resolving the first two. For example, researchers at Stanford University have developed a process named “VLSI Metallic CNT Removal” (VMR) [9], in which aligned arrays of mixed-property CNTs are fabricated on a surface and then postprocessed to form functional logic gates using multiple CNTs per transistor. This postprocessing takes the form of two steps: (1) inducing electrical breakdown of the metallic CNTs in the arrays, leaving only semi-conducting CNTs (it has been reported [9] that 99.99% of metallic CNTs are removed through this process); and (2) selective etching of CNT regions to counteract the potential for misaligned CNTs to short out connections within the logic gates. This approach recently has been used to demonstrate a one-bit microprocessor fashioned entirely out of CNT FETs [10].

Similar approaches include work at the University of Illinois to burn out metallic CNTs without electrical breakdown, as well as a “sort and place” approach by IBM [11,12] that results in a reported 99.4% of the placed CNT being semiconducting.

### 20.3.2 Graphene Transistors

Graphene is of great interest as a semiconductor material [13] due principally to its ultrahigh carrier mobility, as well as its likely amenability to conventional semiconductor processing techniques. However, graphene is intrinsically a zero-bandgap material, making it difficult to

<table>
<thead>
<tr>
<th>Device</th>
<th>Conventional CMOS FET</th>
<th>Alternate channel materials or structures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CNT FET</td>
<td>Graphene nanoribbon FET</td>
</tr>
<tr>
<td></td>
<td>Ge FET</td>
<td>P channel</td>
</tr>
<tr>
<td>Cell size</td>
<td>Projected</td>
<td>100 nm</td>
</tr>
<tr>
<td>(spatial pitch)</td>
<td>Demonstrated</td>
<td>590 nm</td>
</tr>
<tr>
<td>Density</td>
<td>Projected</td>
<td>1.00E-10</td>
</tr>
<tr>
<td>(device/cm²)</td>
<td>Demonstrated</td>
<td>2.80E-08</td>
</tr>
<tr>
<td>Switch speed</td>
<td>Projected</td>
<td>12 THz</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>1.5 THz</td>
</tr>
<tr>
<td>Circuit speed</td>
<td>Projected</td>
<td>61 GHz</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>5.6 GHz</td>
</tr>
<tr>
<td>Switch energy (J)</td>
<td>Projected</td>
<td>3.00E-18</td>
</tr>
<tr>
<td></td>
<td>Demonstrated</td>
<td>1.00E-16</td>
</tr>
</tbody>
</table>

References supporting individual entries are provided with the original tables [ERD12(a) and ERD12(b) in the 2011 edition of the ITRS].
use as a digital switch [14]. Attempts to induce a bandgap in graphene have had only limited success. Furthermore, these attempts have tended to compromise the material’s carrier mobility. This is true for disparate approaches to bandgap engineering, such as using bilayers or employing size-dependent effects, as is done within graphene nanoribbons.

Recent progress in the development of graphene-based field-effect devices includes, on the theoretical side, the development of greater insight into both low-field and high-field carrier transport in graphene nanoribbons and bilayers. Simulation models exist for idealized graphene FETs [14], but comparison data is lacking for graphene FETs versus other types of competing FETs. A number of graphene heterostructure devices also have been proposed and evaluated from a theoretical standpoint [15,16].

In terms of device fabrication, moderate progress has been made. Seminal results in the fabrication of nanoribbons date to 2010 [17]. There has been steady progress in prototyping FET devices using such nanoribbons, although these FETs all have widths in excess of 10 nm and lengths in excess of 0.5 μm.

### 20.3.3 Nanowire Transistors (NWFETs)

These devices [18], in which the conventional planar MOSFET structure is replaced by a semiconducting nanowire, potentially enable both high performance and low power due to the
superior electrostatic gate control afforded by the device geometry. Along with such performance increases comes the potential for ultrahigh device density (nanowires have been demonstrated with diameters as small as 0.5 nm [19]) and the prospect of integrating diverse III-V and II-VI compound semiconductor devices along with Group IV elements.

Significant recent progress has focused on the integration of nanowire devices into circuits of substantial complexity. Extended, programmable arrays of individually addressed nonvolatile nanowires have been demonstrated [20] that implement full-adder, full-subtractor, multiplexer, demultiplexer, and clocked D-latch operations. Individual logic gates also have been demonstrated with speeds up to 250 GHz [21] and a ring oscillator with 108 MHz oscillating frequency has been fabricated [22]. Further progress is needed, however, in demonstrating still larger arrays of devices, with greater densities, and clocked at much higher rates.

20.3.4 Tunnel Field Effect Transistors

The key mechanism for the tunnel field effect transistor (TFET), explored since the 1980s, is band to band tunneling in a $p$-$i$-$n$ structure as modulated by gating the source and/or intrinsic layers [23]. The principal feature of such a device is that it might surpass the thermally limited subthreshold slope (STS) of conventional FETs, which is 60 mV/decade. The structure also permits a lower off-state (leakage) current than a MOSFET of comparable channel length. Both the improved STS and the lower off-state current suggest that the device might have beneficial applications for ultralow-power electronic systems.

Subthreshold slope values in the range of 20–50 mV/decade have been reported for all-silicon TFET devices [24]. However, these values are tied to the on-state current of the device, with higher “on” currents corresponding to higher STS. Furthermore, the highest of these currents is still insufficient for high-performance applications. To attempt to obtain high on-state current while maintaining advantageous STS and low off-state current, researchers presently are investigating heterostructure TFETs such as Ge-Si and InAs-Si [25,26]. In these cases, better on-state current is achieved relative to all-silicon TFETs, but the absolute current still is insufficient for desired applications.

In addition to materials research, another avenue for device engineering is in the gate overlap [27]. The specific mode of tunneling within the device (i.e., line tunneling vs. point tunneling) is dictated by the amount of gate-source overlap versus gate-channel overlap. For the best STS, line tunneling is desired, but this requires precise alignment of the gate with the source region and thus affects the scalability of the device.

Device simulation also presents a substantial challenge for TFET design. At present, no accurate compact models exist for TFET simulation. In particular, semiclassical models differ in their predictions from the slower full-quantum models by as much as an order of magnitude in drain current [28]. More accurate, fast models will be needed for iterative exploration of the device parameter space.

20.3.5 NEMS Devices

The central motivation for nanoelectromechanical system (NEMS) devices is the prospect for ultralow-power operation. This is due to two effects: (1) the possibility of effectively zero off-state (leakage) current through the device due to mechanical separation of the source and drain contacts and (2) the potential to reduce the supply voltage due to ultrasteep switching between the “off” and “on” states of the device. Three mechanisms have been proposed for using NEMS behavior for information processing: (1) using the spatial configuration of movable objects to
encode information [29,30]; (2) using resonant vibrational modes for the same [31,32]; or (3) using the device as a transducer [33,34]. The principal challenge to adoption of such devices remains their scalability. Small size has been demonstrated, for example, by using suspended nanowires, but the voltage scaling has not kept pace (some devices require 10–15 V supply, for example) [35].

20.3.6 Mott FET

The Mott FET employs a Mott insulator as the device channel and exploits the insulator–metal transition as a mechanism for switching [36]. The principal advantage of exploiting such an effect is the possibility of very fast (picosecond) transitions between “on” and “off” conductivity states in the channel [37]. The rapid switching in such a device is made possible because the insulator–metal state change is effected via a purely electronic transition within a strongly correlated electron system, as opposed to an amorphous to crystalline phase transition in the channel material.

Device scaling continues to be a great challenge for Mott FETs. In particular, a very high surface carrier density under the gate is necessary to generate the Mott effect [38]. This presents an issue as the channel is miniaturized because the total number of dopants is fairly high. Recent results [39,40] using ionic liquids demonstrated that it is possible to induce very high surface electric fields using gate voltages on the order of 1 V. Furthermore, these high fields enable collective state transition throughout the device bulk, as opposed to only surface modulation, thus reducing the carrier density requirement. If the ionic liquid can replaced with a suitable solid dielectric, this may present a route to realization for Mott transistors.

20.3.7 Spin FET and Spin MOSFET

These proposed devices rely upon the integration of ferromagnetic materials to induce spin polarization of the charges in the device channel, thereby permitting information processing and transport based on electron spin [41–43]. No complete device has yet been fabricated exhibiting spin FET operation. However, recent progress has been made in the design and implementation of half-metallic ferromagnetic tunnel contacts [44,45]. These recent results demonstrate the reliable injection of spin into the device channel at room temperature. Furthermore, the probing of spin within the channel is better understood. However, spin accumulation and spin lifetime within the channel, and thereby spin gating/manipulation by the proposed devices, remain less well understood.

20.3.8 Nanomagnetic Logic and All Spin Logic

Nanomagnetic Logic (NML) and All Spin Logic (ASL) represent integrated device and interconnect approaches to computing using state variables other than electronic charge. NML [46,47] is a relatively established emerging technology with history dating back several years based upon prior investigations of quantum cellular automata (QCA) [48]. NML implements nearest neighbor cellular–automata interactions using magnetic coupling. In contrast, ASL [49], a relatively recent proposal, builds upon NML by using spin coherent channels to convey information.

Significant recent progress includes the demonstration of fanout-of-three interconnects [50] as well as one-bit full adder circuits [51]. Synchronous circuit elements also have been demonstrated [52]. An especially notable development is that of directional magnetic
sensitivity: focused ion beam irradiation is used to make the nanomagnets anisotropic, such that the coupling from one nanomagnet to another can be unidirectional [53]. Both logic gates [53] and clocking elements [54] have been demonstrated. Finally, input/output conversion to the electrical domain has been proposed via the use of magnetic tunnel junctions [55].

All Spin Logic is proposed to expand upon NML by introducing interconnects that would permit logic devices to be separated spatially. A family of ASL architectures has been proposed [56], though no fabrication demonstrations have been carried out. Nonetheless, the promise of such devices and paired interconnects is that more complex computational architectures, such as neuromorphic networks, might be implemented in the magnetic/spin domain.

### 20.3.9 Spin Wave Devices

The principle of operation for spin wave devices is that voltage-encoded digital information is converted to analog spin waves, upon which analog information processing is performed and the output converted to voltage.

A recent example logic demonstration [57] consists of a three-input magnonic majority gate, wherein the computation is performed by analog phase cancellation of the inputs. The most recent work in this area focuses on the excitation and detection of spin waves within the device using multiferroic elements [58].

### 20.4 Perspective

The quantitative benchmark data collected in Table 20.1 and the recent results reported above in Section 20.3 suggest together that substantial progress has been made in demonstrating devices beyond conventional CMOS. Nonetheless, no clear “heir” to CMOS has emerged, and significant work remains to be done before any of the demonstrated or proposed devices are ready for mainstream manufacturing.

Thus, the Emerging Research Devices chapter of the ITRS continues to serve a critical role in forecasting and guiding the development of such device technologies. There are four principal ways in which the 2013 edition and future editions of the ITRS ERD Roadmap will focus efforts to identify the next logic switch beyond CMOS:

1. **Identifying new devices:** the roadmap continues to integrate and track devices as they are invented. Criteria for inclusion consist of either: (a) the publication in peer-reviewed journals of device designs or demonstrations by multiple independent groups, signifying scientific momentum behind a particular device concept; or (b) a sequence of publications by a single group over multiple years that demonstrates sustained progress in the realization and maturation of a device.

2. **Tracking additional metrics:** as the suite of devices under consideration in the roadmap matures, metrics may be tracked beyond the density, speed, and energy data delineated in Table 20.1. Examples being featured in the 2013 edition include subthreshold slope and circuit energy. The addition of circuit energy measurements to the circuit speed data tabulated in 2011 and earlier will assist in differentiating candidate devices according to their viability for either high-performance or low-power applications.

3. **Assessing quantitative performance of nonelectron devices:** devices that use information carriers or tokens other than electron charge are evaluated only qualitatively in present editions of the roadmap. This remains the case in the 2013 edition, but the advent of
systematic simulations of nonelectron devices [5] will permit future editions to compare such devices on a quantitative basis. Ultimately, the objective for ERD is to unify the assessment of all emerging devices under a uniform quantitative framework.

4. **Conducting system-level analyses:** with the maturation of experimental results demonstrating individual emerging devices, future editions of the roadmap increasingly will identify direct linkages between these devices, compatible emerging interconnects, and circuit/system architectures that might exploit these devices for beyond-CMOS architectural or computational functionality [59]. The 2013 edition initiates this linkage via the inclusion of “paired interconnects” that might operate natively with the emerging research devices already tracked in prior editions. Future editions likely will include more systematic study of the possible synergies between emerging logic devices and large-scale computational systems, to include Boolean logic as well as analog/mixed-signal circuits and nonBoolean information processing.

### 20.5 Summary

In this chapter, a review is provided of the assessment and benchmarking of emerging logic devices undertaken for the International Technology Roadmap for Semiconductors. This assessment quantifies the progress to date in developing devices that might eventually replace silicon CMOS as the technology underlying the electronics industry. The quantitative data suggest that suitable candidates exist for the “next switch” that will surpass CMOS transistors in ultimate performance. Furthermore, a bifurcation is observed in that some devices appear to hold promise for higher speed operation than CMOS, while others might provide a route to lower power consumption. Beyond this quantitative assessment, a qualitative evaluation of recent progress in selected devices has identified several promising opportunities for both circuit-level integration of emerging devices that are relatively mature, as well as integration of novel functions afforded by nonelectron-based information processing modalities. Thus, among the emerging device options reviewed here, or others soon to come under the purview of the ITRS, one likely will find the beyond-CMOS device that provides a basis for future decades of sustained performance improvements in information systems.
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Concepts for Emerging Architectures
21 Nanomagnet Logic: A Magnetic Implementation of Quantum-dot Cellular Automata
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21.1 Introduction

The system-level, information processing architectures to be discussed here are potential targets for devices that can be organized in the automata-like architecture proposed in [1] – which suggested using the position of electrons on quantum dots to represent binary state and process information.

Initially, experimentalists targeted metal-dot implementations of the Quantum-dot Cellular Automata (or QCA) device architecture (see device, wire, and gate schematic in Figure 21.1a, Figure 21.1b, and Figure 21.1c respectively), and individual devices [2], gates [3], latches [4], power gain [5], and fanout [6] were soon demonstrated. However, metal-dot QCA devices require cryogenic operating temperatures that severely limit the potential for deployed hardware – and hence application spaces. In an effort to raise operating temperatures, some research groups pursued/continue to pursue QCA devices that take the form of a synthesized chemical molecule [7]. (Scaling device size downward can increase the energy separation between states [8], and hence operating temperature.) Experimentally, a self-assembled monolayer of mixed-valence compounds appears to switch between states that could be mapped to logic 1s and 0s [9]. However, both practical devices, and a mechanism for the deterministic placement of $\sim 1 \times 1 \text{ nm}^2$ molecules with acceptable error rates, have yet to be developed. (No devices in the aforementioned switching experiment were deterministically placed.) Semiconductor-based devices have also been studied – and could potentially raise operating temperature [10] – but most still require subKelvin temperatures [11].

Alternatively, magnetic devices with nanometer feature sizes also are capable to move, process, and store information in a cellular automata-like architecture. Magnetic quantum-dot
cellular automata (MQCA) devices – referred to here as Nanomagnet Logic (NML) per the latest naming convention from the ITRS [12] – will retain state without power, are radiation-hard, and are projected to dissipate less than 40 kT per switching event for a gate operation [13]. Experimentally, Cowburn performed the first room temperature experiments with QCA-like devices by showing that a magnetic soliton could propagate through a line of circular supermalloy discs [14]. Building on this work, researchers at the University of Notre Dame (ND) began to consider oval magnetic islands, which represent binary states due to magnetic shape anisotropy, and to explore potential approaches for clocking ensembles of NML devices – particularly focusing on how device shape could affect device to device coupling such that magnets in a circuit ensemble would settle into a logically correct state in response to a magnetic (clock) field and new inputs [15]. Additional research has since targeted – and experimentally demonstrated – the five essential “tenets” [16] that a digital device (i.e., NML) must satisfy: support for a functionally complete logic set (i.e., via majority logic gates [13] and/or 2-input AND/OR gates [17,18]), concatenability [13], nonlinear response characteristics [19], gain/fanout [20,21], and unidirectional dataflow [22]).

Given this technological state of the art, it is our belief that a magnetic implementation of the QCA device architecture (i.e., NML) represents the most viable path forward at the device level. For this reason, both our own research and this narrative considers the QCA architecture from the perspective of NML (although many of the ideas discussed here could be applied to the electrostatic QCA device architecture too).

Looking at the rest of this chapter, in Section 21.2, we will review the technological state of the art for different implementations of the NML device architecture. In Section 21.3, we address system-level architectures for NML assuming that the devices are used to implement “traditional” Boolean logic gates (adder designs and systolic arrays are discussed); Section 21.4 considers more unconventional NML-based information processing architectures (i.e., threshold logic, nonBoolean architectures, and cellular automata). Finally, in Section 21.5, we present our view on future prospects for the QCA device architecture – from a systems architecture perspective – and identify what we believe to be important and relevant future research directions.

21.2 Technology Background

21.2.1 An “In-Plane” Device Architecture

NML processes information via coupling between neighboring, nano-scale magnets. Most work with NML has focused on devices that couple in-plane (denoted iNML, see schematic in
Figure 21.2  (a) iNML device schematic. (b) Scanning electron microscopy (SEM) of programmable majority gate. (c, i–iii) how an AF-line would be clocked

Figure 21.2a). (Recent work has also employed devices with out-of-plane, perpendicular magnetic anisotropy (PMA); this device architecture will be discussed in Section 21.2.2.).

Since 2010, experimental progress (driven in part by our research group at the University of Notre Dame, as well as other groups at UC-Berkeley [23], VCU [24], South Florida [25], Minnesota (UMN) [26], and so on who are now studying NML) suggests that it is possible to move beyond isolated line and gate structures (e.g., the majority gate as shown in Figure 21.2b [19]), and toward more functional, circuit-level structures. Notably, fanout structures [20,21], a 1-bit full adder [27], and so on have been experimentally demonstrated and successfully re-evaluated with new inputs. Both field-coupled [28] and spin transfer torque (STT) [26,29,30] electrical inputs have been realized. For electrical output, multiple NML-magnetic tunnel junction hybrids [31–33] have been proposed and simulated.

Externally supplied switching energy is needed to re-evaluate (or clock) a magnet ensemble with new inputs. To modulate the energy barriers of iNML device ensembles “on-chip,” [34] proposed using hard axis directed magnetic fields from current driven wires. Ensembles of magnets could be grouped in clocking zones. Figure 21.2c illustrates the effects of the clocking field. From the initial state in Figure 21.2c,i, magnets in clocking zones N and N + 1 are put into a metastable logic state (i.e., along the hard/short axis) against the preferred shape anisotropy (Figure 21.2c,ii). If a driving neighbor (i.e., in zone N – 1) provides a y-directed biasing field, the driven magnet’s magnetization rotates toward a preferred easy (long) axis. When the clock is removed, magnets should relax to a new, low energy ground state (Figure 21.2c,iii) in order. Clock energy could be amortized over hundreds of thousands of devices as a single clock line could control many parallel ensembles. Fringing fields from devices themselves also help with the transition to the 0/metastable state in Figure 21.2c,ii. As such, the magnitude of the required clock field (and current) need not be excessively high [34,35], and this approach to clocking could lead to performance “wins” at the application level [35–37]. Notably, proposals for line
clock structures [34] were experimentally realized and used to flip the state of single magnets [38], as well as to re-evaluate lines and gates [22]. Moreover, recent experimental results [37,39,40] suggest that materials-based solutions could allow for further reductions in clock wire current.

iNML devices should also be amenable to voltage-controlled clocking, and multiferroics [41] and magnetostriction [24], have also been proposed as potential iNML clocks. Multiferroic materials (e.g., BFO) could allow for electric field control of magnetism [41]. uses multiferroic materials to demonstrate the switching of an in-plane ferromagnetic component (i.e., a nanomagnetic island). Also, [24] considers how the magnetization state of a multiferroic nanomagnet can be rotated via the coupling between a magnetostrictive layer and a piezoelectric layer. This work suggests that only 10 s of millivolts are needed to induce a rotation of 90° into a metastable state, and that stress-based clocking would lead to clock energy dissipation of just ~200 kT per device.

If voltage-controlled clocking becomes feasible, it would almost certainly be the preferred approach for iNML clocking. When looking toward circuits and systems, potential advantages include reductions in clock energy [24], and more fine-grained control of an NML ensemble (useful architecturally as discussed in [42], and Section 21.3.1.4 of this document). That said, many of the architectural ideas discussed here are by in large amenable to current or voltage-controlled clocks – particularly as both clocking approaches place devices in metastable states for re-evaluation (a potential source of error that will be considered in Section 21.5).

21.2.2 An “Out-of-Plane” Device Architecture

A pNML device schematic is shown in Figure 21.3a. Thin PMA nanomagnets switch through nucleation and domain wall propagation [43,44]. Irradiation or ion milling could be used to define a “soft spot,” where a domain wall may nucleate. The nucleated wall subsequently propagates through the dot, fully reversing it. The coercivity of the magnet is determined by the coercivity of its highest-irradiated region. This reversal behavior is markedly different from in-plane permalloy nanomagnets, which remain nearly single-domain during switching and rotate coherently (through a 0/metastable state as described above).

Both computational [45] and experimental [46] results suggest that appropriately irradiated pNML structures can be controlled by a uniform, homogeneous, oscillating, global clock field. Consider the antiferromagnetically (AF) ordered line schematic in Figure 21.3b. Here, we (i) refer to the period of the sinusoidal, out-of-plane field as $T_{\text{pulse}}$ with peak amplitude of $H_{\text{pulse}}$, and (ii) assume that dots are FIB irradiated on their left edges, so information will flow from left
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to right. After the first application of $H_{\text{pulse}}$ (in the $+z$ direction), the dot immediately adjacent to the flipped input will change state after 0.5 $T_{\text{pulse}}$. Switching occurs as $H_{\text{pulse}}$ is of sufficient magnitude to eliminate parallel alignment in the dot pair at the input, but not of sufficiently high magnitude to alter the state of other dots in the line. (Again, irradiation location determines which dot will switch.) With successive applications of the time varying field, multiple bits of information can move through an AF-line segment simultaneously, and an inherent pipeline is created. Notably, majority gates [47], AF-lines [46], and full adders [48] comprised of multi-layered pNML devices have all been experimentally demonstrated.

When considering experimental realizations of “on-chip” clocks, large arrays of pNML devices could be controlled with on-chip inductor structures [49] that could be coupled with a capacitance in an LC oscillator – which opens the door to adiabatic energy recycling. pNML devices are also amenable to voltage-controlled clocking. Recent experiments suggest that it should be possible to change the easy axis of patterned CoFeB layers with PMA from out-of-plane to in-plane with modest voltages [50]. As such, a pNML device would transition through a metastable state with this clocking approach.

### 21.3 NML Circuit Design Based on Conventional, Boolean Logic Gates

#### 21.3.1 Boolean Logic

Here, we consider the prospects for the NML device architecture when using NML devices to realize random, combinational logic blocks – for example, that might be used in a general-purpose microprocessor. We begin by discussing the pros and cons of the iNML and pNML device architectures (Sections 21.3.1.1–21.3.1.4), and conclude with an effort to quantitatively benchmark NML logic against CMOS equivalents. In Section 21.3.1, we will use an adder as a running case study.

#### 21.3.1.1 Less Complex Signal Routing

When considering the layout of an iNML circuit, assuming a Cartesian grid, data will propagate through AF-ordered interconnect when moving in the $\pm x$ direction, and ferromagnetically (F)-ordered interconnect when moving in the $\pm y$ direction. As such, the $x$ dimension (i.e., the width) of every device must essentially be fixed in order to allow for transitions between AF-ordered and F-ordered lines. Theoretically, this construct could be relaxed. As per Figure 21.4a, a line comprised of five devices that are each 60 nm wide, with 10 nm spacing between devices will have the same length as a line of seven devices that are 40 nm wide with 10 nm between devices. However, varying the size/aspect ratio of devices is difficult as: (i) clock field requirements can change significantly [51], (ii) very precise lithography would be required, (iii) variations to width are also limited in that we need to ensure devices remain single domain, and (iv) fringing fields from a smaller device may be insufficient to “drive” a larger device.

Assuming iNML devices of constant size, transitions between F-ordered and AF-ordered interconnect can prove to be problematic when considering concatenated gate structures. As an example, consider a majority gate-based, one-bit full adder (see schematic in Figure 21.4b). Note that in this design, the carry input signal is fed to gates M1 and M3, while the complement of the carry signal is fed to gate M2. Also, the complement of M1 is required as an input to M3.
Given the combination of AF- and F-ordered interconnect, obtaining the proper signal value at the desired gate input is difficult to achieve.

As a representative example, consider an iNML-based schematic of the 1-bit adder shown in Figure 21.4c. To better illustrate potential routing issues, we have made explicit copies of the A, B, and C inputs at each gate. If a single copy of the C input were to fan out to gates M1, M2, and M3, M1 and M2 would receive the wrong value. Using M2 as an example, the C input to gate M2 should have a negative $y$ component of magnetization, but instead would have a positive $y$ component of magnetization via F-ordered interconnect. While carry signal routing might be addressed by eliminating one magnet from the middle C input, the input to M3 would then be affected. One solution to this problem could be to create a staggered transition between AF- and F-ordered interconnect (see Figure 21.4c inset), and physical-level simulations suggest that such a structure may function properly, but this idea is unproven experimentally.

That said, this problem is much easier to address with pNML given that: (i) both $x$- and $y$-directed interconnect are AF-ordered, and (ii) that it is possible to vary the size of a given device. A potential pNML-based schematic of an adder appears in Figure 21.4d. By changing the size of the device that serves as the M1 and M2 input to M3, desired signal values can easily be routed to a given gate. While larger device sizes could impact the required length of $T_{\text{pulse}}$, ensembles with mixed dot sizes have been experimentally demonstrated [52], and thus no new constructs are required. Notably, magnets could be on the order of one micron long [53].

### 21.3.1.2 Data Races

Upon closer examination of Figure 21.4d, one might wonder whether or not “data races” could occur. Consider the input paths to M3. There is essentially just one (albeit larger) device between the output of gate M1 and the decision device in M3, there are two devices between the carry input and the decision magnet of M3, and there are two devices between the output of M2 and M3’s decision magnet. (This does not even account for critical path differences given the
initial evaluations of M1 and M2.) Thus, at issue is whether or not different signal arrival times will impact logical correctness.

For iNML, this is a potential concern. The success or failure of a gate is largely a function of clocking – for example, whether or not devices switch in a soliton-like fashion or devices switch in the presence of an applied clock field. With soliton-based switching, all devices in a circuit ensemble are placed into a 0°, metastable (MS) state – for example, by a clocking field. The external field is removed, and each device in the ensemble is expected to remain in a hard-axis-biased state until set by an appropriate neighbor. (While this is an unstable state of the system, dipole fields from neighboring magnets do help to preserve it [23].) All inputs to the ensemble are set, and easy axis directed fringing fields from said inputs cause neighboring devices to switch. Fringing fields from these devices then set the state of the next neighbor, and so on.

In [23], the authors noted that thermal noise could induce premature, random, and unwanted switching. To combat this problem [23], suggested fabricating magnetic islands with a magneto-crystalline biaxial anisotropy – that is, such that \( U(\theta) = K_0 \cos^2(\theta) + \frac{1}{4}K_1 \sin^2(2\theta) \), where \( K_1 \) is the biaxial anisotropy constant. The biaxial anisotropy term introduces a local minimum in the energy landscape of an individual magnetic island at 0° – which should further promote the hard axis stability of the ensemble. Given the effects of thermal noise at \( T = 300 \) K [23], reports that a line of hard-axis biased devices with a biaxial term remained in a 0°/MS state until a device was set by an appropriate neighbor, when a device without the biaxial term did not.

In [54], Spedalieri et al. extended the work of [23] and considered the switching behavior of a suite of majority gates with biaxial anisotropy. The clocking scheme assumed in [54] was similar to the approach used in [23] (and explained above). Notably, assuming gates comprised of \( 30 \times 15 \times 6 \) nm magnets, the gate error rate can exceed 15%. The most common errors observed were: (i) premature switching in randomized islands due to thermal noise and (ii) gates where devices essentially remained hard-axis biased (due to a biaxial constant/biaxial anisotropy that was too large).

It was also shown that sufficiently strong coupling fields in the case of pNML [68] or sufficiently small clocking zones in the case of iNML [69] reduce error rates to an acceptable level, where circuit-level solutions can be used for eliminating errors.

Alternatively, magnets can also be driven to a new, logically correct state before a clocking field is removed. [55] reports gate simulations where inputs do not arrive at a decision magnet simultaneously, but the gate still functions correctly. The clock field is applied until all signals arrive at the compute magnet, and it has time to respond. (The clock field prevents a decision magnet from relaxing prematurely.) While this approach to switching may prevent race conditions, it will also: (i) result in an increase in clock energy and (ii) make successive devices in a group weaker drivers, eventually limiting the width of a clock line.

As with signal routing, managing potential data races can be much easier with FIB-irradiated pNML. To illustrate, consider the majority gate (with some initial state) shown in Figure 21.5. As before, we will assume an out-of-plane, sinusoidal field as shown in Figure 21.3b. Now, assume that the top and middle inputs to this gate change state (see Figure 21.5b). The time evolution of the gate is shown in Figure 21.5c–j. Even though the output of the gate changes state after the new, middle input arrives (Figure 21.5f), it changes back to the logically correct state after the new, top input arrives (Figure 21.5i). As the middle input is unchanged, no metastabilities in the second input arm appear, and the compute device is allowed to react to all inputs.

Finally, consider an NML ensemble where multiple levels of logic are connected together. Using the above gate as an example, if we define \( T_{\text{clock}} \) to be \( NT_{\text{pulse}} \) (Figure 21.5j), where \( N \) is defined by the longest critical path through a bit slice, we can synchronize the application of
new inputs in successive bit slices to ensure that a well-timed circuit (and logically correct output) is achieved.

### 21.3.1.3 Pipeline Depth

For iNML, a multi-phase clock is required to define dataflow directionality through a magnet ensemble (Figure 21.2c). However, controlling an iNML ensemble with multiple clock lines – for example, an extended AF-line segment like that shown in Figure 21.6a – results in an inherent pipeline, which will improve circuit throughput. More specifically, every time data propagates completely through a clock group, a new input can begin to traverse the same group. Essentially, a new value can be written into or read out of our AF-line/shift register every time the last wire cycles through all \(\phi\) phases (where \(\phi\) would equal three for a three-phase clock). The magnets overlaid on top of \(N\) wires (where \(N\) is the number of clock phases) represent a bit of information (see Figure 21.6a).

Assuming a line clock, the number of magnets per pipe stage will ultimately be limited by the width of a given line (see Figure 21.6b). Practically, this cannot be arbitrarily small as narrow clock wires will: (i) have a much higher resistance which will adversely affect clock energy and (ii) making very narrow, clad lines (i.e., less than 100 nm wide) with good field confinement will obviously become prohibitive. This is not to say that a bit of information could not traverse multiple gates within a given group, but only one bit could be stored per AF-ordered line that traverses a given group (Figure 21.6a).

We reiterate that other approaches for clocking iNML are also being studied. As noted earlier, potential advantages to electric field-based clocking include additional energy reductions, and more fine-grained control of an ensemble – which could lead to deeper pipelines. (It should be noted that a potential disadvantage of the aforementioned clocks is that every device may need to be contacted individually, which would increase fabrication complexity.) That said, in a pNML ensemble, pipe depth could be completely independent of clock feature size, and devices do not need to be contacted individually (i.e., assuming domain wall switching modes). Regarding fabrication and throughput, this would obviously be advantageous.
21.3.1.4 Achieving Bi-directional Dataflow

Information processing hardware for countless applications requires feedback – which implicitly suggests that bi-directional dataflow is required. Assuming a line clock, with iNML, three clock wires (as shown in Figure 21.6b) cannot facilitate dataflow in multiple directions (e.g., in parallel, AF-ordered lines). Assuming we want data to flow from left to right in line (i) and from right to left in line (ii), the two AF-ordered lines would require different excitation patterns. For example, for line (i), wires A, B, and C should be OFF, ON, and ON respectively, while for line (ii), wires A, B, and C should be ON, ON, and OFF respectively. Thus, for a line clock, bi-directional dataflow must be accomplished at the granularity of the clock structures themselves. However, for pNML, directionality can be achieved simply by changing the position of FIB irradiation. Similarly, with voltage-controlled clocking, bidirectional dataflow could be achieved in a fine-grained manner for both iNML and pNML.

21.3.1.5 Benchmarking

Here, we briefly discuss energy and performance metrics for iNML and pNML adder designs. We begin by considering recent results from the NRI’s architectural-level benchmarking efforts led by Nikonov and Young – where multiple devices were evaluated assuming a common set of fabrication parameters and circuit-level benchmarks (see [56] for more detail). Note that as only the iNML device architecture was rigorously vetted through the NRI, only results that project the energy, delay, and throughput of iNML current and voltage-controlled 32-bit adders are discussed below. (The adder design used in [56] is based on the design in Figure 21.4c.) That said, we do conclude this subsection by briefly comparing and contrasting the iNML and pNML adder designs in Figure 21.4c and d.

We particularly wish to highlight the impact of inherent pipelining on an iNML-based adder’s performance/energy/throughput. Notably, the NRI’s benchmarking analysis “[does]
not incorporate any pipelining in [these] calculations, even though some logic technologies are not constrained by power dissipation may produce higher computational throughput by pipelining.” As per the discussion above, NML circuits could (and should) be inherently pipelined with no overhead. Thus, as per Figure 21.7a, computations in an adder could overlap. If we conservatively assume that 10 adds are active simultaneously, as per Figure 21.7b and c, (generated via the code associated with [56]) the energy–delay products of iNML adders improve and become competitive with low power CMOS. Furthermore, standby power effects, intangibles regarding operating environments, and so on could represent added benefits. Moreover, as per Figure 21.7d, the throughput per unit area of an iNML adder (quantified as peta-integer operations per second, per square centimeter) moves into the most desirable area of the plot.

Finally, the pNML device architecture could offer additional advantages. When comparing the adder design schematics in Figure 21.4c (iNML) and Figure 21.4d (pNML) the number of
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**Figure 21.7** (a) Inherent pipelining in ripple carry adder. (b) NRI projections for 32-bit adder assuming current-controlled switching of spin-based devices – the impact of inherent pipelining on performance/energy of the iNML device architecture is noted. (c) NRI projections for 32-bit adder assuming (magnetostictive) voltage controlled switching of spin-based devices – the impact of inherent pipelining on performance/energy of the iNML device architecture is noted. (d) NRI projections for throughput assuming magnetostictive, voltage-controlled switching of spin-based devices – the impact of inherent pipelining on performance/energy of the iNML device architecture is noted. (PIOPS/cm² refers to the number of peta-integer operations per cm²)
devices in the critical path in the pNML design is 6 less than the iNML design (8 vs. 14). Furthermore, even if iNML devices with $20 \times 30 \text{ nm}$ footprints were employed, the area of the one-bit design would be essentially the same as a pNML design comprised of devices with $50 \times 50 \text{ nm}$ footprints and $50 \times 100 \text{ nm}$ footprints (i.e., $0.133 \mu\text{m}^2$ for iNML vs. $0.136 \mu\text{m}^2$ for pNML). (Differences can largely be attributed to ease in signal routing.)

21.3.2 Systolic Arrays

Here, we consider alternative, system-level architectures (e.g., nonVon Neumann architectures) that might employ NML devices to perform Boolean logic functions. Of particular interest are architectural approaches that can exploit deeply pipelined logic, and avoid large-scale interconnect.

21.3.2.1 Architecture Overview

We anticipate that NML-based hardware will be used to implement systolic architectures [57] that would in turn process information in the aforementioned application spaces. The nearest neighbor interactions and inherently pipelined logic associated with NML map extremely well to systolic architectures developed in the late 1970s and early 1980s [57]. In a systolic architecture, data flows from a computer’s memory, through many (and often identical) processing elements, before returning to memory. Additional processing is done on some subset of data by each processing element. As such, this can significantly reduce the need for global signal broadcasts. This should allow us to minimize NML’s drawbacks (nearest neighbor dataflow and higher latency devices when compared to CMOS) and exploit its more desirable features (inherently pipelined logic with no overhead).

As one example, consider the convolution problem where, given a sequence of weights $w_1, w_2, \ldots, w_k$ and the input sequence $x_1, x_2, \ldots, x_k$, the resulting sequence $y_i = w_1 x_i + w_2 x_{i+1} + \ldots + w_k x_{i+k-1}$ is calculated. Also, if the multiplication and addition operations in the convolution expression above are transformed to Boolean XOR and AND operations, the convolution operation would be transformed to a pattern matching operation. In either instance, streams of data would flow from left to right while a cumulative output would flow from right to left. (And as noted in Section 21.3.1.4, this can be achieved for iNML via voltage-controlled clocking and for pNML with either a global clock or a voltage-controlled clock.)

Moreover, future information processing workloads will be required to perform information processing tasks that have natural systolic solutions. Systolic solutions exist for many problems including filtering, polynomial evaluation, discrete Fourier transforms, matrix arithmetic and other nonnumeric applications involving graphing algorithms and data structures. Below, we will present a more thorough case study of pattern matching (PM) hardware – which is needed at the application-level for data mining, genomics, intrusion detection, and so on.

21.3.2.2 Toward NML Implementations of Systolic Architectures

The fundamental processing element (PE) in a systolic PM circuit appears in Figure 21.8a. Individual bits of a data stream serve as one input to an XNOR gate. The other input to the XNOR is a bit ($b_i$) of a pattern of interest. (This bit of information could be stored directly at the gate in a nonvolatile, NML device. We are investigating the use of spin transfer torque (STT) to program the $b_i$ bits.) If the bits match, the output of the XNOR gate is a logic 1; otherwise a logic 0 results. This output then becomes one input to the AND gate – the output of which captures
Figure 21.8  (a) Logic gates in a systolic PM PE. (b) How PE functions assuming match/no match in incoming input stream. (c) Concatenated PEs to examine a four-bit pattern; while $x$ inputs must be staggered by one PE to ensure global history bits and new $x$ inputs arrive at next PE simultaneously, input streams (e.g., $P_{0 \to n}$, $X_{0 \to n}$) can be interleaved to achieve full hardware usage. (d) Schematic of potential iNML-based systolic array that: (i) assumes voltage-controlled clocking (shading color denotes common clock phases) and (ii) the existence of a two-input XOR gate for simplicity (see [17] for possible realizations of this gate). (e) Concatenated pNML PEs – to reconcile pNML timing requirements, need to stagger $x$ inputs by $4T_{\text{pulse}}$ if no interleaving.
the global history of multiple, concatenated PEs. If at any point the output of an XNOR gate is a 0, the accumulated global history is set to 0, which suggests that there is no match in input stream bits $x_m \ldots x_{m+n}$ (see Figure 21.8b).

More specifically, when a computation commences, bits from the input data stream ($x_0 \ldots x_n$) flow through the sequence of PEs (i.e., from left to right, as per Figure 21.8). When the first input bit ($x_0$) arrives at the rightmost PE (PE0 in Figure 21.8c), initialization is complete, and streaming data analysis can begin. Thus, bit $x_0$ would be compared to bit $w_0$ via an XNOR operation, and the output of this gate would then be ANDed with the input signal $y_{in}$—initialized to logic “1.” This “global history” is then shifted to an adjacent (left) PE (e.g., PE1 in Figure 21.8c) such that we can consider the next bit of the input stream. When the shifted global history reaches the leftmost PE (PE3 in Figure 21.8c), a match is detected if the initial logic “1” has been preserved.

That said, some architectural-level timing constraints must also be satisfied. For instance, bits of the input stream must be “spaced” two PEs apart to ensure that global history bits and streaming input data meet at the proper time. (Note the position of $x_1$ in Figure 21.8c). This will degrade circuit throughput. However, two different input streams could be interleaved within the systolic array—assuming that one would want to search for the same pattern in each. Interleaved dataflow (e.g., $p_1, x_1, p_0, x_0$ as noted in Figure 21.8c) would allow for full hardware usage and the highest possible throughput.

### 21.3.2.3 An iNML Implementation

A schematic representation of an iNML realization of the PEs depicted in Figure 21.8a/ Figure 21.8c appears in Figure 21.8d. Here, voltage clocking is assumed (as per Figure 21.6b, fine-grained bi-directional dataflow cannot be easily achieved with a line clock). The color of the underlying shading denotes clock phase, and arrows/labels denote how interleaved data streams would flow through the systolic array. (Note that for simplicity, this schematic assumes the existence of a two-input XNOR gate—which could be possible per [17]). By eliminating extraneous interconnect magnets (see labeled devices in Figure 21.8d) the critical path through a given PE could be reduced.

### 21.3.2.4 A pNML Implementation

A pNML-based design for the PM systolic array appears in Figure 21.8e. To perform the required AND function, a majority voting gate is essentially transformed to an AND gate by hard-coding one input to logic “0.” Similarly, the XNOR gate is realized by performing the operation $A^{\prime}B + AB$. Again, majority gates are transformed to AND and OR gates by hard-coding inputs to logic “0”’s and logic “1”’s respectively. As reported in [49,58], the functionality of this design has been verified by micromagnetic simulation. By taking advantage of the ability to selectively size pNML devices, it is possible to balance the critical paths through PE1 and PE0. This allows us to reconcile the architectural-level timing requirements of the bidirectional systolic array with those of the pNML clock—for example, to
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1 The NIST-based OOMMF tool was used; FIB anisotropy variations were modeled as in [45].
2 In our simulations, for the design in Figure 21.8e, square-shaped devices were assumed to have $100 \times 100$ nm footprints, while elongated dots have $210 \times 100$ nm footprints. The distance between dots was set to be 10 nm. (To simplify this figure, overlaid arrows suggest how information should propagate through the circuit, and partially irradiated regions are not shown.)
ensure that the output of PE0 is coordinated with the evaluation of the XNOR gate in PE1. Thus, the output of the XNOR in PE1, and the output (from the AND gate) in PE0 should arrive at the AND gate in PE1 simultaneously. This allows the input data stream to move through the systolic array uninterrupted to avoid stalls and maximize throughput. As highlighted in Figure 21.8e, the interval between inputs is regular and equal to $4T_{\text{pulse}}$. This suggests that after the pipeline/systolic array is filled (i.e., the first bit of the input stream reaches PE0), a new response/match check will exit the systolic array every $4T_{\text{pulse}}$ time units (if data is not interleaved), and every $2T_{\text{pulse}}$ time units (if data is interleaved). Simulations of this particular design suggest that the circuit functioned properly when subjected to an out-of-plane field where $H_{\text{pulse}}$ was approximately $\pm 70$ mT, and $T_{\text{pulse}}$ was 15 ns.

21.3.2.5 Benchmarking

While a detailed discussion is beyond the scope of this document we do note that projected area–energy–delay projects could be 50–130× better than CMOS functional equivalents (even when inherent pipelining is introduced into CMOS designs) [59]. Similarly, the energy associated with pNML-based designs could be one or two orders of magnitude better than CMOS functional equivalents at iso-performance [49,60].

21.4 Alternative Circuit Design Techniques and Architectures

Here, we consider more “unconventional” approaches for processing information with the NML device architecture. Specifically, approaches for, and the impact of using NML to realize threshold logic gates (Section 21.4.1), nonBoolean information processing hardware (Section 21.4.2), and cellular automata (Section 21.4.3) are all discussed. Again, comparisons to CMOS equivalents are made whenever appropriate/possible.

21.4.1 Threshold Logic

We believe that devices with PMA (i.e., pNML) could be especially well-suited for realizing threshold logic circuits. As an example, we consider how an adder comprised of multiple layers of pNML-based devices might fare given the context of the most recent NRI benchmarking effort.

The design (Figure 21.9) is based on the two majority gate threshold adder from [61]. The carry output ($C_{\text{out}}$) can be determined simply by performing the majority voting function $M(A, B, C_{\text{in}})$ that is native to NML [13]. The sum output can then be realized by a five-input majority voter: $M(A, B, C_{\text{in}}, C_{\text{out}}, C'_{\text{out}})$. With the in-plane device architecture, the single domain limit necessitates that device footprint be relatively small which limits fan-in. pNML devices can not only be larger (increasing fan-in), but can also couple in multiple dimensions. Note that in Figure 21.9, the AF-coupling between the $A$, $B$, and $C$ inputs and the $C_{\text{out}}$ target would result in the generation of $C'_{\text{out}}$. Additionally, by placing the Sum target above $A$, $B$, $C_{\text{in}}$, and $C'_{\text{out}}$, the correct signal values will be fed to Sum.3 (The Sum target is sized such that the fringing field magnitude from $C_{\text{out}}$ is two times that of $A$, $B$, or $C_{\text{in}}$.) As such, a full adder can be realized with just five devices. If we assume that $F = 15$ nm (as is done in the most recent NRI benchmarking), with this approach, a 32-bit adder could be $\sim 45\times$ smaller than an iNML-based design and $\sim 145\times$ smaller than a CMOS design.
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3 As the sum signal need not propagate, the sum magnet could be thinner to reduce interference with $C_{\text{out}}$. 
Moreover, as the carry out signal and sum signals could be calculated simultaneously (see Figure 21.10b—generated via the code associated with [56]), a single, 32-bit add could be completed in the time required for 33 magnet switching events (a 900% reduction compare to iNML). as per Figure 21.10a, this could make the power-constrained throughput of

Figure 21.9  Schematic of integrated adder cell using pNML. (Assuming “0” maps to ↓, and “1” maps to ↑, the magnetization state for input combination $A = 1, B = 0, C_{in} = 1$ is shown.) Note that the $C_{out}$ magnet (with a complemented value) could move a signal up in the vertical direction to another level, or within the same plane.

Figure 21.10  (a) Multi-layer pNML circuits offer the promise of high computational throughput (in the context of existing NRI benchmarking work). Note that power projections are based on existing NRI data for magnetostrictive switching. PIOPS/cm² refers to the number of peta-integer operations per cm². (b) Schematic showing concatenated bits. In a pipelined circuit, a new result could be completed every two clock cycles after the pipeline is filled.
pNML-based hardware highly competitive with respect to other NRI technologies (without even considering any additional benefits from inherent pipelining associated with NML).

21.4.2 NonBoolean Computing

We also believe that NML devices could be used to create nonBoolean information processing systems. As an example, we summarize work presented in [60] that considers an arrangement of pNML devices that could be used for image edge detection.\(^4\)

To begin, consider the arrangements of pNML devices shown in Figure 21.11a. Red boxes represent devices that are magnetized up \((+M_z)\). Later, blue boxes will represent devices that are magnetized down \((-M_z)\). Thus, to make an analogy to a black and white image, one could equate a \(-M_z\) magnetization state of an input device to a white pixel, and a \(+M_z\) magnetization state to a black pixel.) Input devices could presumably be set via STT [62], and are indicated by green boxes. While pNML devices are assumed, we assume that no dots are FIB irradiated. Therefore, in Figure 21.11a, we might assume that all pNML devices (in both the “interconnect” as well as the inputs) were initially magnetized such that their \(z\)-component of magnetization was positive (i.e., by an external field, voltage-based clock, and/or STT.). Additionally, this suggests that a \(3 \times 3\) black square is encoded by this magnet arrangement.

\(^4\) Here a design abstraction that captures how pNML devices switch when subjected to a clocking field is used for this discussion. More recently, micromagnetic simulations (at 0 K) also confirm the desired behavior.
Now, assume that we subject this system to an out-of-plane field that is directionally opposite to the magnetization state of “interconnect” magnets (per Figure 21.11a, a negative $H_z$ field would be applied), and that gradually increases in magnitude. One would expect pNML devices that have more neighbors with a $+z$ component of magnetization to switch first as fringing fields from neighboring devices – also directed in the $-z$ direction – influence switching as well. (As an example, looking at Figure 21.11b, the middle device should switch first as it influenced by both the applied external field as well as neighboring fringing fields.)

In initial studies, we assumed that a given magnet is influenced by devices that are two “squares” away – that is, devices that are closer to a given device will have more influence over it than those that are farther away. (Practically speaking, the pNML design space is large, and the influence of particular device could be “tuned” by changing dot size, material, spacing between dots, irradiating dots, or combinations thereof.) We also assume that the state of the input dots does not change during the switching process – which could be achieved by varying device size, limited FIB irradiation, or combinations thereof. Thus, given different assumptions regarding neighbor to neighbor influence, we calculated how susceptible a given device is to switching when subjected to an out-of-plane field.

If we assume: (i) that the influence of a given magnet falls off as $1/r^2$, (ii) the arrangement of magnets (with the initial state) shown in Figure 21.11a, and (iii) that this magnet ensemble is subjected to a field that is directed in the opposite direction to the initial magnetization state of the devices, the final state of the system is predicted to be similar to that shown in Figure 21.11c.\(^5\)

Note that the number of cells that surround the center input device that were initially magnetized down (opposite to the direction of the applied field) is lower than the number of cells that surround devices that are now magnetized up. However, the number of devices that surround the input devices on the “edge” of the $3 \times 3$ black square is lower (i.e., for the center pixel, 6 of the 8 surrounding devices have changed state, while for the edge pixels, only 4 or 5 of the surrounding devices have changed state). If one could measure the resistance of the input and its surrounding cells, one could detect the edges in a black and white image with: (i) a short field pulse per the discussion above and (ii) resistance measurements.\(^6\) Therefore, even though NML devices have longer switching latencies than a CMOS transistor, an edge detection operation could be accomplished with just a single field pulse and simultaneous reads. The devices in the system “evolve” in parallel.

Notably, micromagnetic simulations suggest that the magnet ensemble described above will evolve almost as predicted (see Figure 21.11d). (Minor differences between Figure 21.11c and Figure 21.11d most likely result from the direction of the nominal $x$- and $y$-directed biasing fields that initiate a torque on a given pNML device.) That said, micromagnetic simulations were performed at 0 K, and multiple devices can switch simultaneously as appropriate (e.g., due to the influence of equally weighted neighbors in this environment.) However, we will ultimately need to consider how thermal noise \(^{[12]}\) impacts ordered switching. For example, if one cell switches first, it may impact another cell that should switch at the same time, which could impact final system state.

---

\(^5\) Once a device has changed state such that its $z$ component of magnetization is parallel to that of the applied clock field, it should not switch back.

\(^6\) Again, considering thermal noise, the outcome of an edge detection operation would not be impacted by switching order provided that a majority/minority of cells around black and white pixels could be obtained.
21.4.3 Cellular Automata

Cellular Automata (CA) is a classic and early example of computationally universal non-Boolean computing and ancestor of many modern cellular architectures (such as CNNs). It displays two highly desirable architectural properties of a realizable nano-scale computing system: high-level of parallelism, and nearest neighbor interconnections [63].

In the first step of a CA computation, each computing units (cells) of a CA have to initialized to a certain (possibly digital) value – the initialization pattern can be looked as an input image. Once initialized, the cell’s state evolves in discrete time according to a logical rule and the result of the computation is read out after a number of computing steps elapsed. This computing scheme clearly lends itself to a natural realization in pNML architectures.

As a case study for a two-dimensional pNML-based cellular automata, we implemented an image filtering algorithm as described in [64]. Noise of a black and white image can be reduced by: (i) assigning a cell for each pixel of the image, (ii) in every CA iteration, each cell assumes the pixel value of the majority of its neighbors and itself, and (iii) the iteration is repeated for several (5–15) steps until the noise disappears but the image still retains most of its useful information. In these scheme each cell requires an external input/output (for initialization and read-out) and interconnections to the neighboring cells (to determine their majority). The results of the filtering similar to the ones obtainable by a standard Gaussian filter.

A pNML implementation we designed is shown in Figure 21.12. The design does not require any wire crossings and it is entirely tileable, that is, an arbitrary number of cells can be placed and the output (input) of each cell can directly contact the input (output) of its neighbors. Details of the design and simulation results are given in [65].

In order to arrive to this simple design, we slightly changed the used CA rule of [64] and a slightly different rule is applied to even and odd-numbered rows. For even-numbered rows the updated value of the state variable of cell \( i, j \) is:

\[
\text{Next}_t(i, j) = \text{maj}[I(i, j) + 2I(i + 1, j) + I(i, j - 1) + I(i - 1, j)]
\]

and for rows with odd indices:

![Figure 21.12](image)

(a) Six cells of a noise-filtering CA, realized from pNML dots. The lighter side of the dots denotes their irradiated side. Note that even-index and odd-index lines obey slightly different rules and they are shifted with respect to each other, so the design is tileable. (b) Image processing results using the modified CA rule: the original image and the processed image is shown after four, eight and 12 iterations, respectively.
where \( i, j \) are the column and row indices of the cell.

These cell rules ignore one neighbor (out of the four) and take into account another one with a double weight. We found that although it is a different CA rule from the one described in [64], it performs the filtering operation equally well: as it is shown in the images of Figure 21.12b. The noisy original image clears up after four, eight, and 12 iterations. The overhead of inputting and reading out the image amortized over these number of iteration steps.

Signal race conditions may cause undesired operation of this CA (or any other CA operation): depending on the data being processed some cells may pass data to neighboring cells “too early” and the computing units of the CA fall out of synchrony. To prevent this, the designs needs “transfer dots,” that enable the flow of magnetic information only after each eighth clocking cycles, where all cell outputs are ready. These transfer dots are labeled as “in” in Figure 21.12a.

21.5 Retrospective, Future Challenges, and Future Research Directions

Here, we briefly review what we believe are important issues and paths to pursue in order for NML/QCA-like devices to become a viable information processing technology.

21.5.1 Retrospective: Experimental Progress to Date

When compared to other emerging information processing technologies, we believe that there has been significant progress with both iNML and pNML on the experimental front. For iNML, fanout structures [21], a one-bit full adder [27], and so on have been experimentally demonstrated and successfully re-evaluated with new inputs. Both field-coupled [28,66] and spin transfer torque (STT) [26,29,30] electrical inputs have been realized. For electrical output, multiple iNML-magnetic tunnel junction hybrids [33] have been proposed and simulated.

Field-based, CMOS compatible line clock structures have been used to simultaneously switch the states of multiple magnetic islands [38], as well as to re-evaluate iNML lines and gates with new inputs [22]. Additionally, recent experiments have considered materials-based solutions to further reduce field/energy requirements for line clock structures. Notably, results from [37,39] suggest that the component energy metrics could be further reduced by as much as 16x. Alternative clocking mechanisms – for example, via multiferroics [41], magnetostriction [24], or the Spin Hall Effect [67] – might also be paths to further reductions in clock energy.

Experimental results suggest that appropriately irradiated pNML structures (to define dataflow directionality) can be controlled by a uniform, homogeneous, oscillating, global clock field [46]. Majority gates [47], AF-lines [46], multi-plane signal crossings [68], and full adders [48,69] have all been experimentally demonstrated with this clocking approach. Field coupled inputs have also been demonstrated [70].

Looking to chip-level implementations, large arrays of pNML devices could be controlled with on-chip inductor structures [49] that could be coupled with a capacitance in an LC oscillator – which opens the door to adiabatic energy recycling. Devices with PMA are also amenable to voltage-controlled clocking [50].

That said, for both device architectures, challenges still remain – particularly with respect to efficient interconnect, reliable device switching, and fault tolerant architectures.
21.5.2 Challenge 1: Efficient Interconnect

One challenge associated with processing information using devices that communicate via fringing fields is interconnect. Signal routing and signal propagation times can be adversely affected. Devices with PMA can help to alleviate the aforementioned issues. With respect to signal routing, the large single-domain size in pNML enables the use of long (several micrometer) domain walls for information transfer. Moreover, per [63] CoPt domain walls can cross above/below one other, and conducing stripes can cross a 30 nm vertical “step” without unwanted pinning. Moreover, simulations suggest that by creating a nucleation center where two stripes cross, the interaction can be switched on, and one of the walls can stop or pass the other wall depending on their relative orientation. (Conditional passing of domain walls may even be used to realize PLAs.) The benefits of NML/domain-wall logic hybrids are threefold: (i) the footprint of domain wall-based devices is reduced and electrical components are necessary only at the inputs and outputs, (ii) interconnect complexity and delay of dot-based interconnections in NML is also reduced, and (iii) more reliable signal transmission may ensue.

Regarding signal propagation times (as well as signal routing), consider an array multiplier – where bits of data word A must be distributed to processing elements in each column of the multiplier, and the bits of data word B must be distributed to processing elements (PE) in each row of the multiplier. If one were to move this information to individual PEs via AF-lines, both signal routing and communication delay would be adversely affected. However, domain wall motion in magnetic stripes above and below NML processing elements could be used to preprogram PEs with the A and B input bits required – vastly simplifying design layout. (The work presented in [71] could be considered to be a preliminary, experimental proof of concept.)

21.5.3 Challenge 2: Error Tolerance

Any circuit and/or architecture comprised of NML devices must ultimately be tolerant to fabrication variations. Consider an iNML device with a symmetric, rounded-rectangle shape. A given device will be in the highest energy state if magnetized along its hard axis with no applied field (see Figure 21.12). However, lower energy states are equivalent and occur at ±90°. [With no external stimulus to keep such a device in a hard axis-biased state, thermal noise, minor fabrication variations, etc. should determine whether or not it relaxes such that its y-component of magnetization is positive (↑) or negative (↓).] By changing a magnet’s geometry, its energy landscape can change as well. More specifically, if the edge of a magnet becomes “slanted,” the highest-energy state does not occur when a device is magnetized along its (geometrically) hard axis. Rather, if biased along its geometrically hard axis, a device is already on one side of the potential barrier and should always relax such that the sign of the y-component of magnetization (i.e., its binary state) is always the same – see Figure 21.13. If devices are sufficiently large, we can exploit the aforementioned energy barrier shift to realize nonmajority gate, two-input AND/OR logic [55]. However, as device sizes scale, the effects of minor fabrication variations on device switching behavior can become more pronounced. If energy barrier shifts like those described above occur, a stuck at fault can ensue.

In pNML, switching field distributions (SFD; from defects formed during layer growth) can impact operation. The width of SFD strongly depends on layer deposition conditions, post-growth annealing and the applied FIB dose. Thermally induced SFD also have a strong effect. Initial studies show that coupling fields are sufficiently strong to ensure device operation in the presence of SFD [72].
21.5.4 Paths Forward

While NML circuits show benefits over CMOS-based logic, a “killer application” has yet to emerge. We envision that NML circuits may become especially useful in applications, which require close integration of data storage and processing functions. The combination of dense, nonvolatile, possibly three-dimensional storage capabilities of coupled nanomagnet arrays with processing capabilities (such as the systolic pattern matching or image processing) may serve as hardware for future intelligent storage devices.

A challenge with scaled NML is unwanted bit flips that can occur during the switching process due to thermal noise, lithographic variation, and so on. At the device level, improved device to device couplings [73,74] and devices with biaxial anisotropy [23] have been suggested as possible mechanisms to improve the reliability of an NML-based computation. However, even magnet ensembles that employ devices with biaxial anisotropy can be error prone [54]. Thus, fault tolerant architectures should be studied and developed. Of initial interest are stochastic computer architectures where the value of a signal is interpreted as a probability regardless of normal or faulty conditions. Stochastic computation is naturally fault tolerant since a small number of bit flips only result in small deviations from the desired value. While computation time could increase as the precision of stochastic values increases, given the inherently pipelined, streaming dataflow associated with NML, more efficient implementation of stochastic computation architectures should be possible with NML devices (e.g., as one of the main drawbacks of stochastic computation is the rapid growth of computation time with respect to precision).
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22.1 Introduction

Biological systems give us examples of amorphous, unstructured devices capable of noise- and fault-tolerant information processing. They excel in massively parallel spatial problems, as opposed to digital processors, which are rather weak in that area. The morphic architecture was thus introduced in the Emerging Research Architecture section of ITRS 2007, to refer to biologically inspired architectures that embody a new kind of computation paradigm in which adaptation plays a key role to effectively address the particulars of problems [1]. This chapter focuses on recent progress of two morphic architectures that offer opportunities for emerging nanoelectronic devices: neuromorphic architectures and cellular automaton architectures.

22.2 Neuromorphic Architectures

The term neuromorphic was introduced by Carver Mead in the late 1980s to describe VLSI systems containing electronic analog circuits that mimic neuro-biological architectures in the nervous system [2]. Traditional neurocomputers employ components that are biologically rather implausible, like static threshold elements that represent neurons, whereas neuromorphic architectures are closer to biology. An example of a neuromorphic VLSI system is the silicon retina [3] (Figure 22.1) that is modeled after the neuronal structures of the vertebrate retina.

The appeal of neuromorphic architectures lies in: (i) their potential to achieve (human-like) intelligence based on the unreliable devices typically found in neuronal tissue, (ii) their strategies to deal with anomalies, emphasizing not only tolerance to noise and faults, but also the active exploitation of noise to increase the effectiveness of operations, and (iii) their potential for low-power operation. Traditional von Neumann machines are less suitable with...
regard to item (i), since for this type of tasks they require a machine complexity (the number of gates and computational power), that tends to increase exponentially with the complexity of the environment (the size of the input). Neuromorphic systems, on the other hand, exhibit a more gradual increase of their machine complexity with respect to the environmental complexity [4] (Figure 22.2). Therefore, at the level of human-like computing tasks, neuromorphic machines...
have the potential to be superior to von Neumann machines. Points (ii) and (iii) are strongly related to each other in von Neumann machines, since tolerance to noise runs counter to lowering power supply voltage and bias currents. Neuromorphic architectures, on the other hand, suffer much less from this trade-off. Unlike von Neumann machines, which can correct bit errors only to a certain extent through the use of error control techniques, neuromorphic machines tend to keep working even under high error rates.

Like the areas of the human brain, neuromorphic machines (LSIs) are application-specific. Significant performance benefits can be achieved by employing them as supplemental CMOS, as an addition to a von Neumann system, which provides universal computation ability. Neuromorphic systems thus have a diversified functionality, and consequently can be categorized as more than Moore candidates. Table 22.1 shows trends in the development of neuromorphic systems and their applications. The application category “Information processing” is only a single item in the table, which understates the potentially large benefits in terms of machine complexity of human-like information processing, since functionalities like prediction, associative memory, and inference offer new opportunities require huge machine complexity if they were implemented by von Neumann architectures. The Emerging Research Architecture section of ITRS 2009, for example, introduced an inference engine based on Bayesian neural networks [5], and in 2010 Lyric Semiconductor introduced NAND gates where the input probabilities are combined using Bayesian logic rather than the binary logic of conventional processors. Lyric Error Correction (LEC) uses this probabilistic logic to perform error detection and correction with about 3% of the circuitry and 8% of the power that would be needed for the equivalent conventional error correction scheme [6].

ITRS 2007 (Emerging Research Architecture section) did not address neuromorphic “Intelligent sensors,” since they were considered ancillary to the central focus on information processing of ITRS at the time. However, intelligent sensors have been re-spotlighted, because

<table>
<thead>
<tr>
<th>Application category</th>
<th>Proposed architectures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information processing</td>
<td>Associative memory (CMOS [7], SET [8,9]), data mining and Inference (CMOS [10]), winner takes all selection (CMOS) [11], noise-driven computing (see Table 22.2), locomotion controller (CMOS) [12]</td>
</tr>
<tr>
<td>Intelligent sensors</td>
<td>Vision Edge detection (CMOS [13], SET [14]), motion detection (CMOS [15], SET [16]), stereo vision (CMOS) [17], visual tracking (CMOS) [18], adaptive gain control (CMOS) [19], orientation selection (CMOS) [20], high-speed sensors (CMOS) [21]</td>
</tr>
<tr>
<td>Others</td>
<td>Band-pass filtering (CMOS) [22], echolocation (CMOS) [23], noise canceling and figure–ground separation in auditory systems (CMOS) [24], olfactory systems (CMOS) [25]</td>
</tr>
<tr>
<td>Artificial life</td>
<td>Reaction–diffusion computers (CMOS, SET) [26], artificial fish [27] and octopus [28] (CMOS)</td>
</tr>
<tr>
<td>Technology</td>
<td>CrossNets [29], address–event representation [30], CDMA neural networks (CMOS) [31], artificial neurons (CMOS [32], SET [33]), memristive synapses [34,35], 3D implementation [36], brain–machine interface [37]</td>
</tr>
</tbody>
</table>
there exist vast opportunities for high-performance architectures that combine them with emerging nanoelectronic devices. So far CMOS implementations (in the items “Vision” and “Others”; see Table 22.1) and blueprints of SET implementations (in item “Vision”) have been proposed.

Another approach to build neuromorphic systems is inspired by biochemical reactions in living organisms. Reaction–diffusion computers, for example, are based on a biochemical reaction named after Belousov and Zhabotinsky [38], and they are able to efficiently solve combinatorial problems through the use of natural parallelism. Electronic implementations of this type of information processing require strong nonlinear I-V characteristics to mimic the chemical reactions involved, and there exist many opportunities for emerging nanoelectronic devices in this respect.

On the technology side, one of the key issues for neuromorphic systems is how neuronal elements are implemented. An important consideration in this respect is the level of abstraction of a biological neuron, which can range from (almost) truthful to a very simple model, such as an integrator and fire neuron. Depending on the technology used [single electron transistor (SET) neurons, RTD, memristors, etc.], this level may vary, and opportunities for emerging nanoelectronic devices exist in this respect. Another important issue is how nonvolatile analog synapses are implemented. Many attempts have been made to design analog synaptic devices based on existing flash memory technologies, but they have experienced difficulties in designing appropriate controllers for electron injection and ejection as well as increasing the limit on the number of rewriting times. Memristive devices (e.g., resistive RAMs and atomic switches) offer a promising alternative for the implementation of nonvolatile analog synapses. They are applied in the CMOL architecture, which combines memristive nanojunctions with CMOS neurons and their associated controllers. In ITRS 2007, CMOL (CrossNets) was introduced in terms of nanogrids of (ideally) single molecules fabricated on top of a traditional CMOS layer, but the concept has since been expanded to use a nanowire crossbar add on as well as memristive (two-terminal) crosspoint devices like nanowire resistive RAMs [39]. The CMOL architecture will be further expanded to include multiple stacks of CMOS layers and crossbar layers. This may result in the implementation of large-scale multi-layer neural networks, which have thus far evaded direct implementations by CMOS devices only.

A final important issue is noise tolerance and noise utilization in neural systems and their possible application in electronics. Noise and fluctuations are usually considered obstacles in the operation of both analog and digital circuits and systems, and most strategies to deal with them focus on suppression. Neural systems, on the other hand, tend to employ strategies in which the properties of noise are exploited to improve the efficiency of operations. This concept may be especially useful in the design of computing systems with noise-sensitive devices (e.g., extremely low-power devices like SET and subthreshold analog CMOS devices).

Table 22.2 shows examples of noise-driven neural processing and their possible applications in electronics. Stochastic resonance (SR) is a phenomenon where a static or dynamic threshold system responds stochastically to a subthreshold or suprathreshold input with the help of noise. In biological systems SR is utilized to detect weak signals in a noisy environment. SR on some emerging nanoelectronic devices (a SET network and GaAs nanowire FETs) has been demonstrated. SR can be observed in many bi-stable systems and will be utilized to facilitate the state transitions in emerging logic (bi-stable) memory devices. Noise-driven fast signal transmission is observed in neural networks for the vestibulo-ocular reflex, where signals are transmitted with an increased rate over a neuronal path when nonidentical neurons and
dynamic noise are introduced. Implementation in terms of a SET circuit has demonstrated that, when several nonidentical pulse-density modulators were used as noisy neurons, performances on input–output fidelity of the population increased significantly as compared to that of a single neuron circuit. Phase synchronization among isolated neurons can be utilized for skew-free clock distribution where independent oscillators are implemented on a chip as distributed clock sources, while the oscillators are synchronized by a common temporal noise. Noise in synaptic depression can be used to facilitate the operation of a neuromorphic burst-signal detector, where the output range of the detector is significantly increased by noise. Noise shaping in inhibitory neural networks has been demonstrated in subthreshold CMOS, where static and dynamic noises can positively be taken if one could not remove a certain level of noise or device mismatches. The circuits exploit properties of device mismatches and external (temporal) noise to perform noise shaping one-bit AD conversion (pulse-density modulation).

### Table 22.2  Noise-driven neural processing and its possible applications

<table>
<thead>
<tr>
<th>Neurophysiological phenomena</th>
<th>Type of noise</th>
<th>Applications and device examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stochastic resonance [40]</td>
<td>Dynamic/static</td>
<td>Sensors and logic memory (CMOS [41, SET [42], GaAs nanowire FET [43])</td>
</tr>
<tr>
<td>Fast signal transmission on slow transmission pathway [44]</td>
<td>Dynamic/static</td>
<td>Fast signal transmission, Pulse-density modulation (CMOS [45, SET [46])</td>
</tr>
<tr>
<td>Phase synchronization among isolated neurons [47]</td>
<td>Dynamic</td>
<td>Phase synchronization among isolated circuits/PLL (CMOS) [48]</td>
</tr>
<tr>
<td>Synaptic depression [49]</td>
<td>Static</td>
<td>Burst signal detection (SET) [50]</td>
</tr>
<tr>
<td>Noise shaping in inhibitory neural networks [51]</td>
<td>Dynamic/static</td>
<td>Noise shaping AD conversion (CMOS [52, SET [53])</td>
</tr>
</tbody>
</table>

### 22.3 Cellular Automata Architectures

A Cellular Automaton is an array of cells, organized in a regular grid. Each cell can be in one of a finite number of states from a predefined state set, which is usually a set of integers. The state of each cell is updated according to transition rules, which determine the cell’s next state from its current state as well as from the states of the neighboring cells. The neighbors of a cell are usually the cells directly adjacent in orthogonal directions of a cell, like the north, south, east, and west neighbor in the case of a two-dimensional grid (von Neumann neighborhood), but other neighborhoods have also been used in experiments. The functionality of each cell is defined by the transition rules of the cellular automaton. The transition rules are usually the same for all cells, but heterogeneous sets of rules have also been considered, as well as programmable rules. A cell can typically be expressed in terms of a Finite Automaton, which is a model in computer science well-known for its simple but effective structure.

Cellular automata were initially proposed by von Neumann in the 1940s as a model of self-reproduction, but most of the interest they have attracted since then has been motivated by their ability to conduct computation in a distributed way. Though cellular automata have the name of their inventor in common with von Neumann architectures, they represent a radically different concept of computation.

The appeal of cellular automata as emerging research architectures lies in a number of factors. First, their regular structure has the potential for manufacturing methods that can deliver huge numbers of cells in a cost-effective way. Candidates in this respect are bottom-up
manufacturing methods, such as those based on molecular self-assembly. Second, regularity also facilitates reuse of logic designs. The design of a cell is relatively simple as compared to that of a microprocessor unit, so design efforts are greatly reduced for cellular automata. Third, errors are more easily managed in the regular structures of cellular automata, since a unified approach for all cells can be followed. Fourth, wire lengths between cells are short, or wires are completely unnecessary if cells can interact with their neighboring cells through some physical mechanism. Fifth, cells can be used for multiple purposes, from logic or memory to the transfer of data. This makes cellular automata configurable in a flexible way. Sixth, cellular automata are massively parallel, offering a huge computational power for applications of which the “logical structure” fits the topology of the grid of cells.

Cellular automata may be less suitable for certain application due to the following factors. First, there is a relatively large overhead in terms of hardware. Cells tend to require a certain minimal level of complexity in order to be useful for computation [54]. In practice this means that they are configurable for logic, memory, or data transfer. The density of such functionality per unit of area tends to be lower than that of more conventional architectures. A large hardware overhead may be acceptable, though, if cells are available in huge numbers at a low cost, especially if the cellular automaton can be mapped efficiently on a certain application. Second, input and output of data to cells may be difficult. The use of the border cells of a grid for input and output is infeasible in case of huge numbers of cells, because it fails to employ all cells in parallel. Parallel input and output to cells through optical means or by wires addressing individual cells like in memory have more potential in this context. Third, it is difficult to configure cells into various patterns of states. Such configuration and reconfiguration functionality is required to give the cellular automaton its functionality for a certain computational task. Here, similar solutions as those for the input and output of data need to be employed to access cells in parallel.

There are two approaches for implementing cellular automata in hardware: fine-grained and tiny-grained. Systems that are coarse-grained are considered outside the class of cellular automata, since they are associated with multi-core architectures. Fine-grained cellular automata have cells that can be configured each as one or a few logic gates, or as a simple hub for data transfer. A cell typically contains a limited amount of memory in the order of 10–100 Bytes. Cells are usually addressed on an individual basis for input and output, or for configuration. Typically, the transition rules governing the functionality of a cell are changed during configuration. An example of a fine-grained approach is the Cell Matrix [55], which is a model capable of universal computation. Fine-grained cellular automata have a good degree of control over configuration and computation, but this comes at the price of relatively complex cells, limiting the use of cost-effective manufacturing methods that can exploit the regularity of these architectures.

The other approach to cellular automata is tiny-grained. Cells in this model have extremely simple functionality, in the order of a few states per cell and a limited number of (fixed) transition rules. The small number of states translates into memory requirements of only a few bits per cell, whereas the nonprogrammable nature of the transition rules drastically reduces the complexity of cells. The simple nature of rules poses no problems if the rules are designed to cover the functionality intended for the cellular automaton. An example of a tiny-grained approach is proposed [56] which is capable of universal computations as well as the correction of errors. Tiny-grained cellular automata have the potential of straightforward realizations of cells on nanometer scales. The challenge is to design models with as few states and transition rules per cell as possible. The theoretical minimum is two states and one transition rule. In
synchronously timed models this has been approached by the Game of Life cellular automaton (two states, two rules) and in asynchronously timed models (no clock) by the Brownian Cellular Automata [57] (three states, three rules). Both models are universal. The number of states and rules should be considered only as rough yardsticks, since ultimately the most important measure is the efficiency at which cells can be realized in a technology.

Most hardware realizations of cellular automata to date are Application-Specific. In this context cellular automata are used as part of a larger system to conduct a specific set of operations with great efficiency. Applications have typically a structure that can be mapped efficiently on the hardware, and the approach followed is generally tiny-grained, since cells are optimized for one or a few simple operations. Image processing applications are the most common in such hardware realizations [58–60], since they can be mapped with great efficiency on two-dimensional cellular automata. Though the focus in the past was mostly on operations like filtering, thinning, skeletonizing, and edge detection, recent applications of cellular automata include the watermarking of images with digital image copyright [61,62]. Cellular automata have also been used for the implementation of a Dictionary Search Processor [63], memory controllers [64], and the generation of test patterns for Built-In Self-Test (BIST) of VLSI chips [65,66]. An overview of application-specific cellular automata is given in [67].

It is possible that the role of cellular automata in architectures will gradually increase with technological progress, from being merely used as dedicated subprocessor to the main part of the architecture. To do that, cellular automata would need a capacity that their application-specific cousins lack: computation universality, that is, the ability to carry out the same class of computations as our current computers do. This term is mostly used in a theoretical context, to prove equivalence to a universal Turing machine or more narrowly, to support a complete set of Boolean logic functions. The extreme inefficiency of Turing machines carries with it the misunderstanding that generality is equivalent to inefficiency, but this is often far from the truth. A general approach to carry out operations efficiently on a cellular automaton is to configure it as a logic circuit. Cells will then be used as logic gates or for transferring data between logic gates. In fine-grained cellular automata a cell is typically sufficiently complex to be able to function as one or a few gates. In tiny-grained cellular automata, on the other hand, clusters of cells need to work together in order to obtain logic gate functionality. A cluster typically consists of up to 10 tiny-grained cells, its size depending on the functionality covered. This may seem a large overhead, but cells tend to be much less complex than in fine-grained cellular automata, making this approach feasible. Furthermore, cells used merely to transfer data – and this is the majority of the cells – see much less of their hardware unused when carrying out this simple task.

Cellular automata have seen only limited attempts at realization on a nanometer scales. Molecule Cascades [68] use CO molecules on a Cu(111) grid to conduct simple logic operations. The CO molecules jump from grid point to grid point, triggering each other sequentially, like dominos. This process is quite slow and error-prone, though there appears to be potential for improvement. The mechanical nature of the operations, though, means that this cellular automaton is unlikely to reach competitive speeds. Another attempt uses layers of organic molecules on a gold grid [69]. Interactions between molecules take place via the tunneling of electrons between them. The rules that have been identified as governing those interactions appear to be influenced by the presence of electrons in the grid. This may limit the control over the operation of the cellular automaton, but it also carries the promise of efficient ways to configure the grid.
22.4 Taxonomy of Computational Ability of Architectures

Whereas von Neumann architectures generally refer to the use of memory resources separated from computational resources to store data and programs, there is an increasing need for taxonomy of those architectures that are based on different concepts. Figure 22.3 illustrates the world of “information processing” including from present Boolean-based processing of von Neumann machines to nonNeumann machines and introducing four possible architectures on it, that is, More Neumann, More than Neumann, Less than Neumann, and Beyond Neumann.

The term More Neumann refers to those architectures that differ from the classical von Neumann architecture only in terms of numbers (e.g., presenting multi- or many-core architectures). While the stored memory concept is still followed in More Neumann architectures, a certain level of parallelism is assumed, like in multi-core systems. The More Neumann architecture has been grown from ancient Less than Neumann architectures (Figure 22.4, left), and thus the performance lies in the metrics in terms of parallelism, computational ability, and programmability, as shown in Figure 22.4, right.

More than Neumann refers to architectures that do not suffer from the von Neumann bottleneck between computation and memory resources, that is, these resources are integrated to a high degree. These architectures tend to have a highly distributed character in which small elements have extremely limited memory and computation resources to the extent that each element individually is Less than Neumann (i.e., incapable of being used as a full-fledged von Neumann architecture, like a “logic element” unit in FPGA), yet the combination of these elements lifts them to a higher level of competence for certain applications (Figure 22.4). In More than Neumann architectures reorganization or reconfiguration usually plays the role that programmability has in von Neumann architectures. Programming a More than Neumann architecture thus involves an appropriate organization or configuration of the individual elements in order to make them perform a certain function. This reorganization may take the form of setting/adjusting the memories of the individual elements, but it may also involve a

![Figure 22.3 Taxonomy of information processing](image-url)
relinking of interconnections between the elements. In the context of neuromorphic architectures the elements take the form of neurons and synaptic connections between them, and synapses can be adjusted based on a learning process, while in some architectures new synaptic connections can be created and old ones destroyed. In the case of cellular automata, the elements are the cells, and their functionality is changed by setting their memory states to appropriate values. More than Neumann architectures are typically capable of high performance on certain classes of problems, but much less so on other problems (or may be even unable to handle other problems). Neuromorphic architectures have their strengths in problems that involve learning, classification, and recognition, but they do less well on traditional computing problems. Cellular automata are strong in applications that demand a regular structure of logic or data and a huge degree of parallelism.

Beyond Neumann refers to architectures that can solve certain computational problems fundamentally faster than would be possible on the architectures outlined above (Figure 22.4), like quantum computing architectures. Problems such as these typically require computation times that are exponential as measured in terms of their input. The fundamental limits that restrict the computational power of architectures ranging from von Neumann to More than Neumann are exceeded in Beyond Neumann architectures through adopting novel operating principles. Schemes that use analog values instead of digital (neuromorphic architectures, dynamic systems, etc.), that use superposition of bit values (quantum computing schemes), or that use an analog timing scheme (asynchronous architectures) are prime candidates for this category. The flow of information in architecture may also characterize it as Beyond Neumann. While Turing machines embody the traditional Input–Processing–Output flow, modern computers (even von Neumann ones) are used in a more interactive mode with humans, like in gaming, or with other computers, when connected in networks. Biological brains have a somewhat related concept of input and output, but different in its implementation: their processing of information appears to be an autonomous process, that may (or may not) be modulated by the input signals in the environment [70]. This allows biological organisms to flexibly select important signals from the environment, while ignoring irrelevant ones.
Underneath this all lies an impressive neural machinery, yet to be uncovered, that can solve problems with unrivaled efficiency. Many of the above elements (analog-valued signals, asynchronous timing in combination with selective synchronization, chaotic dynamics) are thought to play an important role in neural information processing. While Beyond Neumann architectures are promising in principle, it needs to be emphasized that currently no practical implementations of them have been reported.

22.5 Summary

This chapter introduced a concept of the morphic architecture that refers to architectures adapted to effectively address a particular problem set, and exhibited recent progress of two morphic architectures that offer opportunities for emerging nanoelectronic devices: neuromorphic architectures and cellular automaton architectures.

Morphic architectures will be employed in a broad class of mixed-signal systems that are focused on a particular application and that draw inspiration for their structure from the application. In some cases, computation is performed in the analog manner, which may offer orders of magnitude improvement in performance and power dissipation, albeit with reduced accuracy. As an example, biologically inspired inference networks for cognition may yield to a partial analog implementation and provide substantial gains in performance relative to their digital counterparts.

Finally, taxonomy for emerging models of computation was introduced, because of an increasing need of classifying emerging architectures that are based on non-Neumann concepts. Concepts of four possible architectures were introduced: More Neumann, More than Neumann, Less than Neumann, and Beyond Neumann architectures. The morphic and cellular automaton architectures introduced in this chapter will be categorized into More than Neumann architectures that consist of huge collection of ancient Less than Neumann (i.e., incapable of being used as fully fledged von Neumann architecture) elements.
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23.1 Introduction

How does the brain produce cognitive behavior and is it possible to abstract cognition using computers? This question has intrigued us for a very long time. Cognition is related to processes such as thinking, reasoning, memorizing, problem-solving, analyzing, and applying. Most attempts to understand brain function from a cognitive perspective are primarily derived by describing it as the computation of behavioral responses from internal representation of stimuli and stored representations of information from past experience. The origins of this description can be traced back to two key developments in the early twentieth century. Alan Turing’s pioneering work [1] in machine theory defined computation as formally equivalent to the manipulation of symbols in a temporary buffer. Similarly, the pioneering work on telephone communication by Shannon and Weaver [2] resulted in a formal definition of information where the informational content of a signal was inversely related to the probability of that signal arising from randomness.

These developments launched computer science into prominence, and as computers grew in functional complexity, the analogy between computers and the brain began to be widely recognized. The basic premise for this analogy was that computers and the brain received information from the external environment and both acted upon this information in complex ways. It soon appeared that digital computers joined human brains as the only examples of systems capable of complex reasoning. This analogy between computers and the brain (also known as the computer metaphor) provided a candidate mechanism to explain cognition as akin to a digital computer program that can manipulate internal representation according to a set of rules. The computer metaphor also appeared to clearly identify with memories and
provided an explanation for Descartes mind-body dualism [3] where mental entities are akin to software, whereas physical mechanisms found in the brain are akin to hardware.

The extensive use of the computer metaphor has resulted in the applied notions of symbolic computations and serial processing to construct human-like adaptive behaviors. The task of brain science has become focused on answering the question of how the brain *computes* [4]. The key issues, such as serial versus parallel processing, analog versus digital coding, and symbolic versus nonsymbolic representations, are being addressed using the computer metaphor wherein perception is akin to input, action is akin to output, and cognition is akin to computation. However, traditional algorithms that are derived based on adopting the computer metaphor have yielded very limited utility in complex, real-world environments despite several decades of research to develop machines that exhibit cognitive behaviors. This impasse has resulted in a rethinking of the notion of how cognitive behavior might be realized in machines that seek to emulate the brain.

### 23.2 Features of Biological Computation

To make progress in understanding human cognition, it is important to realize how biological computation is very different from the digital computers of today (see Figure 23.1 for a summary). The brain is composed of very noisy analog computing elements including neurons and synapses. Neurons operate as relaxation oscillators. Synapses are implicated in memory formation in the brain and can only resolve between three to four bits of information at each synapse [5]. The dynamics of these elements are asynchronous [6] and thus clock-free [7]. Despite being clock-free, coordination can be manifest via interactions between neurons in the brain because they operate as oscillators. The interaction can be very weak, and sometimes hardly perceptible, but it most often causes a qualitative transition: a neuron adjusts its rhythm

![Figure 23.1](image-url)  
A summary comparison between the various aspects of computation between a digital computer and a brain

<table>
<thead>
<tr>
<th>Brain</th>
<th>Computer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Composed of faulty, noisy components that are short-lived but can regenerate – fault-tolerant</td>
<td>Made of precise components which have longer lives but cannot regenerate – fault sensitive</td>
</tr>
<tr>
<td>Operates at low speeds (&lt; 10 Hz)</td>
<td>Operates at very high speeds (GHz)</td>
</tr>
<tr>
<td>Power and energy efficient</td>
<td>Power and energy hungry</td>
</tr>
<tr>
<td>Asynchronous (no global clock) – clock free</td>
<td>Synchronous (global clock)</td>
</tr>
<tr>
<td>Analog computing and communication</td>
<td>Digital computing and communication</td>
</tr>
<tr>
<td>Integrated memory and computation</td>
<td>Memory and computation are separated</td>
</tr>
<tr>
<td>Access to multiple temporal and spatial scales – scale-free</td>
<td>Access to a single pre-determined scale</td>
</tr>
<tr>
<td>Fully distributed processing that can integrate multiple sources of information and process multiple goals simultaneously – grid-free</td>
<td>Serial/parallel processing that can integrate multiple sources of information towards a common goal</td>
</tr>
<tr>
<td>No specific encoding into symbols – symbol-free</td>
<td>Encoding of concepts using symbols</td>
</tr>
<tr>
<td>Spontaneously active</td>
<td>No activity unless instructed</td>
</tr>
<tr>
<td>Intelligence via Learning thru BBE interactions</td>
<td>Intelligence via programmed algorithms</td>
</tr>
</tbody>
</table>
in conformity with the rhythms of other neurons. This adjustment of rhythms due to an interaction is the essence of synchronization and is a universal phenomenon found in nature. The scale of these interactions can span from a few neurons all the way to the entire network of neurons in the brain during various time instants that depend upon the context of its interaction with its environment. This implies that the brain is a complex physical system. It is also known that the brain exhibits persistent asynchronous background activity (PABA) even in the absence of external inputs and a careful analysis has revealed rich spatio-temporal patterns of activity related to past experience that was previously neglected as background noise [8,9]. Recent insights into the relationship between PABA and brain organization suggest that the brain operates in a regime of criticality, without a single, dominant temporal or spatial scale [10–13], as reflected in power spectra with “1/f noise” (see Figure 23.2). In other words, the dynamics of brain interactions are scale-free.

Memory and computation are integrated at all scales, unlike digital systems where they are clearly separated. The synapses are implicated in memory formation due to biophysical changes to the receptors of the postsynaptic neuron. These changes can be both short-term and long-term in nature. In the short-term version of these changes, the synaptic efficacy at a given postsynaptic neuron is modulated depending upon the dynamics of the available neurotransmitter resources and the fraction of these resources that are utilized based on the frequency of presynaptic action potential [14]. A number of recent experimental studies [15–20] suggest that repeated pairing of pre- and postsynaptic activity in the form of action potentials, or spikes, can lead to long-term changes in synaptic efficacy as well. The sign and magnitude of the change in synaptic efficacy depend on the relative timing between the pre- and postsynaptic spikes and this is known as spike timing-dependent plasticity (STDP). The synaptic conductance represents a form of fully distributed memory with no single synapse that corresponds to any representation or encoding. Since the synaptic conductances are fully distributed and they are implicated in memory, this implies that, in general, there is no single synapse or single neural firing activity that corresponds to a particular item or concept [7]. This means that the brain is symbol-free.

Brain structure has evolved with the blue print of a cortex composed of laminar circuits that have six layers of neurons with a great variety in both the types of neurons and the types of synaptic receptors [7]. This basic and unique cortical structure appears to repeats itself throughout the cortex and has been established and preserved for many millions of years.

---

**Figure 23.2** Plot showing the inverse relationship between the scale of interaction (x axis) and the number of neurons interacting at each scale (y axis) in a typical cortical laminar simulation. The slope of this relationship is at $-3/2$ which is characteristic of scale-free behavior in cortical networks found in the brain.
This self-similar or scale-free property of cortex enables the brain to exhibit macroscopic behavior independent of the microscopic details of the cortex. Furthermore, the brain is organized in a neither completely regular nor completely random form. To interpolate between these two extremes, an interesting concept of small-world networks was introduced [21]. In these networks, neurons are locally coupled in a dense form, but in addition, are also connected through sparse long-range connections linking physically distant brain regions. The so-called small-world networks have intermediate connectivity properties but exhibit a high degree of clustering (as in regular networks) with a small average distance between vertices (as in random networks). The connection patterns of the cerebral cortex consist of pathways linking neuronal populations across multiple levels of scale, from whole brain regions to local mini-columns [22]. There is mounting evidence that the brain is indeed organized as a small-world network [23–25]. In fact, there is also evidence for complete spatial synchronization when connections with small synaptic path lengths (i.e., number of connections between synapses) are enabled between several small worlds [26].

This organization of the brain into a small world network follows two major principles – the degree of local clustering and degree of separation (i.e., synaptic path length) which are in competition but both are needed to achieve large scale traffic with minimum wiring [7]. Local clustering is composed of strongly interacting laminar modules but sequential communication through them is highly inefficient. However, keeping synaptic path length fairly constant with brain size (Figure 23.3) is a necessity for maintaining efficient global communications.

**Figure 23.3** A small world network is shown (top) where the black circles represent locally densely connected thalamocortical circuits (bottom left). Each laminar layer within any thalamocortical circuit can be simply summarized as an excitatory–inhibitory (EI) network with densely connected neurons within it
This feature also allows effective integration of heterogeneous and nonlocal sources of information for multiple goals and is a hallmark of human-like cognition [7,27]. The brain thus operates in a grid-free fashion.

In summary, the brain exhibits clock-free, scale-free, symbol-free and grid-free dynamics that evolved to enable animals to face the challenges of a continuously changing environment. These features are very different from digital computers and thus computer metaphor-based theories of cognition are very different from what is actually found in the brain.

### 23.3 Evolution of Behavior as a Basis for Cognitive Architecture Design

In order to understand the process of designing an architecture inspired by mammals that can explain the emergence of complex cognitive behaviors, it is important to focus on the type of behavior. At the most basic level, there are two types of behavior. The first behavior is reflexive in nature and it is inborn, genetically determined in detail, and involves the centers in the spinal cord and base of the brain. The second behavior is learned from individual experiences via brain–body–environment interactions and is neither inborn nor genetically determined.

To survive, the animal had to develop different forms of behavior and produce different results depending on the context. The evolution of the nerve cell was important because it was uniquely positioned to influence the senses and motor parts in an extremely energy efficient fashion. The complexity of the animal’s behavioral repertoire grew with the capacity of neural cells to influence each other and the body in order to realize new ways to produce action. Evolution of more complex forms of nerve cells and associated cellular mechanisms with clock-free, scale-free, symbol-free and grid-free dynamics offered a rich set of variations to the existing modes of operation of the nervous system [28]. This meant that the complex nervous system or the brain was now able to self-organize via nonlinear relationships between its constituent components. The more complex the brain evolved in an animal, the more it implied that the brain could generate more possible ways to self-organize and this in turn offered a rich set of behavioral repertoires that the animal exhibited in response to rapidly changing environments. This evolutionary process thus enabled the animal to survive in a far more robust manner under these changing environments.

Cognitive behavior can best be understood within the context of experience gained during continuous interactions between the brain, body, and the environment (or BBE – see Figure 23.4). This is because the brain along with the body it controls and its environment have co-evolved via learning to have extensive matching between their properties. Thus the nervous system alone cannot be the focus for understanding cognitive behavior. Feedback from its body movements and the dynamical properties of the environment itself with also play a vital role in the generation of cognitive behavior. The role of nervous system is not to direct or program behavior but to shape it and evoke appropriate patterns/possibilities of dynamics from the entire coupled system. Thus, credit or blame assignment for cognitive behavior is not assigned to any one piece of the coupled system but to the BBE system as a whole.

### 23.4 Considerations for a Cognitive Architecture

The dependence on BBE interactions for cognitive behavior implies that the most basic requirement for the system would be that of timing. In other words, the system must be capable of coordination of its actions between these three components such that proper
cognitive behaviors are realized subject to constraints. But given that a basic feature of biological computation is its clock-free nature, the coordination has to be manifest via interactions between various elements of the architecture. This is possible if the basic elements in the architecture operate as oscillators. Radio communication and electrical equipment, violins in an orchestra, crickets producing chirps, and numerous man-made systems such as lasers have a common feature: they produce rhythms [29–31]. As mentioned in Section 23.2 even weak interaction between oscillators (that are self-maintaining like the neurons in the brain) can synchronize with a common phase of oscillation (also referred to as phase locking [29]). It is possible to create phase locked oscillatory clusters by weakly coupling several physical oscillators such as spin torque oscillators [32–34] and resonant body oscillators [35]. But the demands of flexibility in cognitive behaviors during interaction imply that a single clock driving everything in the architecture is not a viable solution. The alternative trick that evolution has produced in the brain is to provide the intrinsic mechanisms to modulate the interactions between these oscillators in a flexible fashion based on contingencies. This would be akin to modulating the coupling strength between weakly coupled physical oscillators.

The oscillators produced in the brain correspond to the neural impulse trains that serve as the carriers of the results of local interactions. For example, neurons and neural circuits exhibit endogenous oscillatory properties without any other external inputs [7,36]. Various chemicals are known to modulate the effects of neurotransmitters [37–42]. The scale-free aspect of brain computation enables a wide range of temporal and spatial variations in modulation such as gap junctions at the fast end and volume transmitters that diffuse through intercellular fluid rather than across a synapse at the slow end. These may control the graded release of transmitters rather than all or none release patterns [42–44] that result in modulatory control of population activity such that a wide range of oscillatory rhythms can be generated. In addition, small-world network connectivity aids in this process to rapidly connect distant parts of the brain to enable synchronization in disparate parts of the brain. This idea of small-world networks has been leveraged in several recent FPGA-type implementations, including reducing the delay in FPGA routing structures [45]. This in turn means that various functional forms of the same basic
architecture (Figure 23.5) can be realized, which is essential for the generation of cognitive behaviors under various contingencies.

The design of a cognitive architecture based on the features described above offers some key trade-offs. The first trade-off is the type of oscillators that can be used for the neuron-like basic elements. We can either choose from an assortment of CMOS like neural circuits that operate as a relaxation type oscillator [46] to nanoscale oscillators [32,35]. The nanoscale oscillators offer much higher operating frequencies with a very small footprint. This capability can enable much higher throughputs. Furthermore, these nanoscale oscillators are self-maintaining oscillators with their ground state being an energy minimizing oscillatory state with its own natural frequency. When several oscillators are weakly coupled, the system can synchronize while minimizing the energy consumed during the process, thus making the design energy efficient.

Another trade-off is to consider options for coupling neuron-like elements for both synchronization and modulatory influences on the architecture. The coupling between the neurons could be electrical (as in [46]) or through the substrate [32,35]. While electrical coupling gives more

Figure 23.5  An example of a small world network composed of four EI networks is shown on the left marked “original network.” Here each EI network is interacting with all other EI networks in a fully connected fashion. Depending on the context in which the animal finds itself, this architecture is flexible enough to change this fully connected behavior due to modulations of oscillations in the network that are based on context.
controllability, substrate-based coupling can be faster and more energy efficient. The same trade-offs come into play when we consider modulatory influences. In the brain, there seems to be a variety of mechanisms at varying scales of influence that play a role in modulatory signals. These could be broadcast either electrically or via other means, including wireless- or substrate-based coupling.

23.5 Emergent Cognition

The most followed view of cognition as promoted by cognitive psychology is the idea that there is a single executive system [47,48] that is responsible for planning and decision-making that is primarily in the frontal lobes [49–51]. This system is assumed to be independent from the systems responsible for action, such as the sensorimotor control system [52,53]. But there has been a major revision to this idea due to more compelling evidence recently from neuroscience and neurophysiological experiments that suggests a more distributed participation of various systems, including several cortical and subcortical areas of the brain during cognitive acts such as decision-making [54]. This idea of distributed participation is also closely linked to the concepts of small-world networks that enable rapid and scale-free interaction between distant brain regions.

The most recent [55] of many models [56–60] seems to offer an interesting hypothesis about how cognitive function such as decision-making emerges under the challenge of continuously changing environments and contingencies. The authors describe a multi-level model in which decisions emerge as a consensus from distributed neural activity [55] at various brain regions, with some related to sensorimotor control while others are related to more abstract aspects of behavior. These levels are reciprocally connected (as in a small-world network) and share biases that arrive from various brain regions. These biases could be influenced by the external environment related factors that assign values for actions and abstract concepts in brain regions that in turn modulate oscillations in the brain [61]. In fact, the neurons in brain areas such as the anterior cingulate cortex, orbitofrontal cortex, and lateral prefrontal cortex are known to differentially respond to the probability, magnitude, and effort associated with different options. When these oscillatory patterns do not directly produce any action, the system is said to produce cognitive behavior manifested in the form of plans or thoughts. There are several prominent models that propose that the brain is deciding among actions during this phase. When some of these patterns in effector-specific sensorimotor regions reach a threshold [62–66] they are acted upon and the system produces cognitive behavior in the form of actions. Furthermore learning during this interaction also enables stronger links between neurons in the sensory and motor brain regions that are correlated, thus enabling quicker decision making under familiar situations and contingencies.

23.6 Perspectives

In order to design a computational architecture for human cognition, it is important to ground the architecture based on brain–body–environment interactions. Using a small-world network with clock-free, scale-free, symbol-free, and grid-free computational features that allow for oscillatory interactions of its computing elements and modulations of these interactions, it may be possible in the future to design a computational architecture that could learn to plan and make decisions under constantly changing environments and contingencies in a manner reminiscent of human cognition.
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24.1 Introduction

In this chapter we explore algorithms and develop an architecture based on emerging nano-device technologies for cognitive computing tasks such as recognition, classification, and vision. Though the performance of computing systems has been continuously improving for decades, for cognitive tasks that humans are adept at, our machines are usually ineffective despite the rapid increases in computing speed and memory size. Moreover, given the fact that CMOS technology is approaching the limits of scaling, computing systems based on traditional Boolean logic may not be the best choice for these special computing tasks due to their massive parallelism and complex nonlinearities. On the other hand, recent research progress in nanotechnology provides us opportunities to access alternative devices with special nonlinear response characteristics that fit cognitive tasks better than general purpose computation. Building circuits, architectures, and algorithms around these emerging devices may lead us to a more efficient solution to cognitive computing tasks or even artificial intelligence. This chapter presents several nonBoolean architecture models and algorithms based on nano-oscillators to address image pattern recognition problems.

The idea of special hardware architectures for cognitive tasks is not new. Equivalent circuits for a neuron model go back at least to 1907, where the model was just simply composed of a resistor and a capacitor [1]. Since then, various models have been implemented based on different technologies. In the late 1980s, Carver Mead proposed the term neuromorphic system in reference to all the electronic implementations of neural systems [2]. Meanwhile, with the development of digital computing systems, theoretical and computational models for neural
networks and the human brain have been improved and refined many times. From the McCulloch–Pitts neuron model to the Hodgkin and Huxley’s model [3,4], computational neuroscience gives us precise mathematic descriptions of the neuron. However, models for a single neuron or synapse have not proved to be good enough to explain the cognitive ability of a whole brain. More recent research trends have focused on the hierarchical structure of human brain and vision system, like Hierarchical Temporal Memory (HTM) [5], Hierarchical Memory and X (HMAX) [6], and so on. With the new opportunities from emerging nano-devices and neuroscience, we can gain insights from both disciplines and design new architectures for cognitive computing tasks based on non-Boolean functions from a more macroscopic view of a hierarchical model of the human brain instead of single neural network.

In this chapter, we build upon this background to take advantage of the unique processing capabilities of weakly coupled nonlinear oscillators to perform the pattern recognition task. In particular, we focus on pattern matching in high dimensional vector spaces to solve the “k-nearest neighbor” search problem. We choose this problem due to its broad applicability to many machine learning and pattern recognition applications. Taking the image recognition problem as an example, we can choose whether or not to preprocess an image using feature extraction. If we choose not to perform preprocessing, the image itself can simply be considered as a long feature vector. Either way, the feature vectors of the image need to be compared with some memorized vectors and matched to the “nearest neighbor” in the feature vector space for recognition.

In the rest of this chapter, we first introduce the concept of an associative memory (AM) and Oscillatory Neural Networks and implement their function by using a traditional well-understood electronic device, the phase-locked loop (PLL). Next, we explain the structure of an AM unit based on nano-oscillators and show how to deal with patterns in high dimension vector spaces by partitioning them into segments and storing them in multiple AM units. Then, we propose two hierarchical AM models that try to address pattern matching problems in both high dimensions and for large data sets. The first hierarchical structures organize AM units into a pyramid. The image patterns are separated into different receptive fields and processed by individual AM units at the low level, and then abstracted at higher levels of the model. The second hierarchical model for the AM architecture is developed for large data sets. In this model, AM units are nodes of a tree, and patterns are classified by hierarchical k-means clustering algorithms and stored in the leaf nodes of the tree, while other nodes only memorize centroids of clusters. During the recognition process, input patterns are compared with cluster centroids and classified to subclusters iteratively until the correct pattern is retrieved.

24.1.1 Associative Memory

An associative memory is a brain-like distributed memory that learns by association. Association has been known to be a prominent feature of human memory since Aristotle, and all models of cognition use association in one form or another as the basic operation [7]. Association takes one of two forms: auto-association or hetero-association. Auto-associative memory is configured to store a set of patterns (vectors) and is required to be able to retrieve the original specific pattern when presented with a distorted or noisy version. In other words, when the input pattern is different from all the memorized patterns, the AM retrieves a best match to the input pattern given some distance metric, like the Euclidian distance. Thus, the association is a nearest neighbor searching procedure.
As an example shown in Figure 24.1, consider an auto-associative neural network that has memorized three binary image patterns for the numbers “0,” “1,” and “2.” When a distorted image “1” is fed into the network, the output pattern should be the stored image “1,” which is the closest pattern in this associative memory.

Hetero-associative memory is the same except its output patterns are coded differently from the input patterns. Therefore, we can consider that a mapping between input and output patterns is stored in the network for pattern retrieval. Hetero-association happens in many cognitive procedures. For instance, a group of neurons in one region of the brain activates neurons in multiple cortical regions.

In its simplest form, associative memory operations involve two phases: storage and recall. In the storage phase, we train the network with patterns by following a particular rule (e.g., a Hebbian learning rule, or a Palm rule) that can form a weight matrix which indicates the weights of connectivity between neurons. Therefore, in the training stage, the network stores the patterns we need in the interconnection weights. In the recall phase, the network performs pattern retrieval by using the interconnection weights to process a possible noisy version of one of the stored patterns. It is assumed that the input pattern is based on one of the stored patterns.

The number of patterns stored in the associative memory provides a direct measure of the storage capacity of a network. In the design of an associative memory, the tradeoff between storage capacity and correctness of retrieval is a challenge [7].

The earliest AM model explored by Steinbuch and Piske in the 1960s [8] was called Die Lernmatrix. It represents patterns with binary vectors and uses the Hebbian learning rule. Based on this model, Willshaw’s group improved its information capacity with sparsely encoded binary vectors and proposed a model called an “Associative Net” [9,10]. They also tried to explain some brain network functions such as short-term memory with their model [11]. In the 1980s Palm proved the storage capacity of Willshaw’s model by a different method. Palm improved his model by introducing real-value weights and an iterative structure. Brain state in a box (BSB) is another AM model proposed by Anderson’s group [12,13]. In 2007 the “Ersatz Brain Project” utilized BSB in building parallel, brain-like computers in both hardware and software [14]. The Hopfield network invented by John Hopfield in the 1980s included the idea of an energy function in the computation of the recurrent networks with symmetric synaptic connections [15]. The most important contribution of the Hopfield Network is that it connects neural networks with physics and the method of analyzing network stability from the viewpoint of a dynamic system.

24.1.2 Oscillatory Neural Networks

We base our AM model design on the work of Hoppensteadt and Izhikevich that studied weakly connected networks of neural oscillators near multiple Andronov–Hopf bifurcation
points [16]. They propose a canonical model for oscillatory dynamic systems which satisfy four criteria:

1. Each neural oscillator comprises two populations of neurons: excitatory neurons and inhibitory neurons.
2. The activity of each population of neurons is described by a scalar (one-dimensional) variable.
3. Each neural oscillator is near a nondegenerate supercritical Andronov–Hopf bifurcation point.
4. The synaptic connections between the neural oscillators are weak.

Given these conditions, this canonical model can be represented by the function:

\[
\frac{dz_i}{dt} = (\rho_i + i\omega_i)z_i + d_i|z_i|^2 + \epsilon \sum_{j=1}^{n} C_{ij}z_j
\]

(24.1)

Where:

- \(z = x + iy\) Complex oscillator variable
- \(\rho_i\) Damping of oscillators
- \(\omega_i\) Natural frequencies of oscillators
- \(d_i\) Nonlinear factor, ensures stable amplitude
- \(\epsilon\) Coupling parameter, typically small (weakly coupled)
- \(C_{ij}\) Coupling matrix, represent coupling strength between two oscillators similar to the weight matrix in previous models

This dynamic model was proved to be able to form attractor basins at the minima of a Lyapunov energy function by adjusting the coupling matrix though a Hopfield rule [15]. In other words, a network that consists of oscillators described by this canonical model can learn patterns as represented by phase errors and perform the functions of an associative memory.

An example of Oscillatory Neural Network that shares the same structure as a recurrent feedback Hopfield network is depicted in Figure 24.2.

The oscillator cluster (OSC1, OSC2, OSC3, . . . , OSCn) are coupled by a matrix of multipliers and adders that contain the coupling coefficients, shown as the \(C_{ij}\) box. The outputs are fed back to the network as the coupling term of Equation 24.1 for the recurrent evolution process until the network state is completely stabilized at an attractor.

Hoppensteadt and Izhikevich’s Oscillatory Neural Network model demonstrates a similar functionality and dynamic behavior as the Hopfield Network [15]. An example of Oscillatory Neural Networks serving as an AM model is presented in the next part of this section.

### 24.1.3 Implementation of Oscillator Networks

To illustrate how to implement an Oscillatory Neural Network in hardware, we choose the example of an oscillator network composed of phase-locked loops [17]. The behavior and structure of this simple network helps to understand how Oscillatory Neural Networks can store and retrieve patterns.
A phase-locked loop is a device that generates an output signal whose phase is related to the phase of an input “reference” signal. As Figure 24.3 shows, it consists of a voltage-controlled oscillator and a phase detector implemented as a multiplier and low pass filter.

This circuit compares the phase of the input signal with the phase of the signal derived from its output oscillator and adjusts the frequency of its oscillator to keep the phases matched. The signal from the phase detector is used to control the oscillator in a feedback loop. Frequency is the derivative of phase, therefore, keeping the input and output phase in lock step implies keeping the input and output frequencies in lock step. Consequently, a phase-locked loop can track an input frequency, or it can generate a frequency that is a multiple of the input frequency.

A network of PLL circuits can form a structure similar to the canonical oscillator network described above. The input signal of each PLL is the weighted sum of the outputs of every PLL,
including itself. The only additional operation is that there is a π/4 delay in the feedback loop to make the input signals and reference signals inside the PLL orthogonal.

By simulation in Matlab, we can observe the properties of the PLL network more directly. We have built the model with the following parameters:

- \( N = 64 \) Number of oscillators
- \( f = 1000 \) Natural frequency of VCO (Hz)
- \( d = 1/(f \times 100) \) Simulation step size
- \( T = 0.5 \text{ s} \) Simulation time
- \( \text{sens} = 100 \) Sensitivity of VCO
- \( \text{amp} = 1 \) Amplitude of VCO output
- \( K_d = 1 \) Gain of phase detector

Transfer function of loop filter: \( T(s) = \frac{10}{s + 10} \)

Step iteration rule: \( \Delta V_c = f_c [\text{PD}_{\text{out}} - V_c(n - 1)], V_c(n) = V_c(n - 1) + \Delta V_c \)

As an example of the operation of this model we can store two patterns, the \( 8 \times 8 \) images of “1” and “5” and observe the convergence behaviors of the array. In Figure 24.4 we use a random binary image (as a “very noisy” input), start the simulation, and observe the evolution process of the phase behavior of the oscillators. The system converges to the closest stored pattern, which is “5” in this case.

We plot the phase error between the oscillators in terms of their cosine value. In Figure 24.5 we see the time evolution of the phase error.

In a second test, we give the system a random gray scale image, which means that the initial condition is not fixed to binary values. Similarly, Figure 24.6 and Figure 24.7 show the retrieval process.

From the experiments above, we suggest that the phase-locked loop, as both a model and an implementation for the basic neuron of oscillatory neural network, is able to behave as a canonical oscillator model. However, it is costly in terms of hardware resources compared with several novel devices presented later. It also has a slow convergence speed. In fact, based on our experiments, the PLL networks that use the Palm coding rule does not always converge.

Compared to the PLL, other oscillator circuits could be better choices for building an AM model, for instance, oscillators based on the Neuron MOS or the spin torque nano-oscillators (STNO). The Neuron MOS transistor is a type of MOS transistor that has multiple floating gates used to model a neuron [18]. In a simple CMOS ring oscillator, an inverter consisting of neuron PMOS and NMOS transistors has an input voltage capable of controlling the delay of

![Figure 24.4](image.png) Binary image pattern retrieval in a PLL network
**Figure 24.5** Evolution of the phase error in a binary image pattern retrieval process

**Figure 24.6** Grayscale image pattern retrieval of PLL network

**Figure 24.7** Evolution of the phase error in grayscale image pattern retrieval process
signal propagation and thus changes the oscillating frequency [19]. The STNO is an emerging nano-device that can also be used to implement an oscillator AM model. STNOs work on injection of high density current into multiple magnetic thin layers. Current-driven transfer of angular momentum between the magnetic layers in such a structure results in spontaneous precession of the magnetization once the current density exceeds the stability threshold. This magnetization precession generates microwave electrical signals as a result of an effect called giant magneto-resistance (GMR) that occurs in such magnetic multilayer structures [20]. STNOs demonstrate the functionality associated with VCOs, including frequency modulation and injection locking [21,22]. Given these characteristics, STNOs can couple with each other either by mutually locking on phase or by shifting each other’s frequency.

Different from the structure of PLL-based oscillatory neural networks with fully connected feedback (Figure 24.2), these oscillators are designed to couple together through one node and thus form a cluster, as shown in Figure 24.8. A cluster model composed of such nano-oscillators needs no complex feedback connection matrix. Each oscillator is sensitive to all others and can simultaneously influence them without coefficients computed from multipliers and adders. Further, the number of interconnects scale as $N$ rather than $N^2$. However, even for this much simpler network, the dynamic behavior of these oscillators is still determined by the energy function of the network.

A new AM unit can be designed with supportive circuits around such nano-oscillator clusters. Figure 24.9 depicts a simple structure of such an AM unit. This model’s architecture is designed like a Content Addressed Memory (CAM). It is composed of multiple “Associative Words” that contain nano-clusters with local template memories and code memories, write/match control circuits, and circuits for output. As a hetero-associative memory, the template memory and code memory respectively store the memorized pattern and their code representations. Write/Match control circuits control the modes and operation of the AM unit. It has three input signals; an input pattern $X_i$, the code representation $C_i$ for new stored pattern, and the model control signal. The circuits for output detect all the degrees of match (DoM) from each oscillator cluster and return the maximum DoM, $d^*$, with the corresponding winner pattern’s code, $C_i$, as the final outputs of the recognition process.

This AM unit has two modes, Write and Match. In the Write mode, it stores each new pattern in the local template memory of each cluster. In the Match mode, the oscillator clusters read the differences between the input pattern and stored patterns, and then outputs the (DoM). Thus,
the result for pattern recognition will be the pattern within the cluster which outputs the maximum DoM.

In the binary domain, this AM unit model can be abstracted as a simple Palm Network Model with all the patterns sparsely represented by unary codes [23]. However, in the real number domain, the oscillator clusters utilize a quite different distance metric based on the nano-oscillator’s nonlinear behavior for matching.

From the perspective of nano-device technology, it may be difficult to couple a large number of nano-oscillators together, and we do not yet know about the capacity of an AM model in such a cluster structure. However, compared to the structure of traditional recurrent feedback neural networks implemented on hardware, the advantages of this AM cluster design for nano-oscillators includes fewer wires and connections, lower memory costs, and shorter convergence time.

24.2 Hierarchical Associative Memory Models

In the previous section, we have shown that weakly coupled oscillatory neural networks are capable of memorizing multiple patterns and retrieving the “closest” one to an input pattern. Taking this idea one step further, we believe that oscillatory neural networks can also perform the functions of the Palm model and form a complete associative memory system.

Nevertheless, there still exist many technical problems when novel oscillatory devices are used to form large-scale neural networks. Full connection within the associative memory requires the full and tuned connection of oscillators within the network, which is difficult for coupling between nano-scale oscillators. Even if we can build a large “flat” neural network, the maximum efficiency of a fully connected Palm model can only reach 35% [22]. Compared with a biological neural system, this type of model has a very low efficiency.

On the other hand, hierarchical structures have been identified in the neocortex of human beings and this area of the brain is believed to perform the functions of memory retrieval and
logical inference [24]. We can hypothesize that a large number of associative memories are organized hierarchically in this structure. For both these reasons, we have investigated the design of a hierarchical associative memory system made by connecting Palm models.

24.2.1 A Simple Hierarchical AM Model

Figure 24.10 illustrates a three-level hierarchical model that can memorize $8 \times 8$ binary images (64 bits in total). As Figure 24.10 shows, each AM unit ($X_1$ . . . $X_4$, $Y_1$, $Y_2$, and $Z_1$) represents one Palm network with 16 input neurons and eight output neurons. Every AM unit in a higher level receives the output of two units from the lower level. The training patterns and the test patterns are sliced into four pieces (shown with red lines) and are respectively fed into the four “$X$” modules in the bottom level.

The hierarchical model is trained from lowest level (X level) to the highest level (Z level) either using the Palm model’s training rule [22] or by writing the patterns directly into the memory. After each lower level is trained, it feeds its output vectors as the training vectors to the next higher level. Therefore, eventually, every AM unit learns the patterns of its receptive field (the fraction of the pattern under it in the hierarchy) and builds the input–output mapping function to generate a corresponding output vector. The pattern retrieval task, like the training task, is processed sequentially. In this case, we put a distorted image pattern into the X level. The AM units at the X level will output unary codes to the Y level, which will then generate output codes, and the module at the Z level will recognize the whole pattern based on the Y level outputs. To more closely model the behavior of a hypothetical Palm network built from oscillatory neural networks, we adjusted the Palm model in its retrieval process. Instead of using a Heaviside function and threshold as the output, we take a “winner take all” (WTA) strategy. In this technique, the DoM is obtained by comparing two binary vectors with the bit-OR operation like a Palm model, which indicates the similarity between the input pattern and each memorized pattern. And, the pattern with the highest DoM is the winner. All other patterns will be “losers.” A winner is randomly picked when multiple patterns have the same highest DoM.

In our tests, we use a unary code for the output pattern of each AM unit and train the system with four simple image patterns labeled P1 to P4 in Figure 24.11.

To test if the hierarchical model would function as expected, we input many random binary images into the model and observed the retrieval process of each AM unit. One illustrative
example of this retrieval process is shown in Figure 24.12 and Figure 24.13. In this case, the random image shown in Figure 24.12 is recognized as an “X.”

Figure 24.13 explains the retrieval process of all the AM units in the hierarchy for the test in Figure 24.12. In this figure, the first column contains the name of all the AM units. The middle four columns give the DoM between the input pattern and each stored pattern from the perspective of each different AM unit. And the winner column shows the decision made by these AM units based on the DoM they generate. The circles and arrows explain how the higher levels compute the winner pattern through the information from lower levels. For example, X1 finds the local maximum DoM within its own receptive field is five, generated from pattern p1, and thus outputs p1 as the winner pattern, while X2 does the same thing but gets a different result, p3. Y1 reads the output from X1 and X2, and then puts the DoM from p1 and p3 equally
Therefore, “1010” will be Y1’s output. Similarly, the top AM unit Z1 makes the final decision of the system after reading the output from Y1 and Y2. It picks the third pattern p3 as the result of this retrieval process. If we only look at the DoM output from the bottom level and sum them up for each pattern, the DoM of direct comparisons from a single AM unit can be obtained. They are 10, 7, 12, and 11, respectively for p1 to p2. Obviously p3 will also be the winning pattern with the highest DoM.

After the hierarchical model’s ability to retrieve patterns was verified, we still needed to test whether the patterns retrieved met our expectations of finding the “right” pattern that is in agreement with our human perception. Hence, we developed a “robust test” where we used an input pattern with some part of the pattern exactly the same as a trained pattern and some part of the receptive field distorted. Figure 24.14 presents the recovery of two such distorted patterns and the DoM of each Palm network as the recognition process proceeds.

These simulation results show that this simple hierarchical AM model can memorize and retrieve patterns with results similar to a large single “flat” associative memory as a nearest neighbor classifier.

### 24.2.2 System Improvements

The simple model we discussed above illustrates the first step of our exploration of hierarchical AM architectures. However, as we explain below, there are several deficiencies in this model. We next provide an analysis of these problems and provide corresponding solutions as improvements to the AM system.

#### 24.2.2.1 Pattern Conflict

During the pattern retrieval process, when the lower level’s AM units output different patterns with the same DoM, the system sometimes performs recognition poorly due to the random choice for tie breaking. In the case shown in Figure 24.15, the correct pattern should be p1. But the AM units in the second level and top level randomly pick a pattern between p1 and p3 because they have the same DoM in the local AM unit. Since the AM units in the same layer are independent and cannot communicate with each other, the AM unit from the higher layer receives incomplete information and thus retrieves an incorrect pattern. We define this phenomenon as Pattern Conflict, which reflects the weakness of the hierarchical AM model.
structure in passing and abstracting global information. Without more connections between networks, associative information from different receptive fields is lost from the lower levels to the higher levels.

24.2.2.2 Difficulty in Information Abstraction

In an ideal hierarchical structure, the higher level input vectors are the concatenation of lower level modules’ input vectors to prevent information loss. Thus, the size of the network increases as one goes to higher levels. Unfortunately, the oscillator AM module cannot be very large due to the practical considerations of implementing large networks. Therefore, if we keep all the AM units the same size, the output patterns from the lower levels to the higher levels have to be abstracted into shorter vectors which causes a loss of the input pattern’s original information.

24.2.2.3 Capacity Problem

In real applications, a hierarchical AM system may be required to memorize a large number of patterns. Since we cannot store all patterns in a single AM module, and we have fewer AM units in the higher level of a hierarchical model, the capacity problem becomes increasingly serious. Given the fact that the top level has only one AM unit, it cannot store as many patterns as the bottom level. In addition, for an oscillator network, more patterns usually mean lower speed and lower accuracy.

24.2.2.4 An Improved Hierarchical AM Model

We solve these problems described above by modifying our hierarchical design in three ways: structure, representation, and training rule. We keep the hierarchical design but change the receptive field of each block, as Figure 24.16 shows. Consider the input image as a $64 \times 64$ matrix, every module receives the input of a $2 \times 2$ square area from its lower level. The bottom Level (L1) slices the input image into $16 \times 16$ blocks and each block has $4 \times 4$ pixels. This design is better at resisting distortions and noise in the image pattern than the earlier structure.

To keep every AM module the same size, the output vectors of the four AM units are translated into a binary code and concatenated to the input vector that is fed to higher levels.
In this case, each AM unit can memorize 16 16-bit binary vectors. Their outputs are coded into a four-bit vector and fed to the next level, as shown in Figure 24.17.

The function of the 16-4 encoder is to convert the output of the 16-bit unary code into a four-bit binary code. The original 16-bit unary code indicates the index of the output pattern. To obtain the DoM, we use the XNOR operation instead of the multiplication in the Palm model. Figure 24.18 provides an example of how the AM unit recognizes patterns. Here the DoM is measured by the Hamming distance between the input pattern and each of the stored patterns. The unary code output has a single “1” at the index of the highest DoM.

![Figure 24.16 Pattern representation between layers](image)

![Figure 24.17 Encoders between two layers in the hierarchical model](image)
24.2.3 Simulation and Experiments

After making these changes, we test the performance of our improved system. For these tests, we randomly pick 16 $64 \times 64$ images that were converted to binary images from JPEG color pictures, as presented in Figure 24.19. Two sorts of input patterns are used for each of two tests, the first one is the original image with added noise, and the second one is a combination of different parts of two images. In these two tests, the hit rate is defined as the number of trials
that our model retrieves the correct pattern divided by the total number of trials. The hit rate represents the ability of the model to perform pattern matching.

### 24.2.3.1 Noisy Pattern Retrieval Test

In the noisy pattern retrieval test, we randomly choose a percentage of image pixels and flip their value. This sort of noise is added to every image in the data set. Figure 24.20 shows the two examples of 25% noise added to an image. For this amount of noise, it is even hard for a human to recognize these patterns.

We vary the noise percentage from 0 to 50% and run each simulation 500 times for each pattern under different noisy inputs. We observe the hit rate of each simulation. Figure 24.21 gives the hit rate for all 16 patterns. We can see that even for a relatively high degree of noise, the hierarchical AM model performs quite well.

### 24.2.3.2 Pattern Conflict Test

To test if the Hierarchical AM model solves the pattern conflict problem, we intentionally combine two images by replacing some columns of one image by another’s. In the simulation, we vary the replacement ratio from 10 to 50% and use 16 different patterns to interfere with the fourth pattern. The curves of hit rates and replacement ratios are shown in Figure 24.22. From this result we find that this model reduces pattern conflicts as we expect.

### 24.2.3.3 Pattern Storage

Figure 24.23a–d presents us with the utilization of storage space from the bottom level of hierarchy to the second level from the top. We did not show the top level because we know the top level has only one AM unit and stores all 16 patterns. The heights and colors of the 3-D bars indicate how many patterns each AM unit memorized for this data set. The color bar gives the color code of these four graphs from violet (0) to red (16). The maximum bar height is 16, which is the total capacity of the AM unit, represented with red. The x and y axis show the position of a module in the AM array of each layer. As we expected, AM units in the lower levels store fewer vectors than AM units in a higher level because some images share the same
Figure 24.21  Hit rate versus noise degree in noise retrieval test

Figure 24.22  Replacement ratio versus hit rate in pattern conflict test
pattern in a small receptive field. For this test, both level 1 and level 2 run out of storage, we cannot memorize more patterns without changing the size of the AM unit. This illustrates a fundamental problem of the associative memory. If we choose to perform a direct comparison between a set of memorized patterns and an input pattern, the system must scale to accommodate all the patterns. However, it is not practical to build such a large monolithic AM unit. Therefore, in the next section, we investigate a new hierarchical architecture and algorithm which allows us to support large data sets.

### 24.3 N-Tree Model

To address the fundamental capacity problem that stems from the need for direct comparisons between the input and the data set, we introduce the N-Tree model [25]. In this model, we perform indirect comparisons between the input and representative patterns for subsets of the data. We also investigate the use of branch and bound search to improve the performance of this model.

#### 24.3.1 N-Tree Model Description

The Hierarchical AM model we investigated above does not solve the capacity problem because it only partitions the pattern vectors and compresses them. The input pattern still has to be compared with all the memorized patterns for the nearest neighbor search. Therefore,

![Figure 24.23 The memory usage of each layer of the hierarchical model](image-url)
it is difficult to scale and cannot effectively handle large data sets in high dimension spaces, since both the number and length of vectors grow. Given the fact that a tree structure always contains the least information in its root node and the most information in the totality of its leaf nodes, we reconsider the organization of the data set and propose another model called the N-Tree model.

### 24.3.1.1 Model Structure

Assume there is a pattern set with \( m \) patterns, \( \{p_1, p_2, \ldots, p_m\} \), required to be memorized by an AM system. When the number of patterns, \( m \), is very large, it becomes difficult for a single AM unit based on oscillators to hold all the patterns. As discussed previously, this is due to both fabrication and interconnects symmetry constraints. In order for the oscillators to work correctly as a pattern matching circuit, the oscillators need to be matched in performance and the interconnect needs to be symmetrical. Both of these goals can only be reliably achieved if we keep the clusters of oscillators relatively small. Therefore, as a solution to this problem we use a hierarchical AM model that organizes multiple AM units into a tree structure.

If each AM unit can only store \( n \) patterns, while \( m > n \), then the \( m \) patterns can be clustered hierarchically into an N-Tree structure and stored in an AM model with the corresponding architecture. In this tree structure, every node is an AM unit and has at most \( n \) children nodes. Only leaf nodes (nodes that have no children) store specific patterns from the original input set: \( \{p_1, p_2, \ldots, p_m\} \). The higher nodes are required to memorize the information associated with different levels of pattern clusters. Thus, every search operation, to retrieve one pattern, results in a path in the tree from the root to a leaf. During the retrieval process, the key pattern is input recursively into the AM nodes at a different level of the tree and finally the pattern with the highest DoM is output.

For example, if we take the simple case where \( m = 8 \), \( n = 2 \), this case forms the binary tree AM model shown in Figure 24.24. At the root node, patterns are clustered into two groups, \( \{p_1, p_2, p_3, p_4\} \) and \( \{p_5, p_6, p_7, p_8\} \), respectively, associated with two representative patterns: \( C_{11} \) and \( C_{12} \). There are several ways that the \( C \) patterns can be generated during training, as explained below. From the second level, these two groups of patterns are split again into four
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groups and are stored in four AM units in the third level. In effect, each AM node has an associated pattern, $C$, stored in its parent node which represents the patterns in its local group.

### 24.3.1.2 Training Process

Once the hierarchical structure of the AM model is fixed, the next question is how to organize the patterns into a tree structure and which features can be used for the recognition at each node? These questions determine the method of training and pattern retrieval. Notice the fact that the AM unit always outputs the pattern with the highest DoM, namely the one nearest to the input pattern in the data space. For this work, we use a hierarchical $k$-means clustering algorithm.

$k$-Means clustering [26] is a method of cluster analysis which aims to partition n patterns into $k$ clusters in which each pattern belongs to the cluster with the nearest mean. Since these are multi-dimensional means, we also refer to them as “centroids.”

The steps of the algorithm can be summarized as:

1. Randomly select $k$ data points (vectors) as initial means (centroids).
2. Assign every other data point in the training set to its closest mean (Euclidian distance) and thus form $k$ clusters.
3. Recalculate the current mean of each cluster based on all the data points that have been assigned.
4. Repeat (2) and (3) until there are no changes in the means.

Hierarchical $k$-means clustering is a “top-down” divisive clustering strategy. All patterns start in one cluster and are divided recursively into clusters by clustering subsets within the current cluster as one moves down the hierarchy. The clustering process ends when all the current subsets have less than $k$ elements, and they are nondividable. This algorithm generates a $k$-tree structure that properly matches our AM structure. The internal nodes are centroids of each cluster in different levels and the external nodes (leaf nodes) are exact patterns. During the clustering process, some clusters may become nondividable earlier than others and, therefore, have higher positions in the tree than the other leaf nodes.

Consider the previous example, the first clustering generates two clusters, \{p_1, p_2, p_3, p_4\} and \{p_5, p_6, p_7, p_8\}, with centroids $C_{11}$ and $C_{12}$. Then these two clusters are split into four subclusters, \{p_1, p_2\}, \{p_3, p_4\}, \{p_5, p_6\}, and \{p_7, p_8\}. Their centroids are $C_{21}$, $C_{22}$, $C_{23}$, and $C_{24}$. Since the number of patterns in one cluster is less than the threshold, we set ($n = 2$) and the clustering process ends. After the centroids and patterns are written into each AM node correctly, the training process is finished.

### 24.3.1.3 Recognition Process

The pattern retrieval process starts from the root node. When we input the pattern that needs to be recognized, the AM unit at the root node will output the nearest centroid as the winner. This centroid will lead to a corresponding node in the next level and the system will repeat the recognition process until the current node is a leaf node. The final output is a stored pattern rather than a centroid. Considering the same example as above, assume we have a test pattern $p_t$, which is closest to $p_5$. The retrieval process is:

1. Input $p_t$ to the root node AM0, the output pattern is $C_{12}$, which points to the AM2 of level 1, with the cluster \{p_5, p_6, p_7, p_8\}. 
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2. Input $p_i$ to L1-AM2, the output pattern is $C_{23}$, which points to the AM3 of level 2, with the cluster $\{p_5, p_6\}$.
3. Input $p_i$ to L2-AM3, the final output pattern is $p_5$.

In general, the N-Tree model reduces the steps of comparison by locating the input pattern in different clusters. Also, this architecture makes an AM system capable of scaling up or down as the data set changes. We only need to vary the tree structure of the data set.

### 24.3.2 Testing and Performance

In this section, we use two image data sets to evaluate the performance of the N-Tree model. The first data set is from the ATT Cambridge Image Database [27]. This data set contains 400 grayscale images of human faces. These images are photos of 40 people with 10 views for each person. The original images have $92 \times 112$ pixels with 256 gray levels.

We convert the image size into $32 \times 32$ and normalize the intensity of all the images by the following method:

1. Calculate the means of the grayscale values of all pixels for each image, $(x_1, x_2, \ldots, x_{400})$.
2. Calculate the mean of all images’ pixels, $(x_1, x_2, \ldots, x_{400}), M = \frac{\sum_{i=1}^{400} x_i}{400}$.
3. For the $i$-th ($1 \leq i \leq 400$) image, every pixel is scaled by multiplying the factor $\alpha = \frac{M}{x_i}$ so that all the images in the data set are normalized to the same intensity.

For the tests in this section, we do not use any image processing techniques, like feature extraction, to preprocess these images. Rather, the pixel values of an image, or centroid, are directly stored as one vector in our AM model. The purpose of the normalization of size and intensity is to make all pattern vectors fit our model.

In these tests we define the size of our AM unit as $16 \times 1024$. One AM unit can store 16 images and each image has 1024 ($32 \times 32$) pixels. Thus the nodes of the tree structure can have at most 16 child nodes, instead of two in the example above. The definition of the algorithms in terms of both the training and recognition process remain unchanged.

In this task, the N-Tree model is required to recognize the person in the input image after training. We use a hierarchical version of the ARENA algorithm, a simple, memory-based algorithm for face recognition algorithm [28], which performs nearest neighbor search with a reduced-resolution face image. For evaluation, first, we split the data set into two parts, a training data set and a test data set. The partitioning is based on the subjects. For each subject, we pick nine images for training and one for test. Thus there are 360 images in the training data set and 40 images in the test data set.

After the tree structure has been built from the 360 images, we input images of the test data set sequentially. If the output image and the input image belong to the same subject (from different views) we say the recognition is successful, otherwise we call it a failure. The “hit rate” of this simulation is computed based on the 40 test results, one per subject.

In order to evaluate the system’s performance, we use a cross-validation technique [29]. For each run, we randomly pick images for training and for test of each subject such that the model is trained and tested on different data set every time. One example of this partitioning is shown in Figure 24.25. We performed 1000 runs each with a different partition.
This testing environment allowed us to examine two questions. First, what is the influence on performance brought by different norms used in the nearest neighbor search? And second, how good is our hierarchical model’s performance compared with a single AM module? Each of these questions is fundamentally important to understand the capability of the N-Tree. Because we have no precise model of a distance metric for the behavior of coupled nano-oscillators, we use several different norms to test in our model. Moreover, since the retrieval performance depends on both the data set and the algorithm we use, our goal is to achieve the performance as an ideal single AM.

To gain some insight into the qualities of different norms, we tested different distance metrics for both the $k$-means clustering and the searching processes. The model was tested using an L2 norm, L1 norm, and L0 norm respectively.

The L2 norm is the Euclidean distance. On an $n$-dimensional vector space, the distance between two vectors $x$ and $y$ can be defined as:

$$d(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2} \quad (24.2)$$

The L1 norm is also known as city block distance, or Manhattan distance, which is defined as:

$$d(x, y) = \sum_{i=1}^{n} |x_i - y_i| \quad (24.3)$$

Similarly, the L0 norm is defined as:

$$d(x, y) = \sum_{i=1}^{n} \delta_i, \quad \text{where} \quad \delta_i = \begin{cases} 1, & \text{if } x_i - y_i > \theta \\ 0, & \text{otherwise} \end{cases} \quad (24.4)$$

$\theta$ is a customized threshold that is determined by the data set in this case.
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For comparison between our hierarchical methods and a direct implementation of ARENA, we assume we have an ideal single large AM unit that can hold all 360 images and can classify each input image by directly comparing the DoM to every memorized image. This model represents the best performance possible using pixel by pixel distance to classify the face image data.

The results of these tests are summarized in Figure 24.26. It gives the average hit rates and standard deviations of the N-Tree model and the ideal single AM module under different norms. While the standard deviations of all these tests are very small compared to the average hit rates, the N-Tree model’s standard deviations are larger than the single AM module because different training data sets generate different trees of data clusters, which directly influences the performance of retrieval. Considering the three different norms, the $L_0$ norm is the best distance metric for nearest neighbor search, while the $L_1$ norm is the second, and the $L_2$ norm is the worst. However, the $L_0$ norm performs the worst for N-Tree model, because it is not a good norm for the $k$-mean clustering algorithm and thus leads to a bad data clustering.

For the ATT data set, when compared to an ideal “flat” single AM model, our N-Tree model is very close to the best performance with a higher efficiency. Even though the AM performs its comparisons in parallel for each case, the large single AM model has to compute the DoM for all of the 360 stored images, while the N-Tree hierarchical model with a three-level depth performs at most $3 \times 16 = 48$ operations of comparison with a time penalty of only $3x$.

After verifying our model’s functionality as an AM system, we employ the same noise test as we used in the previous section to examine the performance of the N-Tree model on a different real application. Salt and pepper noise is a form of noise typically seen on images. It appears as randomly occurring white and black pixels. We keep the training data set and test data set unchanged but make noisy input images by adding salt and pepper noise to test images with a density ranging from 0 to 0.5. Figure 24.27 shows different levels of noise density.

We run the simulation 1000 times with each image under each noise density and compute the hit rate. Figure 24.28 shows the 40 hit rate curves representing each of the 40 images’ retrieval tasks. Though a noise density larger than 0.1 can make the image hard to recognize for human eyes, the N-Tree model can still achieve a high hit rate for most of these images.

Although the tests above show good performance for the hierarchical AM model on the ATT data set, we note that our model still fails to achieve the exact performance of the large single AM model (ARENA’s direct implementation). In order to test our performance on a larger and more challenging problem, we used a second data set from The Facial Recognition Technology (FERET) Database [30]. The test subset we used has 2015 grayscale images of human faces.
from 724 people. For this data set, each subject has a different number of images, which range from 1 to 20. These images also include various facial expressions.

For the second set of tests, we use the same technique and same system specification as the ATT data set tests. That is, for each person, pick one image for testing and the rest for training. This gives 1291 images in the training data set and 724 images in the test data set. However, among these 724 subjects, the training set may have very few or even no images for some people. For example, if there is only one image for a person, this image will be used as test data and never be recognized correctly because the cluster analysis will have no instances of the person to train with. Hence, the recognition task on this data set is more difficult than that of the ATT data set due to it having more classes, unbalanced training data, and images with diverse features.
The results are presented in Figure 24.29, which indicates that hit rates of both the single flat AM model and the N-Tree decreased when compared to the ATT data set. Further, for this test data, the N-Tree model performs much worse than the single AM model with hit rates of only 29–51%.

24.3.3 Fan-out versus Performance

Since our goal is to obtain the same retrieval performance as a single flat AM, we explore the correlation between the clustering tree’s fan-out and performance. The fan-out of the N-Tree model is the size of each AM node. For example, if the fan-out is four, each data cluster splits into four subclusters during hierarchical k-means clustering, and each AM node can only store four subcluster centroids or image vectors. For a tree of a data set generated from hierarchical k-means clustering, fewer children for each node usually means smaller clusters, which may increase the possibility of making a mistake during the retrieval procedure. This is because once an AM unit outputs the “closest” centroid of a subcluster, the input pattern is compared with data in this subcluster only and may miss the real closest patterns. However, a larger cluster means more comparison operations and lower speed, to give a higher possibility of finding the right answer. We repeat the same simulation on the FERET data set but vary the fan-out number from 2 to 30. The results are all plotted in Figure 24.30. As we expect, generally a higher fan-out number improves the hit rate to some extent. However, it is still far worse than our goal.

24.3.4 Branch and Bound Search

The simulation results above tell us that the clustered data structure generated from the hierarchical k-means algorithm cannot provide us the same performance as the flat single AM model. The reason is that the hierarchical k-means clustering is initialized randomly and might not always cluster all the data to its nearest neighbor centroid.

To improve the performance of the hierarchical architecture, we adopt an algorithm called branch and bound search [31]. The basic idea is to search additional nodes that possibly contain a better answer, after we finish a routine N-Tree search. In other words, when a leaf node is
visited at the end of the walk down of the tree using associative processing, we backtrack on the tree and check other nodes. The branch and bound search algorithm provides a method for generating a list of other nodes that need to be searched in order to optimize the result.

In branch and bound search, a simple rule can be used to check if a node contains a possible candidate for the nearest neighbor to the input vector. For a cluster with centroid $C_i$, we define its radius $r_i$ as the farthest distance between the centroid and any element in the cluster. Here we define $X$ as the input vector and $B$ as the distance between $X$ and the best nearest neighbor found so far. Thus, if a cluster satisfies the condition:

$$B + r_i < d(X, C_i)$$  \hspace{1cm} (24.5)

where $d$ is the distance function, then no element in cluster $C_i$ can be nearer to $X$ than the current bound $B$. Initially, $B$ is set to be $+\infty$. The distance function $d$ gives the distance between two vectors as defined by a norm, for example, $L_0$, $L_1$, or $L_2$. This rule is illustrated in Figure 24.31.

![Figure 24.31](Figure 24.31 Branch and bound search rule)
The full branch and bound search algorithm can be summarized as:

1. Set $B = +\infty$, current level $L = 1$, and current node to be root node.
2. Place all child nodes of root node into the active list.
3. For each node in the active list at the current level, if it satisfies the check rule, remove it from the active list.
4. If the active list at the current level is empty, backtrack to the previous level, set $L = L - 1$, terminate the algorithm if $L = 0$, go to (2) if $L$ is not 0. If there is a node in the list, go to (5).
5. In the active list at the current level, choose the node that has the centroid nearest to input vector and call it the current node. If the current level is the final level, go to (6). Otherwise set $L = L + 1$, go to (1).
6. In the final level, choose the stored vector which is nearest to the input vector $X$, and update $B$. Back track to previous level, set $L = L - 1$, go to (2).

Theoretically, branch and bound search can be guaranteed to find the nearest neighbor of an input vector from a hierarchical $k$-means clustered data set, which means it should have the same recognition performance as the flat single AM model.

Therefore, we enhance the N-Tree AM search with the branch and bound search algorithm and repeat the face recognition task. With the same training model, we see that branch and bound search always achieves the same performance as the ARENA algorithm, regardless of data set and fan-out for the N-Tree model. Figure 24.32 compares the hit rates of the flat (ARENA) model, the pure N-Tree model, and the branch and bound algorithms when the fan-out is four. The results indicate that the N-Tree model with branch and bound search can achieve the same performance of the ideal single AM module.

Table 24.1 gives us the number of nodes visited for the branch and bound search and indicates the efficiency of this technique compared to the simple N-Tree search with the L1 norm. However, the price of higher performance is lower efficiency. Without branch and bound search, the number of nodes visited is always just the depth of N-Tree structure, on average 9.3. To test all the possible candidates for nearest neighbor, the algorithm has to access additional nodes in the tree, on average 159.9, with a standard deviation of 86.2. This extra work is what is
required to achieve the comparable performance of the flat network shown in Figure 24.32. Thus, there is an obvious tradeoff between hit rate and processing speed. The original search routine for the N-Tree model is “depth-only” one-way from the root node to a leaf node. In other words, if one AM unit in the middle level makes a wrong decision due to an imprecise clustered data set, the final output vector will be incorrect. In contrast, the branch and bound search provides opportunities to backtrack and search more possible clusters in other AM units at the cost of total search speed. As Table 24.1 shows, the average number of nodes that branch and bound search visits is 17 times as many as the original search of N-Tree model.

To speed up the search, we adjust the branch and bound search by fixing the condition of the checking rule as follows:

\[ B + \alpha \cdot r_i < d(X, C_i) \]  

where \( \alpha \) is a factor used to reduce the effective radius of the clusters, and ranges from 0 to 1. For some clusters, most elements are far away from \( X \), only very few of them are in the bound. These clusters rarely contain the nearest neighbor. However, by the previous rule, we have to search them to guarantee optimality. Reducing the cluster’s radius can help us avoid these less likely clusters and access significantly fewer nodes in the process.

In a final test, we sweep the value of \( \alpha \) from 1 to 0 and observe the trends of hit rates and number of nodes visited during the search. The result is shown in Figure 24.33. We notice that the slopes of the three curves are different. Nodes searched decreases as radius is reduced. But the hit rate stays the same until \( \alpha \) gets to 0.4. Thus, by reducing the cluster radius to some extent, we can improve the efficiency of searching without significantly sacrificing the hit rate.

### 24.4 Summary and Conclusion

#### 24.4.1 Summary

In this chapter, we introduce the basic concept and brief history of associative memories both from the perspective of a pattern matching memory and in terms of their relationship to Oscillatory Neural Networks and develop a hierarchical associative memory for pattern matching.

We start by presenting the simulation of a hardware-based model of an Oscillatory Neural Network using phase-locked loops and simulate this model to show the functionality of these systems for pattern matching. We show that they perform this function by minimizing the energy of the system as they phase and frequency lock. We develop the design of an Associative Unit as a basic architectural building block and discuss several alternative emerging technology-based devices as candidates for efficient implementations of these blocks.
We then show a set of evolving designs for a hierarchical associative memory system. Our first hierarchical AM model is a simple system containing three levels of AM units. We then identify three problems with this simple design when compared to an ideal fully connected “flat” AM: Pattern Conflicts, Capacity Limits, and Representation Limits. To solve these problems we develop an improved version of the hierarchical model, which can solve the pattern conflict and representation limits but cannot solve the capacity limit problem.

We solve this final problem with a fundamentally different architecture: the N-Tree hierarchical model. For this model we change both the architecture and the recognition algorithm. We first show how the stored patterns are clustered and represented. Based on this data structure, we build a corresponding hierarchical tree structure from the same AM units. We test this architecture on two human face recognition problems. To further increase the recognition performance of the system, we add a branch and bound search algorithm which increases performance with little impact on search times.

24.4.2 Conclusion

Based on the design explorations in this chapter, we foresee several important research directions that can fundamentally change our notion of computing in the next decade.

First, we need to pursue both technologies and new computational functions at the same time, and not be tied to Boolean operations as the common building block of all computation. We see that for oscillatory neural networks, we can compute the DoM in an associative memory based on the attractor basins of the system’s energy function. These can be formed by adjusting the coupling strength weights between oscillators or by using offsets on the frequency of the oscillators themselves. These networks can be implemented in one of several new technologies, including spin torque oscillators and resonant body transistor oscillators. Thus, associative pattern matching and retrieval operations can be done without using Boolean primitives.
Second, this is an opportunity to re-examine our notions of “memory” and “processing” as two distinct functions. Rather the incorporation of local processing together with storage might be a more promising avenue for the application of future nano-technologies. However, we need to address at the architectural level both the advantages and deficiencies of new technologies. We show that the scaling limitations of the oscillatory networks can be overcome by the use of hierarchy and partitioning.

Third, we must consider the application domain since we are not building general purpose processors. However, understanding the application can allow us to tailor the algorithms to more closely match the capabilities of the underlying architecture. We show that the N-Tree model can realize an efficient associative memory for high dimension real number vectors and can approach the performance of an ideal model of nearest neighbor search. However, this is only possible because we first perform a clustering of the data. Thus, we partition the application into two phases – clustering and pattern retrieval – to optimize our use of the limited size of the AM modules.

Finally, we must be creative in our solutions. We see that the limitations on the size of the AM modules leads to a partitioning of the data that is less than ideal. Therefore, we add the use of a branch and bound search algorithm to improve the hit rate at the expense of multiple probes of the memory. This enlarges the search area and thus increases the possibility of finding the nearest pattern. Branch and bound search algorithms slow down the retrieval process but this tradeoff can be optimized by varying the search rules. Therefore, by moderately increasing the complexity of our algorithm, we can approach an optimum solution for our particular application.
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25.1 Introduction

One challenge in computing systems is the need for new memory technologies that can improve overall performance. More and more frequently, the ability of a CPU to rapidly execute programs is being limited by the rate at which data can arrive at the processor. Unfortunately, scaling does not automatically solve this problem. One evolutionary solution has been to increase the size of cache memory and thus the floor space that SRAM occupies on a CPU chip. However, this trend eventually leads to a decrease of the net information throughput.

While DRAM offers higher density than SRAM, auxiliary circuitry is required to maintain the stored data. True nonvolatility has conventionally required external storage media (e.g., magnetic Hard Disk Drives (HDDs), optical CDs, etc.), with access times that are slower than the volatile memory by many orders of magnitude. Solid-State Disks (SSDs) based on NAND Flash have recently offered nonvolatility at significantly lower latencies than HDDs, but are block-based, much slower to erase than to program, and offer fairly poor cycle endurance.

The development of an electrically accessible nonvolatile memory with high speed, high density, and high endurance, referred to as “Storage Class Memory” or SCM, would initiate a revolution in computer architecture. By using CMOS-compatible fabrication technology scaled beyond the present limits of SRAM and FLASH, such a memory technology could enable breakthroughs in both stand-alone and embedded memory applications. This development could potentially provide a significant increase in information throughput beyond the benefits traditionally associated with scaling CMOS devices into the nanoscale.

This chapter is structured as follows. Sections 25.2 and 25.3 motivate and define SCMs. Sections 25.4 through 25.6 discuss target specifications and potential device solutions. Sections 25.7 through 25.10 discuss architectural implications of SCMs and open issues related to architectural exploitation.
25.2 Traditional Storage: HDD and Flash Solid-state Drives

Conventionally, magnetic hard-disk drives are used for nonvolatile data storage. The cost of HDD storage in US$/GB is extremely low and continues to decrease. Although the bandwidth with which contiguous data can be streamed is high, the poor random access time of HDDs limits the maximum number of I/O requests per second (IOPs). Also, HDDs have relatively high energy consumption, large form factor, and are subject to mechanical reliability failures in ways that solid state technologies are not. However, the sheer number and growth in HDD shipments per year (380,000 Petabytes in 2012, growing at 32% per year) means that magnetic disk storage is highly unlikely to be “replaced” by solid-state drives at any time in the foreseeable future [1].

Nonvolatile semiconductor memory in the form of NAND Flash has become a widely used alternative storage technology, offering faster access times, smaller size and lower energy consumption when compared to HDD. However, there are several serious limitations of NAND Flash for storage applications, such as poor endurance ($10^4$–$10^5$ erase cycles), modest retention (typically 10 years on a new device, but only 1 year at the end of rated endurance lifetime), long erase time ($\sim$ms), and high operating voltage ($\sim$15 V). Another difficult challenge of NAND Flash SSD is due to its page/block-based architecture. By not allowing for direct overwrite of data, sophisticated garbage collection, wear-leveling and bulk erase procedures are required. This in turn requires additional computation (thus limiting performance and increasing cost and power associated with a local processor, RAM, and logic), and over-provisioning which further increases cost per effective user-bit of data [2].

Although Flash memory technology continues to project for further density scaling, inherent performance characteristics such as read, write, and erase latencies have been nearly constant for over a decade [3]. While the introduction of multi-level cell (MLC) Flash devices extended Flash memory capacities by a small integral factor (2–4), the combination of scaling and MLC have resulted in the degradation of both retention time and endurance, two parameters critical for storage applications. The migration of NAND Flash into the vertical dimension above the silicon is expected to continue this trend of improving bit density (and thus cost per bit) while maintaining or even slightly degrading the latency, retention, and endurance characteristics of present-day NAND Flash.

This outlook for existing technologies has opened interesting opportunities for prototypical and emerging research memory technologies to enter the nonvolatile solid-state memory space.

25.3 What is Storage Class Memory?

Storage class memory (SCM) describes a device category that combines the benefits of solid-state memory, such as high performance and robustness, with the archival capabilities and low cost of conventional hard-disk magnetic storage [4,5]. Such a device requires a nonvolatile memory (NVM) technology that could be manufactured at a very low cost per bit.

A number of suitable NVM candidate technologies have long received research attention, originally under the motivation of readying a “replacement” for NAND Flash, should that prove necessary. Yet the scaling roadmap for NAND Flash has progressed steadily so far, without needing any replacement by such technologies. So long as the established commodity continues to scale successfully, there would seem to be little need to gamble instead on implementing an unproven replacement technology.

However, while these NVM candidate technologies are still relatively unproven compared to Flash, there is a strong opportunity for one or more of them to find success in applications that
do not involve simply “replacing” NAND Flash. Storage Class Memory can be thought of as the realization that many of these emerging alternative nonvolatile memory technologies can potentially offer significantly more than Flash, in terms of higher endurance, significantly faster performance, and direct-byte access capabilities. In principle, Storage Class Memory could engender two entirely new and distinct levels within the memory and storage hierarchy. These levels would be differentiated from each other by access time, with both levels located within the more than two orders of magnitude between the latencies of off-chip DRAM (∼80 ns) and NAND Flash (20 μs).

Table 25.1 lists a representative set of target specifications for SCM devices and systems, which are compared against benchmark parameters offered by existing technologies (HDD, NAND Flash, and DRAM). Two columns are shown, one for slower S-class Storage Class Memory, and one for fast M-class SCM.

### 25.3.1 Storage-type SCM

The first new level, identified as S-type storage-class memory (S-SCM), would serve as a high-performance solid-state drive, accessed by the system I/O controller much like an HDD. S-SCM would need to provide at least the same data retention as Flash, allowing S-SCM modules to be stored offline, while offering new direct overwrite and random access capabilities (which can lead to improved performance and simpler systems) that NAND Flash devices cannot provide. However, it would be absolutely critical that the eventual device cost for S-SCM be no more than 1.5–2.0× higher than NAND Flash. While such costs need not be realized immediately at first introduction, it would need to be very clear early on that costs would steadily approach such a level relative to Flash, in order to guarantee large unit volumes and justify the sizeable up-front capital investment in an unproven new technology. Note however that such system cost reduction can come from sources other than the raw cost of the device technology: a slightly higher-cost NVM technology that enables a simple, low-cost SSD by eliminating or simplifying costly and/or performance-degrading overhead components would achieve the same overall goal. If the cost per bit could be driven low enough through ultrahigh memory density, ultimately such an S-SCM device could potentially replace magnetic hard-disk drives in enterprise storage server systems as well as in mobile computers.
25.3.2 Memory-type SCM

The second new level within the memory and storage hierarchy, termed M-type storage-class memory (M-SCM), should offer a read/write latency of less than \( \sim 200 \text{ ns} \). These specifications would allow it to remain synchronous with a memory system, allowing direct connection from a memory controller and bypassing the inefficiencies of access through the I/O controller. The role of M-SCM would be to augment a small amount of DRAM to provide the same overall system performance as a DRAM-only system, while providing moderate retention, lower power/GB and lower cost/GB than DRAM. Again, as with S-SCM, the cost target is critical. It would be desirable to have cross-use of the same technology in either embedded applications or as a standalone S-SCM, in order to spread out the development risk of an M-SCM technology. The retention requirements for M-SCM are less stringent, since the role of nonvolatility might be primarily to provide full recovery from crashes or short-term power outages.

Particularly critical for M-SCM will be device endurance, since the time available for wear-leveling, error correction, and other similar techniques is limited. The volatile portion of the memory hierarchy will have effectively infinite endurance compared to any of the nonvolatile memory candidates that could become an M-SCM. Even if device endurance can be pushed well over \( 10^9 \) cycles, it is quite likely that the role of M-SCM will need to be carefully engineered within a cascaded cache or other Hybrid Memory approach [6]. That said, M-SCM offers a host of new opportunities to system designers, opening up the possibility of programming with truly persistent data, committing critical transactions to M-SCM rather than to HDD, and performing commit-in-place database operations.

25.4 Target Specifications for SCM

Since the density and cost requirements of SCM transcend the straightforward scaling application of Moore’s Law, additional techniques will be needed to achieve the ultrahigh memory densities and extremely low cost demanded by SCM, such as: (1) 3-D integration of multiple layers of memory, currently implemented commercially for write-once solid-state memory [7] and/or (2) multiple bits per cell (MLC) techniques.

Table 25.1 lists a representative set of target specifications for SCM devices and systems compared with benchmark parameters of existing technologies (HDD and NAND Flash). As described above, SCM applications can be expected to naturally separate based on latency. Although S-class SCM is the slower of these two targeted specifications, read and write latencies should be in the 1–5 \( \mu \text{sec} \) regime in order to provide sufficient performance advantage over NAND Flash. Similarly, endurance of S-class SCM should offer at least one million program-erase cycles, offering a distinct advantage over NAND Flash. In order to support offline storage, 10 year retention at 85 °C should be available.

To make overall system power usage competitive with NAND Flash and HDD, and since faster I/O interfaces can be expected to consume considerable power, the device-level power requirements must be extremely minimal. This is particularly important since low latency is necessary but not sufficient for enabling high bandwidth–high parallelism is also required. This in turn mandates a sufficiently low power per bit access, both in terms of peripheral circuitry and device-level write and read power requirements. Finally, standby power should be made extremely low, offering opportunities for significant system power savings without loss of performance through rapid switching between active and standby states.

To achieve the desired cost target of within \( 1.5–2.0 \times \) of the cost of NAND Flash, the effective areal density will similarly need to be very close to NAND Flash. This low-cost
structure would then need to be maintained by subsequent SCM generations, through some combination of further scaling in lateral dimension, by increasing the number of multiple layers, or by increasing the number of bits per cell.

Also shown in Table 25.1 are the target specifications for M-type SCM devices. Given the faster latency target (which enables coherent access through a memory controller), program-erase cycle endurance must be higher, so that the overall nonvolatile memory system can offer a sufficiently large lifetime before needing replacement or upgrade. Although some studies have shown that a device endurance of $10^7$ is sufficient to enable device lifetimes on the order of 3–10 years [8], we anticipate that the need for sufficient engineering margin would suggest a minimum cycle endurance of $10^9$ cycles. While such endurance levels support the use of M-class SCM in memory support roles, significantly higher endurance values would allow M-class SCM to be used in more varied memory applications, where the total number of memory accesses may become very large.

As was discussed above, the expected use of M-class SCM within an online system reduces the requirement of nonvolatility greatly. Here the minimum retention that would be required would be sufficient to allow recovery of transaction or other critical data from the system, within a week or so of loss of power either due to a localized or wide-scale loss of power to the overall system. Obviously, a larger retention time would support even more varied applications, including even long-term offline storage. Active power should be competitive with or better than DRAM, with standby power again being significantly lower. While M-class SCM will not need to be refreshed, it should be noted that this may not necessarily lead to large power and efficiency improvements – in existing DRAM systems, the power used and overhead associated with refresh has typically been fairly modest. However, this trend may change as DRAM itself scales to more aggressive technology nodes. As with S-class SCM, the areal density of M-class SCM will need to be high in order to support a low cost as compared with DRAM.

Note that S-class SCM could potentially fail to match NAND Flash in cost yet still “succeed” in the market, because it can offer inherently higher performance, higher endurance, and the additional benefits of direct byte-accessibility. In contrast, M-class SCM will almost certainly have to offer slower performance and lower cycle endurance than DRAM. While nonvolatility is an attractive feature that DRAM cannot provide, it is unlikely that M-class SCM will meet with widespread success unless it can also prove attractive in some combination of lower cost, higher bit density, and/or lower power usage, with respect to DRAM.

### 25.5 Device Candidates for SCM

As discussed above, numerous nonvolatile memory candidates have been researched as potential replacements for NAND Flash, or more recently, as potential enablers of Storage Class Memory. Some of these memory candidates have been successfully commercialized, yet are still unsuitable for enabling SCM. This is not surprising since the required combination of attributes – high nonvolatility (ranging from 1 week to 10 years), very low latencies (ranging from hundreds of nanoseconds up to tens of microseconds), physical durability during practical use, and most important, ultra-low cost per bit – is nontrivial to attain.

Necessary attributes of a memory device for the storage-class memory applications, mainly driven by the requirement to minimize the cost per bit, are **Scalability**, the potential for high areal density through either MLC (Multilevel Cells) and/or 3D integration, low **Fabrication cost**, long-term **Retention**, low **Latency**, low **Power**, high cycle **Endurance**, and low **Variability**.

Table 25.2 shows the potential of the prototypical memory entries and the current emerging research memory entries for storage-class memory applications based on the above parameters.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>FeRAM</th>
<th>STT-MRAM</th>
<th>PCRAM</th>
<th>Emerging ferroelectric memory</th>
<th>Conducting bridge</th>
<th>Metal oxide: bipolar filament</th>
<th>Metal oxide: unipolar filament</th>
<th>Metal oxide: bipolar interface effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalability</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>MLC</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>3D integration</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>Fabrication cost</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>Retention</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>Latency</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>Power</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>Endurance</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>Variability</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
<td>😞</td>
</tr>
</tbody>
</table>
Each of the above-mentioned categories is qualitatively described as either a strength of that technology (represented with a green face), a nonstrength (yellow face), or a decided weakness (red face), in terms of suitability for SCM applications.

The three prototypical memory candidates are FeRAM, STT-MRAM, and PCRAM. While FeRAM was the first to be commercialized, its difficulties in scalability, MLC, and 3D integration make it a poor candidate for SCM, despite its excellent latency, power, and endurance characteristics. STT-MRAM can be expected to be particularly good in latency and endurance, but achieving scalability while maintaining thermal stability, low write power, and sharply defined resistance distributions are significant challenges. In particular, implementing MLC – by stacking multiple STT-MRAM cells with different and carefully tuned characteristics – can be expected to be quite difficult to implement. While PCRAM has been shown to be scalable, capable of MLC, and only requires a unipolar selection device for 3D integration, reducing power and maintaining good endurance, retention, latency, and low fabrication costs are still a work in progress. However, the recent release of PCRAM as NOR replacement products could potentially provide an opportunity to improve these aspects for SCM applications.

Of the emerging research memory entries, the emerging ferroelectric memories such as FeFETs are quite similar to FeRAM but can be expected to be more scalable, while offering lower endurance due to charge-trapping effects. The large amount of work over the past 3–5 years in the area of Redox Memories have made it clear that these memories need to be further subcategorized into Conducting bridge memories, and Metal Oxide memories based on Bipolar Filaments, Unipolar Filaments, or Bipolar Interface effects. The metallic filaments of copper or silver in conducting bridge devices provide a large resistance contrast suitable for MLC, but also tend to lead to poor retention characteristics. While a unipolar Metal Oxide memory (such as NiO) can be more suitable for 3D integration, these memories also tend to exhibit high switching power and poor endurance. Since three of these new subcategories involve filaments, the potential for scalability should be strong. However, while Bipolar Metal Oxide memories (such as HfO$_x$ or TaO$_x$) have no other strong weaknesses, it is not yet clear whether the broad cycle to cycle variations in both resistances and switching voltages will support aggressive scaling to future technology nodes. So far, the low switching currents required at such nodes have tended to lead to increased variability. Finally, Bipolar Interface Effects in Metal Oxides such as PCMO (PrCaMnO) avoid problems related to filaments. The need to move ions across the entire device aperture tends to set up an unpleasant tradeoff between writing speed and long-term data retention.

The next section will discuss architectural issues in Storage Class Memory further. This discussion will touch on the system design and potential application spaces for SCM.

### 25.6 Architectural Issues in SCM

In traditional computing, SRAM is used as a series of caches, which DRAM tries to refill as fast as possible. The entire system image is stored in a nonvolatile medium, traditionally a hard drive, and is then swapped to and from memory as needed. However, this situation has been changing rapidly. Application needs are both scaling in size and evolving in scope, and thus are rapidly exhausting the capabilities of the traditional memory hierarchy.

By combining the reliability, fast access, and endurance of a solid-state memory together with the low-cost archival capabilities and vast capacity of a magnetic hard disk drive, Storage Class Memory (SCM) offers several interesting opportunities for creating new levels in the
memory hierarchies that could help with these problems. SCM offers compact yet robust nonvolatile memory systems with greatly improved cost/performance ratios relative to other technologies. S-class SCM represents ultra-fast, long-term storage, similar to an SSD but with higher endurance, lower latencies, and byte-addressable access. M-class represents dense and low-power nonvolatile memory at speeds close to DRAM.

In order to implement SCM, both the emerging memory technologies as well as new interfaces and architectures will be needed, in order to fully use the potential, and to compensate for the weaknesses of various new memory technologies. In this section, we explore the Emerging Research Architecture implications and challenges associated with Storage Class Memory.

25.6.1 Challenges in Memory Systems

Current memory systems range in size from Gigabytes (low-volume ASIC systems, FPGAs, and mobile systems) through Terabytes (multicore systems that manage execution of many threads for personal or departmental computing), to Petabytes (for database, Big Data, cloud computing, and other data analytics applications), and up to Exabytes (next-generation, exascale scientific computing). In all cases, speed (both in terms of latency of data reads and writes as well as bandwidth), power consumption, and cost are absolutely critical. However, the importance of other system aspects can vary across these different application spaces.

Some applications such as data analytics and ASIC systems can benefit from having associative memories or content addressability, while other applications might gain little. Mobile systems can become even more compact if many different memory tiers can be combined on the same chip or package, including nonvolatile M-class or even S-class Storage Class Memory.

Many computer systems are not running at peak load continuously. Such systems (including mobile or data analytics) become much more efficient if power can be turned off rapidly while maintaining persistent stored data, since power usage can then become proportional to the computational load. This provides additional incentive for the nonvolatile storage aspect of SCM.

Access patterns in data-intensive computing can vary substantially. While some companies continue to use relational databases, others have switched to flat databases that must be separately indexed to create connections among entries. In general, database accesses tend to be fairly atomic (as small as a few Bytes) and can be widely distributed across the entire database. This is true for both reads and writes, and since the relative ratio of reads and writes varies widely by application, the optimality of any one design can depend strongly on the particular workload.

Total cost of ownership is influenced by cost to purchase, cost to maintain, and system lifetime. Current cost to purchase trends are that Hard Disk Drives (HDD) costs roughly an order of magnitude less per bit than Flash memory, which in turn costs almost an order of magnitude less per bit than DRAM. However, cost to purchase is not the only consideration. It is anticipated that S-class SCM will consume considerably less power than HDD (both directly and in terms of required cooling), and will take up considerably less floorspace. By 2020, if the main storage system of a data center is still built solely from HDD, the target performance of 8.4 G-SIO/s could consume as much as 93 MW and require 98 568 square feet (9157 m²) of floor space [5]. In contrast, the improved performance of emerging memories could supply this
performance with only 4 kW and 12 square feet (1.11 m²) [5]. Given the cost of energy, this differential can easily shift the total cost advantage to emerging memory, away from HDD, even if a cost per bit differential still exists.

Roughly one-third of the power in a large computer system is consumed in the memory subsystem [9]. Some portion of this is refresh power, required by the volatile nature of DRAM. As a result, modern data servers consume considerable power even when operating at low utilization rates. For example, Google [10] reports that servers are typically operating at over 50% of their peak power consumption even at very low utilization rates. The requirement for rapid transition to full operation precludes using a hibernate mode. Thus a persistent memory that did not require constant refresh would be valuable.

These requirements have led to considerable early investigation into new memory architectures, exploiting emerging memory devices, often in conjunction with DRAM and HDDs in novel architectures. These new Storage Class Memories (SCM) are differentiated as whether they are intended to be close to the CPU (M-class), or to largely supplement the hard-drives and SSDs (S-class).

Because of the inherent speed in SCMs, the software can easily limit the system performance. Thus IO software from the file system, through the operating system and up to applications will have to be redesigned in order to best leverage SCMs. The number of software interactions must be reduced and disk-centric features will need to be removed. Conventional software can account for anywhere from 70 to 94% of the total IO latency [11]. It is likely to be valuable to give application software direct access to the SCM interface, although this can then require additional considerations to protect the SCM device from malicious software.

25.6.2 Emerging Memory Architectures for M-Class SCM

Storage Class Memory architectures that are intended to replace, merge with, or support DRAM, and be close to the CPU, are referred to as M-type or Memory-type SCM (M-SCM). The required properties of this memory have many similarities to DRAM, including its interfaces, architecture, endurance, and read and write speed. Since write endurance of an emerging research memory is likely to be inferior to DRAM, considerable scope exists for architectural innovation. It will necessary to choose how to integrate multiple memory technologies to optimize performance and power while maximizing lifetime. In addition, advanced load leveling that preserves the word level interface and suitable error correction will be needed.

The interface is likely to be a word addressable bus, treating the entire memory system as one flat address space. Since the cost of adapting to a new memory interfaces is sizeable, an interface standard that could support multiple generations of M-SCM devices would be highly preferred. Many systems (such as in automobiles) might be deployed for a long time, so any new standard should be backward-compatible. Such a standard should be compatible with DRAM interfaces (though with simpler control commands), and should reuse existing controllers and PHY (physical layers), as well as power supplies, as much as possible. It should be power efficient, for example, supporting small page sizes, and should support future directions, such as 3D master/slave configurations. The M-SCM device should indicate when writes have been completed successfully. Finally, an M-SCM standard might have to support multiple data rates, such as a DDR-like speed for the DRAM and a slower rate for the NVRAM [12].
While wear-leveling in a block-based architecture requires significant overhead to track the number of writes to each block, simple techniques such as “Start-Gap” Wear-Leveling are available for direct byte access memories such as PCM (Phase Change Memory) [13]. In this technique, a pair of registers is used to identify the location of the start point and an empty gap within a region of memory. After some threshold number of write accesses, the gap register is moved through the region, with the start register incrementing each time the gap register passes through the entire region [13]. Additional considerations can be added to defend against detrimental attacks intended to intentionally wear out the memory [13].

With such techniques, even an M-class SCM that is markedly slower than DRAM can offer improved performance by increasing available capacity and by reducing the occurrence of costly cache misses [8]. The presence of a small DRAM cache helps keep the slower speed of the M-class SCM from affecting overall system performance in many common workloads. Even with an endurance of $10^7$, device lifetime has been shown to be on the order of three years [8]. Techniques for reducing the write traffic back to the SCM device can help improve this by as much as a factor of three under realistic workloads [8].

Direct replacement of DRAM with a slightly slower M-class SCM has also been considered, for the particular example of STT-MRAM [14]. Since individual byte-level writes to STT-MRAM consume more power than in DRAM, a direct replacement is not competitive in terms of energy or performance. However, by re-architecting the interaction between the output buffer and the STT-MRAM, unnecessary writes back to the NVM can be eliminated, producing a sizeable energy improvement at almost no loss in performance [14]. However, the use of write buffers means that the device must be able to complete all writes back to nonvolatile memory in the event of power loss. Integrating PCM into the mobile environment, together with a redesigned memory management controller, is predicted to deliver a six times improvement in speed and also extends the memory lifetime six times [15].

Caches are intended to ensure that frequently needed data is located close to the processor in nearby, low-latency memory. In storage architectures, “hot” or frequently accessed data is identified and then moved to faster tiers of storage. However, as the number of tiers or caches increases, a significant amount of time and energy is being spent moving data. An alternative approach is to completely rethink the hardware/software interface. By organizing the computational system around the data, data is not brought to the processor but instead processing is performed in proximity to the stored data. One such emerging data-centric chip architecture, termed “Nanostores” [16], is predicted to offer 10–60× improvements in energy efficiency [17].

### 25.6.3 Emerging Storage Architectures for S-Class SCM

S (Storage) type SCMs are intended to replace or supplement the hard-disk drive as main storage. Their main advantage will be speed, avoiding the seek time penalty of main drives. However, to succeed, their total cost of ownership needs to approach that of HDDs. Research issues include whether the SCM serves as a disk cache or is directly managed, how load leveling is implemented while retaining a sufficiently fast and flexible interface, how error correction is implemented, and what is the optimal mix of fast yet expensive and slow yet inexpensive storage technologies.

The effective performance of Flash SSD, itself slower than S-SCM, has been strongly affected by interface performance. The standard SATA (Serial Advanced Technology Attachment) interface, which is a commonly used interface for SSD, was originally designed for HDD
and is not optimized for Flash SSD [18]. There are several approaches for novel interfaces or architectures that can take advantage of the native Flash SSD performance [18–20], including PCIe, Thunderbolt, and Infiniband [11].

A likely introduction of these new memory devices to the market would be as hybrid solid-state discs, where the new memory technology complements the traditional Flash memory to boost the SSD performance. Experimental implementations of FeRAM/Flash [21] and PCRAM/Flash [22] have been explored. It was shown that the PCRAM/Flash hybrid improves SSD operations by decreasing the energy consumption and increasing the lifetime of Flash memory [22].

Additional open questions for S-SCM include storage management, interface, and architectural integration, including whether such a system should be treated like a fast disk drive, or as a managed extension of main memory. To date, disk-like systems built using nonvolatile memories have had disk-like interfaces, with fixed-sized blocks and a translation layer used to obtain block addresses. However, since the filesystem also performs a table lookup, some portion of SCM performance is sacrificed. In addition, nonNAND Flash SCMs have randomly accessible bits and do not need to be organized as fixed-size blocks [23].

While preserving this two-table structure means that no changes to the operating system are required to use, or switch between, new S-SCM technologies, the full advantages of such fast storage devices cannot be realized. There are two alternative approaches to eliminate one of these lookup tables. In Direct Access mode, the translation table is removed, so that the operating system must then understand how to address the SCM devices. However, any change in how table entries are calculated (such as improvements in garbage collection or wear-leveling) would require changes in the operating system [23].

In contrast, in an Object-Based Access model, the file system is organized as a series of (key, value) objects. While this requires a one-time change to operating systems, all specific details of the SCM could be implemented at a low level. This model leads to greater efficiency in terms of both speed and effective “file” density, and also offers potential for enhanced reliability [23].

Even first-generation PCM chips, although implemented without a DRAM cache, compare favorably with state of the art SSDs implemented with NAND Flash, particularly for small (<2 KB) writes and for reads of all sizes [24]. The CPU overhead per input–output operation is also greatly reduced [24]. Another observation for even first-generation PCM chips is that, while the average read latency is similar to NAND Flash, the worst-case latency outliers for NAND Flash can be many orders of magnitude slower than the worst-case PCM access. This is particularly important considering that such S-class SCM systems will typically be used to increase system performance by improving the delivery of urgently needed “hot” data.

Another new software consideration for both S- and M-class SCM is the increased importance of avoiding memory corruption, either through memory leaks, pointer errors, or other issues related to memory allocation and deallocation [25]. Since part of the memory system is now nonvolatile, such issues are now pervasive and may be difficult to detect and remove without affecting stored user data.

25.7 Conclusions

Storage-class memory (SCM) describes a device category that combines the benefits of solid-state memory, such as high performance and robustness, with the archival capabilities and low cost of conventional hard-disk magnetic storage. Memory class SCM is intended to be almost as fast as DRAM while providing at least five days of nonvolatility (for data recovery) at a
similar or lower cost per bit. Storage class SCM is intended to outperform NAND Flash at a comparable or slightly higher cost per bit. Promising device candidates for SCM include STT-MRAM, PCM and some types of RRAM. Architecturally, Memory-class SCM is likely to be organized like DRAM, while Storage-class SCM is likely to be accessed through disk type interfaces. Challenges exist in error management and wear-leveling as these steps will have to be performed at much faster latencies and data rates than is done today for NAND Flash.
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26.1 Introduction

The purpose of this chapter is to summarize the potential of emerging research devices to perform their intended memory or information processing function benchmarked against current memory or CMOS technologies. These targeted functions include: (1) to extend and/or eventually replace CMOS with a highly scalable, high performance, low power information processing device technology and (2) to provide a memory or storage technology capable of scaling either volatile or nonvolatile memory technology beyond the 15 nm generation.

Two independent methods have been used to assess emerging devices. In a so-called “quantitative logic benchmarking,” emerging logic devices are evaluated by their operations in conventional Boolean Logic circuits, for example, a unity gain inverter, a two-input NAND gate, and a 32-bit adder. Metrics evaluated include speed, areal footprint, power dissipation, and so on. Each parameter is compared with that of the projected high-performance and low-power 15 nm CMOS. In the second method, referred to as “survey-based benchmarking,” ITRS Emerging Research Device (ERD) group conducts a survey among international experts to evaluate each emerging device technology against eight criteria normalized to high-performance CMOS for logic or to the memory technology targeted for replacement. The rating for each criterion reflects consensus opinions on the potential and maturity of these technology entries.

An important issue regarding emerging charge-based nanoelectronic switch elements is related to the fundamental scaling limits of these devices, and how they compare with CMOS technology at its projected end of scaling. An analysis [1] concludes that the fundamental limit of scaling an electronic charge-based switch is only 3× smaller than the physical gate length of silicon MOSFETs in 2024. Furthermore, the density of these switches is limited by maximum
practical allowable power dissipation of approximately 100 W/cm², and not by their size. The conclusion of this work is that MOSFET technology scaled to its practical limit in terms of size and power density will asymptotically reach the theoretical limits of scaling for charge-based devices.

Most of the proposed beyond-CMOS replacement devices are very different from their CMOS counterparts, and often pass computational state variables (or tokens) other than charge. Alternative state variables include collective or single spins, excitons, plasmons, photons, magnetic domains, qubits, and various ordering parameters observed in solid state phase dynamics (e.g., ferromagnetic state). With the multiplicity of computational state variables and physical mechanisms employed in the new structures, it is necessary to find new ways to benchmark the technologies effectively. This requires a combination of existing benchmarks used for CMOS and new benchmarks which take into account the idiosyncrasies of the new device behavior. Even more challenging is to extend this process to consider new circuits and architectures beyond the Boolean architecture used by CMOS today.

26.2 Quantitative Logic Benchmarking for Beyond CMOS Technologies

The Nanoelectronics Research Initiative (NRI; nri.src.org) has been benchmarking several diverse beyond-CMOS technologies over the past six years, trying to balance the need for quantitative metrics to assess a new device concept’s potential with the need to allow device research to progress in new directions which might not lend themselves to existing metrics. Several of the more promising NRI devices have been described in detail in this book. The intermediate results on the benchmarking efforts were outlined in a 2010 IEEE Proceedings article [2]. The benchmark results were updated again based on refined device data in 2011 [3]. Another independent benchmark effort reported in 2012 pursued uniform methodology for benchmark for an expanded set of devices using similar reference circuits and parameters [4].

While all these efforts are still very much a work in progress – and no concrete decisions have been made on which devices should be chosen or eliminated as candidates to significantly extend or augment CMOS – this chapter summarizes some of the data and insights gained from these studies. Further benchmarking may alter some of the conclusions here and the outlook on some of these devices, but the overall message on the challenge of finding a beyond-CMOS device which can compete well across the full spectrum of benchmarks of interest has not changed. Such a beyond-CMOS device has not yet been identified.

26.2.1 Architectural Requirements for a Competitive Logic Device

Circuit designers and architects depend on the logic switch to exhibit specific desired characteristics to realize a wide range of applications, including [5]:

- Inversion and flexibility (can form an infinite number of logic functions).
- Isolation (output does not affect input).
- Logic gain (output may drive more than one following gate with a high $I_{on}/I_{off}$ ratio).
- Logical completeness (the device can be used to realize any arbitrary logic function).
- Self-restoring/stable (signal quality restored in each gate).
- Low cost manufacturability (acceptable process tolerance).
- Reliability (aging, wear-out, radiation immunity).
• Performance (transaction throughput improvement).
• Span of control [6] (measures how other devices may be contacted within a characteristic delay of a switch, and is dependent on not only switch delay but also switch area, as well as communication speed).

Devices with intrinsic properties supporting the above features will be adopted more readily by the industry. Moreover, devices which enable architectures that address emerging concerns such as computational efficiency, complexity management, self-organized reliability and serviceability, and intrinsic cyber-security [7] are particularly valuable.

26.2.2 Quantitative Results

Preliminary analyses sponsored by NRI [2,3] and an independent study [4] surveyed the potential logic opportunities afforded by major emerging research switches using a variety of information tokens and communication transport mechanisms. Specifically, the projected effectiveness of these devices used in a number of logic gate configurations was evaluated and normalized to CMOS at the 15 nm generation, as captured by the ITRS. Many devices were assessed based on simulations only, since they had not yet been built or optimized. So the assessment should be considered only a “snapshot in time” of their potential, as the research on all of them is at a very early stage and hence the data is evolving.

At a high level, the data from these studies corroborates qualitative insights from earlier works, suggesting that many new logic switch structures are superior to CMOS in energy but inferior to CMOS in delay, as shown in the plot of median data for the device in Figure 26.1. This is not surprising, since the primary goal for NRI is to find a lower power device [8] to address the primary concern of increasing power density for future CMOS scaling. The power–speed tradeoffs commonly observed in CMOS is also extended into the emerging devices. In the area–energy–delay characteristics of a NAND2 gate in Figure 26.2, several devices have significantly lower power (even lower than that of low-voltage CMOS), while maintaining a reasonable delay.

Moving beyond the logic gate, it is important to understand the potential impact of the transport delay for the different information tokens these devices employ. As shown in Figure 26.3, communication with many of the noncharge tokens can be significantly slower than moving charge, although this may be balanced in some cases with significantly lower energy for transport. Moreover, the combination of the new balance between switch speed, switch area, and

![Figure 26.1](image-url) Median delay, energy, and area of proposed devices in NRI benchmark, normalized to ITRS 15 nm CMOS (courtesy of Kerry Bernstein) [3]
Figure 26.2  Area, energy, and delay of NAND2 gate of various postCMOS technologies from 2011 NRI benchmark (courtesy of Kerry Bernstein) [3]

Figure 26.3  Transport impact on switch delay, size, and area of control. Circle size is logarithmically proportional to physically accessible area in one delay. Projections for 15 nm CMOS included as reference (courtesy of Kerry Bernstein) [3]
interconnect speed can lead to advantages in the span of control for a given technology. Finally, for some of the technologies, such as Nano-Magnetic Logic (NML), there is no strong distinction between the switch and the interconnect, indicating opportunities of novel architecture to exploit some of these attributes.

An independent study [4] showed disadvantages of spin-based devices in terms of speed without obvious energy advantage. However, it should be emphasized that the study is only based on active switching energy without considering other unique advantages of these devices for creative designs to reduce overall power consumption, for example, nonvolatility to eliminate standby power. This study also evaluated power-constrained throughput as an important parameter for low-power design.

At the architecture level, the ability to speculate how these devices will perform is still in its infancy. While the ultimate goal is to compare at a very high level – for example, how many MIPS can be produced for 100 mW in 1 mm$^2$ – the current work must extrapolate from only very primitive gate structures. One initial attempt to start this process has been to look at the relative “logical effort” [9] for these technologies, a figure of merit which ties fundamental technology to a resulting logic transaction. Several of the devices appear to offer advantage over CMOS in logical effort, particularly for more complex functions, which increases the urgency of joint device–architecture co-design for emerging technologies.

26.2.3 Observations and Perspectives

A number of common themes have emerged from these benchmark studies [10,11].

1. The energy–delay tradeoff conundrum will continue to be a challenge for all devices. Getting to low voltage remains a priority for achieving low power, but new approaches to improve throughput with “slow” devices need to be developed.
2. Most of the architectures considered to date in the context of new devices utilize binary logic to implement von Neumann architecture. In this area, CMOS implementations are very competitive across the spectrum of energy, delay and area – not surprising since these architectures have evolved over several decades to exploit the properties and limitations of CMOS. Novel electron-based devices – which can include devices that take advantage of collective and nonequilibrium effects – appear to be the best candidates as a drop-in replacement for CMOS for binary logic applications.
3. As the behavior of other emerging research devices becomes better understood, work on novel architectures that leverage these features will be increasingly important. A device that may not be competitive at doing a simple NAND function may have advantages in doing a complex adder or multiplier instead. Understanding the right building blocks for each device to maximize throughput of the system will be critical. This may be best accomplished by thinking about the high-level metric a system or core is designed to achieve (e.g., computation, pattern recognition, FFT, etc.) and finding the best match between the device and circuit for maximizing this metric.
4. Increasing functional integration and on-chip switch count will continue to grow.
5. Patterning, precise layer deposition, material purity, dopant placement, and alignment precision critical to CMOS will continue to be important in new device architectures.
6. Assessment of novel switches must also include the transport mechanism for the information tokens. Fundamental relationships connecting information generation with information communication spatially and temporally will dictate CMOS’ successor.
Based on the current data and observations, it is clear that CMOS will remain the primary basis for IC chips for the coming decade. While it is unlikely that any of the current emerging devices could entirely replace CMOS, several do seem to offer advantages, such as ultra-low power or nonvolatility, which could be utilized to augment CMOS or to enable better performance in specific application spaces. One potential area for entry is special-purpose cores or accelerators that could off-load specific computations from the primary general-purpose processor and provide overall improvement in system performance. This is particularly attractive given the move to multi-core chips. These would include specific, custom-designed cores dedicated to accelerate high-value functions, such as accelerators already widely used today in CMOS (e.g., encryption/decryption, compression/decompression, floating point units, digital signal processors, etc.), as well as potentially new, higher-level functions (e.g., voice recognition). While integrating dissimilar technologies and materials is a big challenge, advances in packaging and 3D integration may make this more feasible over time.

An accelerator using a non-CMOS technology would likely need to offer an order of magnitude performance improvement relative to its CMOS implementation to be considered worthwhile. That is a high bar, but there may be instances where the unique characteristics of emerging devices, combined with a complementary architecture, could be used in implementing a particular function. At the same time, the changing landscape of electronics (moving from uniform, general purpose computing devices to a spectrum of devices with varying purposes, power constraints, and environments spanning servers in data centers to smart phones to embedded sensors) and the changing landscape of workloads and processing needs (Big Data, unstructured information, real-time computing, 3D-rich graphics) are increasing the need for new computing solutions. One of the primary goals then for future beyond-CMOS work should be to focus on specific emerging functions and optimize between the device and architecture to achieve solutions that can break through the current power/performance limits.

26.3 Survey-based Critical Assessment of Emerging Devices

26.3.1 Overall Technology Requirements and Relevance Criteria

The second method for benchmarking emerging memory and information processing devices is based on a survey in the ERD group. Some emerging devices are charge-based structures proposed to extend CMOS to the end of the current roadmap, also known as “CMOS extension.” Other emerging devices use charge as the information token but in a non-MOSFET device structure or even use an information token other than charge, known as “beyond-CMOS.” A set of relevance or evaluation criteria are used to parameterize the extent to which proposed “CMOS extension” and “beyond-CMOS” technologies are applicable to memory or information processing applications. The criteria include: (1) scalability, (2) speed, (3) energy efficiency, (4) gain (logic) or ON/OFF ratio (memory), (5) operational reliability, (6) operational temperature, (7) CMOS technological compatibility, and (8) CMOS architectural compatibility.

26.3.2 Methodology

Each CMOS extension and beyond-CMOS device is evaluated against these criteria. Performance potential for each criterion is assigned a value from 1 to 3, with “3” substantially exceeding ultimately scaled CMOS, and “1” substantially inferior to CMOS or a comparable existing memory technology. These numbers are more precisely defined in Table 26.1.
26.3.3 Results of the Survey-based Critical Assessment

The critical review results for the memory and logic devices produced both numerical evaluations based on the criteria above and more qualitative evaluations of the current critical issues and ultimate potential. The review results are plotted in spider charts in Figures 26.4 to 26.7. Some of the qualitative factors are interpreted briefly below.

26.3.3.1 Emerging Research Memory Technologies

In Ferroelectric FET memory, a ferroelectric dielectric forms the gate insulator of a FET. The main concern for FeFET memory lies in operation reliability. Operational reliability of the FeFET memory is limited by the time dependent remnant polarization of the ferroelectric gate dielectric, reflected in retention loss. Control of the ferroelectric–semiconductor interface is critical for FeFET properties. The scalability of FeFET memory beyond the 22 nm generation is uncertain (please refer to Chapter 6 in this book for details).

In ferroelectric tunnel junction (FTJ) memory, the device is controlled by the ferroelectric polarization of a tunnel barrier. With a simple two-terminal structure, FTJ is expected to have better scalability than FeFET. Ferroelectric thin film seems to maintain ferroelectric properties down to a couple of nm. Overall, FTJ has very similar performance rating as FeFET, because of the common underlying material property and device physics (please refer to Chapter 9 in this book for details).

RRAM includes multiple device types and mechanisms with varying level of maturity. The survey is based on rating of the general field rather than specific types. Some recent breakthroughs in RRAM significantly enhanced perceived potential of this technology, for example, 32 Gb array demonstration [12]. Overall RRAM assessment is similar or better than existing CMOS-based nonvolatile memories (Flash). An advantage of RRAM is scalability owing to the filamentary conduction and switching mechanisms. The simple device structure and fabrication-friendly materials also contribute to high rating in CMOS compatibility. One of the major concerns of RRAM is the operation reliability due to stochastic nature and defect-related mechanisms. Large variation of RRAM switching parameters has been commonly observed and is considered an intrinsic feature of RRAM mechanisms (please refer to Chapter 8 in this book for details).

Table 26.1 Individual potential for emerging logic and memory devices related to each technology relevance criterion

<table>
<thead>
<tr>
<th></th>
<th>Substantially exceeds ultimately scaled CMOS or baseline memory (relevance criteria 1–5).</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>(6) or is compatible with CMOS or baseline memory operating temperature.</td>
</tr>
<tr>
<td></td>
<td>(7) or is monolithically integrable with CMOS or baseline memory wafer technology.</td>
</tr>
<tr>
<td></td>
<td>(8) or is compatible with CMOS or baseline memory wafer technology.</td>
</tr>
<tr>
<td>2</td>
<td>Comparable to ultimately scaled CMOS or baseline memory (relevance criteria 1–5).</td>
</tr>
<tr>
<td></td>
<td>(6) or requires a very aggressive forced air cooling technology.</td>
</tr>
<tr>
<td></td>
<td>(7) or is functionally integrable (easily) with CMOS or baseline memory wafer technology.</td>
</tr>
<tr>
<td></td>
<td>(8) or can be integrated with CMOS or baseline memory architecture with some difficulty.</td>
</tr>
<tr>
<td>1</td>
<td>Substantially (2x) inferior to ultimately scaled CMOS or baseline memory (relevance criteria 1–5).</td>
</tr>
<tr>
<td></td>
<td>(6) or requires very aggressive liquid cooling technology.</td>
</tr>
<tr>
<td></td>
<td>(7) or is not integrable with CMOS or baseline memory wafer technology.</td>
</tr>
<tr>
<td></td>
<td>(8) or cannot be integrated with CMOS or baseline memory architecture.</td>
</tr>
</tbody>
</table>
Figure 26.4  Technology performance evaluation for (a) FeFET memory, (b) ferroelectric tunnel junction (FTJ), (c) RRAM, (d) Mott memory, (e) macromolecular memory, (f) molecular memory, and (g) carbon-based memory.
Mott memory is one of the electronic-effect resistive switching memories, which is believed to have a fast switching speed. Important challenges include operation temperature and reliability. Depending on whether the conditions that triggers the transition are sustained after switching, the resistance change may or may not be nonvolatile (please refer to Chapter 9 in this book for details).
Carbon-based memory includes different types of carbon materials (carbon nanotube, graphene, amorphous carbon, etc.), which may also vary widely in maturity. Carbon-based memory is generally perceived to have similar or better performance than Flash memory except for reliability. Lack of clear understanding of the operation mechanisms in these devices makes it difficult to predict or improve their reliability.

Figure 26.6 Technology performance evaluation for (a) spinFET, (b) NEMS, (c) atomic switch, (d) Mott FET, and (e) neg-$C_g$ FET
Neither of the last two memory technologies evaluated, Macromolecular Memory and Molecular Memory, is considered to have long range potential for high-performance computing due to low expectations for speed, operational reliability, and $I_{on}/I_{off}$ ratio (please refer to Chapters 10 and 11 in this book for details).

**Figure 26.7** Technology performance evaluation for (a) spin wave logic, (b) nanomagnet logic (NML), (c) exciton FET, (d) BiSFET, (e) STT logic, and (f) all spin logic
26.3.3.2 Emerging Research Logic Technologies

Nanowire FETs offer an appealing approach to scale CMOS with attributes similar to Carbon nanotube (CNT) FETs, including excellent gate control of the channel and reduced short channel effects. Nanowire FETs also have challenges similar to those for CNTs related to well controlled growth, placement and fabrication as well as parasitic resistances and capacitances.

CNT FETs offer high carrier mobility, high quasi-ballistic charge carrier velocity, and a tubular structure ideally suited for minimized short channel effects (i.e., abrupt turnoff of channel current), if a gate all around process is developed. Other challenges include the ability to obtain single wall semiconducting nanotubes, control the bandgap energy, control growth of nanotube position/direction, and control the carrier type and density (please refer to Chapter 16 in this book for details).

The tunnel FET offers an appealing concept for substantially lowering the energy dissipated in a switching device by substituting a tunneling process for a thermionic process for injecting charge carriers into the channel of a MOSFET. The major challenge is to simultaneously obtain a sharp subthreshold slope (much less than 60 mV/decade) with a high on-current, $I_{on}$. Furthermore the tunnel FET may have a problem with operational reliability due to high sensitivity to slight variations of the tunnel structure and the resulting tunnel barrier (please refer to Chapter 14 in this book for details).

While graphene nanoribbon (GNR) as a channel replacement material offers an attractive alternative, it faces several important challenges. Even assuming a solution to these materials and process challenges (including development of a viable epitaxial growth technology), GNR may not offer sufficient device gain to be competitive (please refer to Chapter 15 in this book for details).

The negative $C_g$ MOSFET offers another approach to lower the energy dissipated in switching a MOSFET by utilizing negative capacitance in a MOSFET gate stack. The major challenge concerns identification of appropriate materials (ferroelectrics and/or oxides) that can provide the best voltage swing with minimal hysteresis. Another challenge comes from the integration of high-quality single-crystalline ferroelectric oxides on Si. Operational reliability may also be a concern for this device concept (please refer to Chapter 14 in this book for details).

The spin transistor category represents two different device structures. One is the spinFET and the other is the spin MOSFET. In both instances the device complements the usual field effect behavior of a MOSFET with additional functionality of magnetoresistive devices. Consequently, the spin transistors may enable more complex transfer functions with fewer devices than CMOS implementation. However, in spite of considerable focused research on these devices, none have been realized experimentally. In addition, there are concerns with the scalability, gain, operational reliability, and CMOS technological compatibility of these devices (please refer to Chapter 17 in this book for details).

The atomic switch is classified as an electrochemical switch using the diffusion of metal cations and their reduction/oxidation processes to form/dissolve a metallic conductive path. Both two-terminal and three-terminal devices have been developed. Switching speed, cyclic endurance, and uniformity need to be improved for general usage as a logic device. Establishment of clear device physics is one of the most important issues. In addition, development of the architecture to utilize the nonvolatility of these devices is desired.

The bilayer pseudo-spin field effect transistor (BiSFET) is a recently proposed concept for an ultra-low-power and fast transistor based on the possibility of a room temperature exciton
(paired electron and hole) superfluid condensate in two oppositely charged (n-type and p-type) layers of graphene separated by a thin dielectric. So far, the device has remained at conceptual stage. Fabrication of BiSFETs with the necessary degree of control of graphene, dielectric and surface quality, and alignment imposes great challenges.

All spin logic (ASL) utilizes magnets to encode binary information and operates via spin current. Spin injected by a magnetic contact drives the switching of another magnet in the next stage. The concept has attracted attention due to progress in spin-based materials and devices (please refer to Chapter 17 in this book for details).

The Mott field effect transistor (Mott FET) utilizes a phase change in a correlated electron system induced by a gate voltage as the fundamental switching paradigm. It could have a similar structure as conventional semiconductor FETs, with the semiconductor channel replaced by correlated electron materials. Besides electric field excitation, the Mott phase transition can also be triggered by photo- and thermal excitations for potential optical and thermal switches. Challenges with Mott FETs include fundamental understanding of gate oxide-functional oxide interfaces and local energy bandstructure changes in the presence of electric fields (please refer to Chapter 14 in this book for details).

Micro/Nano-Electro-Mechanical (M/NEM) switches (or relays) are based on the displacement of a solid beam under the influence of electrostatic force in order to create a conducting path between two electrodes. Ideally, M/NEM relays feature two key properties for logic computation which are unavailable in MOSFETs: zero leakage and zero subthreshold swing. The most important issue with M/NEM relays is nanoscale contact reliability. High impact velocity at the end of pull-in and the resultant “tip bouncing” (which also increases the effective switching delay) can aggravate the problem. The presence of surface forces (van der Waals or Casimir) can cause sticking and switching failure. Scaling is another concern for M/NEM relays. At gaps of a few nm, the subthreshold swing is expected to degrade due to the onset of tunneling current. With sufficiently small dimensions and gaps, the effect of Brownian beam motion may become significant (please refer to Chapter 18 in this book for details).

The other spintronics devices, spin wave devices and nanomagnetic logic, are viewed to be very early in their development or as being limited by important challenges related to their projected speed, gain, operational reliability, and CMOS technological compatibility.

### 26.3.3.3 Observations and Perspectives Based on the ERD Survey

Several new, nonvolatile memory technologies are emerging as attractive candidates to supplement or perhaps to eventually replace Flash memories. These memory device technologies are also stimulating research efforts to explore new applications.

1. Charge-based FET and FET-like devices (e.g., nanowire FETs, III-V and/or Ge alternate channel material MOSFETs, carbon-based alternate channel MOSFETs, homojunction and heterojunction tunneling FETs) may enable extension of CMOS scaling in standard binary digital von Neumann applications.

2. Spin-based devices offer lower dynamic switching energy and smaller device area compared to silicon CMOS. However these advantages come at a cost of slower speed. An important advantage of some spin devices is their ability to perform complex circuit functions with fewer devices than CMOS implementations. Successful execution of this strategy could allow increased device densities on the die.
3. Nonvolatility of some emerging logic devices may be utilized in low-power designs. This advantage is not yet quantified in the benchmark results. Innovative architecture designs are needed to fully utilize this unique property.

26.4 Retrospective Assessment of ERD Tracked Technologies

The value of ERD’s technology evaluation activities is estimated by the extent to which ERD transfers new Potential Solutions to other ITRS topical areas [for example, PIDS (Process, Integration, Devices, and Structures) and FEP (Front End Processes)]. Impact is also judged by transfer of evaluated technologies entries to one or more semiconductor companies.

Contributions of value to the semiconductor industry can be both direct and indirect. Direct influence is achieved through the transfer of maturing technologies from ERD to PIDS and to FEP (Tables 26.2–26.5). The acceptance by PIDS and/or FEP of a technology entry recommended by ERD sends an important message to the tool supplier community that they may need to begin R&D activities in preparation to meet their customers’ eventual needs.

Indirect impact is also achieved through other avenues. For example, the chapter is used by several universities in teaching courses in nanoelectronics. University researchers are also

<table>
<thead>
<tr>
<th>Memory device</th>
<th>Year accepted</th>
<th>Year transitioned/ removed</th>
<th>Transitioned to PIDS?</th>
<th>Transitioned to Manufacture?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase change</td>
<td>2001</td>
<td>2005</td>
<td>X</td>
<td>Yes</td>
</tr>
<tr>
<td>Magnetic RAM</td>
<td>2001</td>
<td>2011 (STT-MRAM)</td>
<td>X</td>
<td>Yes</td>
</tr>
<tr>
<td>Floating body DRAM</td>
<td>2001</td>
<td>2005</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Floating nano-gate NVRAM</td>
<td>2001</td>
<td>2007</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Engineered tunnel barrier NVRAM</td>
<td>2005</td>
<td>2009</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Single/few electron transistor DRAM</td>
<td>2001</td>
<td>2005</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Insulator resistance change ReRAM</td>
<td>2003</td>
<td>2007</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>– Electrochemical (chemical bridge)</td>
<td>2007</td>
<td>2011</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>– Fuse/anti-fuse (nanothermal)</td>
<td>2007</td>
<td>2011</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>– Valence change (nanoionic)</td>
<td>2007</td>
<td>2011</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Electronic effects RAM</td>
<td>2007</td>
<td>2011</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Nanomechanical NVRAM</td>
<td>2007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molecular RAM</td>
<td>2001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polymer RAM</td>
<td>2005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferroelectric FET RAM</td>
<td>2005</td>
<td>2011</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Ferroelectric RAM</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mott memory</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
aware of the key scientific and technological issues identified by the industry and ERD as gating acceptance of their new technology for further exploration and potential commercialization. In addition some international government agencies use the findings and recommendations of ERD as input to their research planning, funding, and execution decisions.

Tables 26.2–26.5 list all technology entries evaluated by ERD from 2001 to 2013, and illustrate their outcomes as to whether or not they were recommended for transfer to PIDS and FEP. For example, of the 12 memory technologies, shown in Table 26.2 as having been transitioned, four were transferred to PIDS, three re-classified under ReRAM, one re-classified as Mott RAM, and four were dropped. Two of the four technologies transferred to PIDS and FEP are in manufacture. An additional five memory technologies, including ReRAM and its component technologies, remain under active evaluation.

### Table 26.3 Extending nonclassical CMOS to the end of the roadmap – technology entries evaluated by ERD

<table>
<thead>
<tr>
<th>Logic or information processing device</th>
<th>Year accepted</th>
<th>Year transitioned/removed</th>
<th>Transitioned to PIDS?</th>
<th>Transitioned to manufacture?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultrathin body SOI</td>
<td>2001</td>
<td>2005</td>
<td>X</td>
<td>Yes</td>
</tr>
<tr>
<td>Strained silicon (band engineered CMOS)</td>
<td>2001</td>
<td>2005</td>
<td>X</td>
<td>Yes</td>
</tr>
<tr>
<td>Vertical CMOS</td>
<td>2001</td>
<td>2005</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Multiple gate CMOS</td>
<td>2001</td>
<td>2005</td>
<td>X</td>
<td>Yes</td>
</tr>
<tr>
<td>Schottky source/drain</td>
<td>2003</td>
<td>2005</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>CNT FET</td>
<td>2001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GNR FET</td>
<td>2009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nanowire FET</td>
<td>2003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>III-V channel</td>
<td>2007</td>
<td>2011–2013</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Ge channel MOSFET</td>
<td>2007</td>
<td>2011–2013</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Tunnel MOSFET</td>
<td>2009</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 26.4 Charge-based nonconventional beyond CMOS – nonFET devices and other charge-based information carrier devices – technology entries evaluated by ERD

<table>
<thead>
<tr>
<th>Logic or information processing device</th>
<th>Year accepted</th>
<th>Year transitioned/removed</th>
<th>Transitioned to PIDS?</th>
<th>Transitioned to manufacture?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spin FET/spin MOSFET</td>
<td>2001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMOS</td>
<td>2009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEMS</td>
<td>2009</td>
<td>2013</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Mott FET</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atomic switch</td>
<td>2009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative Cg FET</td>
<td>2009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RTD FET</td>
<td>2001</td>
<td>2009</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>E:QCA</td>
<td>2001</td>
<td>2009</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>SET</td>
<td>2001</td>
<td>2011</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
Tables 26.3–26.5 represent technology entries for logic and information processing that fall into three different classifications: (1) extending nonclassical CMOS, (2) charge-based non-FET devices, and (3) noncharge-based alternative information processing devices. Of the 28 technology entries in these three tables, a total of 13 have been transitioned out. Five of them, including ultra-thin body SOI, strained Si, multiple-gate CMOS (trigate, MUGFET, FinFET), III-V n-channel MOSFET, and Ge p-channel MOSFET, were transferred to PIDS and FEP; three of these technologies are currently in manufacture.

### Table 26.5 Alternative information processing devices – technology entries evaluated by ERD

<table>
<thead>
<tr>
<th>Logic or information processing device</th>
<th>Year accepted</th>
<th>Year transitioned/removed</th>
<th>Transleted to PIDS?</th>
<th>Transitioned to manufacture?</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSFQ</td>
<td>2011</td>
<td>2007</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Nanomagnetic logic (coherent spin devices)</td>
<td>2009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudospintronics (BiSFET)</td>
<td>2009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spin wave (collective spin devices)</td>
<td>2009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excitonic FET</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All spin logic</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spin torque majority gate</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moving domain wall</td>
<td>2007</td>
<td>2011</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
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