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Chapter 1

Introduction to UMTS: WCDMA, HSPA, TD-SCDMA, and LTE

Matthew Baker and Xiaobo Zhang
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1.1 Progression of Mobile Communication Provision

A key aim of modern cellular communication networks is to provide high-capacity coverage over a wide area. The cellular concept was first deployed in the U.S. in 1947. By breaking the coverage area down into many small cells, the total system capacity could be substantially increased, enabling more users to be served simultaneously.

The first cellular systems avoided interference between the cells by assigning a particular operating frequency to each cell; cells in the same vicinity were assigned different frequencies. The level of inter-cell interference in such systems can be reduced by assigning more frequencies, at the expense of reduced spectral efficiency. The total number of frequencies used is termed the frequency reuse factor. A high frequency reuse factor gives good isolation between cells but makes poor use of the scarce and expensive spectrum resource. An example of a cellular network with a frequency reuse factor of 3 is shown in Figure 1.1.
The use of different frequencies in cells that are close to each other continued as the predominant cellular technique for the next four decades, up to and including the Global System for Mobile Communications (GSM), which was the first cellular system to achieve worldwide penetration, with billions of users. Such widespread deployment has led to a high level of understanding of network planning issues for GSM, in particular in relation to frequency reuse planning. Practical network deployments are never as straightforward as the simplistic example shown in Figure 1.1, and complex software tools have been developed to model propagation conditions and enable optimal frequency assignments to be achieved.

Projections of increasing demand for wide-area communications supporting new applications requiring high data rates led to the development of a new generation of cellular communication system in the late 1980s and the 1990s. These systems became known as 3rd Generation systems, aiming to fulfil the requirements set out by the International Telecommunication Union (ITU) for the so-called IMT-2000* family. Broadly speaking, such systems aimed to achieve data rates up to 2 Mbps.

The 3rd Generation system which has become dominant worldwide was developed in the 3rd Generation Partnership Project (3GPP) and is known as the Universal Mobile Telecommunication System (UMTS). 3GPP is a partnership of six regional Standards Development Organizations (SDOs) covering Europe (ETSI), Japan (ARIB and TTC), Korea (TTA), North America (ATIS), and China (CCSA).

* International Mobile Telecommunications for the year 2000.
Figure 1.2 The generations of mobile communication systems.

In contrast to the time division multiple access (TDMA) used by GSM, UMTS used a new paradigm in multiple access technology, being based on code division multiple access (CDMA) technology. CDMA technology had been known for decades from military applications, but its suitability for use in cellular systems was not demonstrated until the 1990s when it was used in the American "IS95" standard.

The use of CDMA requires a fundamental change in cellular network planning and deployment strategies, largely resulting from the fact that it enables a frequency reuse factor of 1 to be used. This can achieve high spectral efficiency but necessitates careful control of inter-cell interference. The principles of CDMA as utilized in UMTS are discussed in the following section, together with an introduction to some of the resulting network planning and deployment issues.

The subsequent sections of this chapter introduce the evolutions of UMTS which continue to be developed. First, high-speed packet access (HSPA) brings a significant shift from predominantly circuit-switched applications requiring roughly constant data rates toward packet-switched data traffic. This is accompanied by new quality of service (QoS) requirements and consequent changes for network planning.

In parallel with the widespread deployment and continuing development of HSPA, a radical new step is also available in the form of the long-term evolution (LTE) of UMTS. LTE aims to provide a further major step forward in the provision of mobile data services, and will become widely deployed in the second decade of the 21st century. LTE continues with the spectrally efficient frequency-reuse-1 of UMTS, but introduces new dimensions for optimization in the frequency and spatial domains. Like UMTS, LTE itself is progressively evolving, with the next major development being known as LTE-advanced (LTE-A), which may reasonably be said to be a 4th Generation system.

The succession of generations of mobile communication system are illustrated in Figure 1.2.

1.2 UMTS

The first release of the UMTS specifications became available in 1999 and is known as "Release 99." It provides for two modes of operation depending on the availability of suitable spectrum: the frequency-division duplex (FDD) mode, suitable for paired spectrum, uses one carrier frequency in each direction, while the time-division duplex (TDD) mode allows UMTS to be deployed in an unpaired spectrum by using different time slots for uplink and downlink transmissions on a single carrier frequency.
One of the principle differences of UMTS compared to previous cellular systems such as GSM is that it is designed to be a wideband system. In general, this means that the transmission bandwidth is greater than the coherence bandwidth of the radio channel. This is advantageous in terms of making the system more robust against multipath fading and narrowband interference. In UMTS FDD mode, this is achieved by means of a 5-MHz transmission bandwidth: Regardless of the data rate of the application, the signal bandwidth is spread to 5 MHz to make use of the full diversity of the available channel.

In Release 99, the TDD mode of UMTS also makes use of a 5-MHz carrier bandwidth, but in later releases of the specifications other bandwidths were added: the second release, known as “Release 4” (for alignment with the version numbering of the specification documents), introduced a narrower 1.6-MHz TDD carrier bandwidth, while Release 7 added a 10-MHz TDD bandwidth. The 1.6-MHz option for TDD is used for the mode of UMTS known as time division-synchronous CDMA (TD-SCDMA), which is introduced in Section 1.4.

The key features introduced in each release of the UMTS specifications are summarized in Figure 1.3.

Regardless of the duplex mode or bandwidth option deployed, UMTS is structured around a common network architecture designed to interface to the same core network (CN) as was used in the successful GSM system. The UMTS terrestrial radio access network (UTRAN) is comprised of two nodes: the radio network controller (RNC) and the NodeB. Each RNC controls one or more NodeBs and is responsible for the control of the radio resource parameters of the cells managed by those NodeBs. This is a key difference from GSM, where the main radio resource management functions were all provided by a single radio access network node, the base transceiver station (BTS).

Each NodeB in UMTS can manage one or more cells; a common arrangement comprises three 120°-segment-shaped cells per NodeB, formed using fixed directional antennas. Higher-order sectorization may also be deployed, for example, with 6 or even 12 cells per NodeB. A deployment using three cells per NodeB is shown in Figure 1.4.

The terminals in a UMTS system are known as user equipments (UEs). At any given time, a UE may be communicating with just one cell or with several cells simultaneously; in the latter case the UE is said to be in a state known as soft handover, which is discussed in more detail in Section 1.2.1.4. In order to facilitate mobility of the UEs within the UMTS network, interfaces are provided between RNCs to enable a connection to be forwarded if the UE moves into a cell controlled by a different RNC. For a given UE, the RNC which is currently acting as the connection point to the CN is known as the serving RNC (SRNC), while any intermediate RNC is referred to as a drift RNC (DRNC). The main standardized network interfaces are

---

* Terrestrial as opposed to satellite.
### Figure 1.3  Key features of each UMTS release.

<table>
<thead>
<tr>
<th>Year</th>
<th>Rel-99</th>
<th>Rel-4</th>
<th>Rel-5</th>
<th>Rel-6</th>
<th>Rel-7</th>
<th>Rel-8</th>
<th>Rel-9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>FDD mode 3.84 Mcps TDD mode 3.84 Mcps</td>
<td>TDD mode 1.28 Mcps (TD-SCDMA)</td>
<td>High-Speed Downlink Packet Access (HSDPA)</td>
<td>High-Speed Uplink Packet Access (HSUPA)</td>
<td>HSDPA MIMO</td>
<td>Dual-Carrier HSDPA</td>
<td>Dual-Carrier HSUPA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>64QAM Downlink 16QAM Uplink</td>
<td>Continuous Packet Connectivity (CPC)</td>
<td>Dual-Carrier HSDPA + MIMO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Dual-Band HSDPA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Multimedia Broadcast/Multicast Service (MBMS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Downlink performance requirements for receive diversity</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Downlink performance requirements for linear equalizer</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Downlink performance requirements for rx diversity + equalizer</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Downlink performance requirements for interference cancellation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Long-term evolution (LTE)</td>
</tr>
</tbody>
</table>
also shown in Figure 1.4: the “I\textsubscript{ub}” interface between the NodeB and RNC, the “I\textsubscript{ur}” interface between RNCs, and the “I\textsubscript{u}” interface between the RNC and the CN.

1.2.1 Use of CDMA in UMTS

An understanding of the principles of CDMA is essential to the ability to deploy UMTS networks efficiently. In this section therefore, an introduction to CDMA in general is given, followed by an explanation of how CDMA is adapted and applied in UMTS specifically, and an overview of some particular aspects of the technology that are relevant to cellular deployment.

1.2.1.1 Principles of CDMA

The basic principle of CDMA is that different data flows are transmitted at the same frequency and time, and they are rendered separable by means of a different code sequence assigned to each data flow. This is in contrast to FDMA and TDMA, which use different frequencies and different time slots respectively to separate the transmissions of different data flows. In CDMA,∗ each data symbol to be transmitted is multiplied by a higher-rate sequence known as a spreading sequence, which

∗ We focus here on “direct sequence” CDMA as used in UMTS.
increases (spreads) the signal bandwidth to the desired transmission bandwidth. By assigning different spreading sequences to different data flows, taking care that the different spreading sequences have low cross-correlation between them, the signals can be separated at the receiver even though they all use the same spectrum.

A simple example is shown in Figure 1.5, where two data flows are transmitted from a base station, each data flow being destined for a different user and therefore being assigned a different spreading sequence. Each user’s receiver, knowing its assigned spreading sequence in advance (by means of suitable configuration signalling), correlates the received signal with its spreading sequence over the duration of each data symbol, thereby recovering the transmitted data flow. This process is also known as despreading. The length of the spreading sequence is known as the spreading factor (SF); hence the rate and bandwidth of the spread signal are SF times the rate and bandwidth of the original data flow. The symbols after spreading are known as chips, and hence the rate of the spread signal is known as the chip rate. The chip rate is chosen to fit the available channel bandwidth (5 MHz in the case of UMTS FDD mode), and the SF is set for each data flow depending on the data rate, to increase the transmitted rate up to the chip rate. A low-rate data flow would therefore be assigned a high SF, and vice versa.

Ideally, the spreading sequences would be fully orthogonal to each other (as is the case with the example in Figure 1.5), thus resulting in no interference between the different data flows, but in practice this is not always possible to achieve. One reason for this is that insufficient orthogonal sequences exist of practical length; it has been shown in [1] that the full multiple access channel capacity is achieved by means of non-orthogonal sequences coupled with interference cancellation at the receiver. Moreover, orthogonal sequences often exhibit other properties which are less desirable. In particular, if it is desired to use the sequences for synchronization of the receiver, a sharp single-peaked autocorrelation function is required, with low sidelobes; orthogonal sequences often exhibit multiple peaks in their autocorrelation functions.

A further factor affecting the performance of spreading sequences is lack of time-alignment. Many types of orthogonal sequences are only orthogonal if they are time-aligned. Lack of time-alignment can occur due to the transmitters not being synchronized (in the case of the sequences being transmitted by different terminals or base stations), but also due to different propagation delays in the radio channel. The latter can also cause self-interference to occur even when only a single sequence is transmitted, and equalization is required to remove such interference.

1.2.1.2 CDMA in UMTS

In UMTS, two families of codes are used for the CDMA spreading sequences: orthogonal codes and non-orthogonal pseudo-noise (PN) codes.

The orthogonal codes are used for the spreading operation and are therefore referred to as spreading codes. They have exactly zero cross-correlation if they are
Figure 1.5 The basic principle of CDMA.
time-aligned, but poor and variable cross-correlation if they are not time-aligned. This means they are suitable for separating data flows (a.k.a., channels) transmitted from a single source—from a single UE in the uplink and from a single cell in the downlink—where it can be guaranteed that the transmit timing of the different channels is aligned.* The orthogonal codes are therefore also known as channelization codes.

The orthogonal codes are Walsh-Hadamard codes [2], selected in a systematic tree-like structure to enable code sequences of different lengths (i.e., different SF) to be chosen depending on the data rate. This structure is often referred to as an orthogonal variable spreading factor (OVSF) code tree [3]. It is illustrated in Figure 1.6. Any code of a given SF is not only orthogonal to any other code of the same SF in the tree, but is also orthogonal to all the codes of higher SF, which are offshoots from a different code of the same SF.

The chip rate in UMTS FDD is 3.84 Megachips per second (Mcps), which, after application of a suitable spectrum mask, fits comfortably within the 5-MHz channel bandwidth typically available for UMTS. As an example, a data channel with a symbol rate (after channel coding) of 120 kbps would use an OVSF channelization code with \( SF = \frac{3.84}{0.12} = 32 \) to spread the signal to this bandwidth. For TD-SCDMA, the chip rate is 1.28 Mcps, corresponding to a 1.6-MHz channel bandwidth.

The second family of codes used in UMTS are the non-orthogonal PN codes, which are known as scrambling codes. These codes do not have zero cross-correlation even if they are time-aligned with each other, but on the other hand the cross-correlation remains low regardless of the time-alignment. They are therefore well-suited to the separation of signals from different sources—from different UEs in the uplink and different cells in the downlink—by virtue of whitening the interference between them. Moreover, the autocorrelation function of these codes usually has

* Note, however, that there is still some loss of orthogonality at the receiver, due to the self-interference arising from multipath propagation delays.
only one strong peak, and they can therefore help with timing acquisition and maintenance of synchronization.

The scrambling codes are applied at the chip rate after the spreading operation. The combined spreading and scrambling operations in UMTS are illustrated in Figure 1.7 (for the case of the downlink transmissions).

The downlink scrambling codes are usually statically assigned during the network deployment. A large number of downlink scrambling codes are available in UMTS, in order to facilitate assignment without complex planning. Each cell has a primary scrambling code which must be discovered by the UE before it can access the network. To aid this discovery process, the available primary scrambling codes are grouped into 64 groups of 8. The identity of the group to which the primary scrambling code of a particular cell belongs is discovered from a synchronization channel broadcast by the cell. As part of the network planning process for UMTS, the timing of the synchronization channels must be set appropriately. This involves ensuring that cells in the same vicinity have different timings in order to enable a UE to distinguish the synchronization channels from different cells and select the strongest. The particular scrambling code used within the group is then identified from the common pilot channel (CPICH), which is also broadcast from each cell. The CPICH from every cell uses a fixed sequence defined in the UMTS specifications, spread by a specified channelization code of SF 256, and scrambled by the primary scrambling code used in the cell. A UE can therefore identify the primary scrambling code of the cell by performing eight correlations of the known CPICH sequence with the signal received. The CPICH is an important channel as it also provides the phase reference for the UE to demodulate other downlink channels transmitted by the NodeB.

One limitation of the spreading and scrambling code structure in UMTS is the limited number of orthogonal spreading codes available. In the uplink this is not a

![Figure 1.7 Spreading and scrambling in UMTS.](image-url)
problem, because the number of channels transmitted by a single UE is smaller than
the number of codes available. However, in the downlink, the number of transmitted
channels in one cell is typically much larger, owing to the need to separate the
transmissions to all the different UEs in the cell. One solution to this is to use
one or more additional “secondary” scrambling codes in each cell; each additional
secondary scrambling code enables the whole OVSF code tree to be reused, but
this comes at the expense of additional intra-cell interference due to the fact that
the PN scrambling codes are not orthogonal to each other. Other solutions to the
downlink channelization code shortage problem in UMTS include the increased use
of time-multiplexing, as discussed in more detail in Section 1.3.

In the uplink, the scrambling codes used by each UE to separate their transmis-
sions from those of other UEs are assigned by radio resource control (RRC) signaling
following an initial random access transmission by the UE.

1.2.1.3 Power Control

In a CDMA system, where the different signal transmissions potentially interfere with
each other, the transmission power of each signal needs to be carefully controlled
so that it arrives at the receiver with sufficient signal-to-interference ratio (SIR) to
achieve the desired QoS, yet not cause excessive interference to the other signal
transmissions and thereby limit the capacity of the system.

This is especially important in the uplink, where the non-orthogonal PN scram-
bling codes used to separate the users, and the lack of synchronization of the trans-
missions, result in the system capacity being limited by intra-cell interference. In the
absence of power control, the differing path losses of different UEs would result in
the signals transmitted by UEs close to the NodeB drowning out those from UEs at
the cell edge. Additionally, the received signal strength from a moving UE typically
fluctuates rapidly due to the fast fading that arises from the constructive and destruc-
tive superposition of signals propagating by different paths in the radio channel.

Uplink power control in UMTS is designed to compensate for both the path loss
and the variable fast fading. This is achieved by a closed-loop design, whereby the
NodeB regularly measures the received SIR from each UE, compares it with a target
level set to achieve the desired QoS, and sends transmitter power control (TPC) com-
mands back to each UE to instruct them to raise or lower their transmission power as
necessary. This operation occurs at 1500 Hz, which is sufficiently fast to counteract
the fast fading for terminals moving at vehicular speeds of several tens of km/h.

In parallel with the closed-loop TPC command feedback process, an “outer”
control loop also operates to ensure that the SIR target is set at an appropriate level.
The outer loop operates more slowly, with the NodeB measuring the block error rate
(BLER) of the received uplink data blocks, and adjusting the target SIR to ensure
that a target BLER is met. The BLER is used as the primary indicator of QoS.

* This is often known as the “near-far problem.”
The combined operation of the inner and outer power-control loops is illustrated in Figure 1.8.

Appropriate power control configuration is a key aspect of network optimization in UMTS and is closely related to call admission control (CAC). If too many users are admitted to a particular cell, the rise in interference that they cause to each other will force the closed-loop power control to raise the power of all the UEs. This in turn causes further interference, which may result in the power control system becoming unstable and creating a severe degradation of uplink capacity.

### 1.2.1.4 Soft Handover and Soft Capacity

As noted earlier, in a CDMA system like UMTS with a frequency-reuse factor of 1, a UE can receive transmissions from multiple cells simultaneously. Similarly, a UE’s uplink transmissions can be received simultaneously by multiple cells. When a UE is in this state, it is said to be in soft handover. If the multiple cells are controlled by the same NodeB, it is described as softer handover, which is characterized by the TPC commands transmitted by the different cells to the UE being identical.

For the downlink transmissions in soft handover, the UE can combine the soft values of the received bits (typically in the form of log-likelihood ratios [LLRs]) from the different cells prior to decoding. In the uplink, soft combining may also be used in the case of softer handover, but where different NodeBs are involved, selection-combining is used, whereby the RNC selects decoded packets from whichever NodeB has managed to decode them successfully. The soft handover state is illustrated in Figure 1.9.
Soft handover can play an important role in increasing network capacity in UMTS, since it provides a source of diversity that allows the uplink transmission power and the transmission powers of each of the downlink cells to be significantly reduced compared to the case of single-cell transmission and reception. In typical macro-cellular UMTS network deployments, 20% to 40% of the UEs are likely to be in soft handover at any time.

The set of cells with which a UE is communicating is known as the active set. Cells are added to and removed from the active set based on measurements of the SIR of the CPICHs from the different cells. The network configures thresholds for the UE to determine when a UE should transmit a CPICH SIR measurement report to the network, and the network then uses these measurement reports to decide when to instruct the UE to add a cell to the active set or remove one from it. Some hysteresis is usually used, to avoid “ping-pong” effects, whereby a cell is repeatedly added to or removed from the active set of a UE near a cell border. On the other hand, where high-mobility UEs are involved, or in environments with dramatic discontinuities in propagation conditions (e.g., in “Manhattan” type dense urban areas), it is important that the thresholds are configured to ensure sufficiently rapid updating of the active set to avoid calls being dropped.

Unlike with multiple access schemes that are orthogonal in time or frequency, where the the capacity of each cell depends on the number of time slots or frequencies available, in a CDMA network like UMTS the quality of the links can be traded off against the number of users in the cell. If an additional user is allowed to set up a call in a cell, the existing users will experience a small rise in the interference level, but for most users this will not result in their call being dropped. Any calls which might be dropped would tend to be at the cell edge, where users would usually already be in soft-handover with another cell and can simply transfer to that cell. Thus the effective size of a cell automatically reduces as more users set up connections, and
vice versa. This is known as cell breathing, and gives the network operator flexibility to manage varying densities of users.

### 1.2.2 Deployment Techniques in UMTS

A number of optional aspects are available in UMTS to increase capacity and/or improve QoS. Some of these are introduced briefly here.

#### 1.2.2.1 Transmit Diversity

In the downlink, transmit diversity can be configured to improve the link quality. Two transmit diversity schemes were defined in the first release of UMTS: a space-time block code (STBC) known as space-time transmit diversity (STTD), and a closed-loop beamforming mode.

The STTD scheme uses an orthogonal coding scheme as shown in Figure 1.10 to transmit pairs of data symbols $s_1$ and $s_2$ from two antennas at the NodeB. This scheme can be shown to achieve full diversity gain when using a linear receiver [4]. However, the orthogonality of the transmissions from the two antennas is only achieved if the channel gain is constant across the two transmitted symbols of each pair, and is therefore not suitable for high-mobility scenarios. A further drawback of this scheme is that the orthogonality is also lost if the radio channel exhibits frequency selectivity [5]; the orthogonality cannot be restored by linear processing. Consequently, the usefulness of the STTD scheme is limited in practice.

In the closed-loop beamforming mode, identical data symbols are transmitted from the two NodeB antennas. Fast feedback from the UE is employed to select the optimal phase offset to be applied to the transmission from one of the NodeB antennas to steer a beam in the direction of the UE (maximizing the received signal energy by constructive superposition). Orthogonal CPICH patterns are transmitted from the two NodeB antennas without any phase offset, and the UE reports the phase offset which would maximize the received signal strength based on its measurements of the received CPICH signals. The NodeB then applies the selected phase offset to the data transmissions only. One limitation of this scheme is that the performance depends significantly on whether the UE performs hypothesis testing to confirm

![Figure 1.10 Space-time transmit diversity (STTD).](image-url)
whether the NodeB actually used the same phase offset as recommended by the feedback; this in turn depends on the reliability of the feedback signaling. Some enhancements to this scheme are available in later releases of the HSPA specifications (see Section 1.3.3).

1.2.2.2 Receiver Techniques

The performance of the receiver has a significant impact on the throughput and QoS that can be achieved.

The first CDMA receivers were based on an architecture known as the “rake” receiver [6], owing to its resemblance to a garden rake (see Figure 1.11). The rake receiver is an extension of the concept of the matched filter, and is designed to combine CDMA signals received over a time-dispersive multipath channel. It consists of a tapped delay line, where the delays are set to match the time differences between the corresponding path delays. At each delay (known as a rake “finger,” the received signal is correlated with the known CDMA spreading sequence, and the outputs from the different rake fingers are typically combined using the Maximal Ratio Combining (MRC) principle. This weights each path by its SNR, as well as canceling the phase rotation of the channel, resulting in a final output SNR equal to the sum of the SNRs of the signals received via each individual path. (This assumes that the interference can be modeled as AWGN.) The basic performance requirements for UMTS assume a rake receiver.

A variety of more advanced receivers are possible, at both the UE and the NodeB. A simple enhancement is the use of multiple antennas for receive diversity. MRC can be used to combine the signals from the different antennas in the same way as the signals from different rake fingers. In UMTS, enhanced performance requirements known as “Type 1” are defined for UEs implementing MRC-based receive diversity.

![Figure 1.11 Rake receiver architecture.](image)
Further enhancement is possible by means of linear equalization techniques. A number of categories of linear equalizer exist. Zero-forcing (ZF) equalizers aim to eliminate ISI and can give good performance in time-dispersive channels with high SINR. However, in low SINR conditions the ZF approach causes noise amplification to occur at frequencies where the channel gain is low. This problem can be addressed by using instead a minimum mean-squared error (MMSE) criterion to determine the equalizer coefficients. An MMSE equalizer aims to minimize the error in the received bits taking into account the estimated channel impulse response and noise power. Enhanced performance requirements known as “Type 2” are defined for UEs implementing linear MMSE equalization (or similar techniques). This approach may also be extended to dual-antenna receivers, in which case the UMTS performance requirements are known as “Type 3.”

Multiple antennas may also be used to cancel interference, for example by considering the spatial characteristics of the received interference and adapting the antenna combining coefficients so as to set a null in the direction of the strongest interferer. For a UE with two receive antennas, this enables interference from one NodeB to be reduced in order to increase the SINR of the signal from the serving NodeB. “Type 3i” performance requirements are defined for such a case.

Yet more complex receiver architectures can use non-linear techniques. For example, decision feedback equalization (DFE) takes into account previously demodulated symbols to improve the rejection of Inter-Symbol Interference (ISI) in later symbols. Alternatively, successive interference cancellation (SIC) may be used, whereby one signal (usually that with the highest SINR) is fully decoded (including channel decoding), before being reconstructed and subtracted (without noise) from the total received signal. This can dramatically increase the SINR for the next data stream and hence enhance its decoding, at the expense of significantly increased complexity and delay. SIC techniques are particularly appropriate for the uplink receiver in the NodeB, where signals from many interfering UEs have to be decoded, as well as for multi-stream (MIMO) transmissions in the downlink (see Section 1.3.3).

1.2.3 Network Planning Considerations for UMTS

Many of the aspects of UMTS and CDMA that affect network planning and optimization have been introduced earlier. In many cases, an extensive range of parameters and options are provided in the UMTS specifications to enable these aspects to be configured and tuned to maximize performance in particular scenarios. For example, for handover, thresholds may be configured to optimize the trade-off between fast handover and ping-pong behavior, depending on the environment and characteristics of each cell.

In addition, the network operator may consider other implementation-related techniques to improve performance. For example, network synchronization (whereby the NodeBs are tightly synchronized, often by means of an external
time reference such as the Global Positioning System (GPS) can help improve the performance of inter-cell interference cancellation techniques.

Additionally, the physical configuration of the NodeB antennas is an important consideration. NodeB antenna configurations should be chosen appropriately for the scenario of each cell (e.g., depending on the beamwidths required. Additionally, NodeB antenna down-tilting may be used to control downlink inter-cell interference; interference to neighboring cells can be reduced by increasing the down-tilt, at the expense of some coverage reduction in the cell in question. A specification is provided in UMTS for the control of remote electrically tilting antennas.

Other physical characteristics such as the sitting of the NodeBs (e.g., above or below rooftop level) also play an important part in the resulting propagation characteristics and network performance.

1.3 HSPA
As introduced in Figure 1.3, the completion of the first release of the UMTS specifications was followed by extensions known as high-speed packet access (HSPA). The main stimulus for this was the rapid growth of packet data traffic, necessitating both much higher data rates and a switch from constant data-rate circuit-switched traffic (chiefly voice) toward Internet Protocol (IP)—based packet-switched traffic. The first enhancement was to the downlink, where high-speed downlink packet access (HSDPA) was introduced in Release 5 of the UMTS specifications, driven predominantly by the growth of Internet download traffic; this was followed in Release 6 by high-speed uplink packet access (HSUPA), as attention began to focus on services requiring a more symmetric uplink/downlink traffic ratio such as e-mail, file sharing (including photographs and videos), and interactive gaming.

1.3.1 Principles of HSPA
The transition to a packet-switched service model required a fundamental change of approach in the radio interface compared to Release 99, leading to improved performance. Instead of providing a constant data rate regardless of the radio propagation conditions, a packet-switched model allows the instantaneous data rate on the radio interface to vary, taking advantage of instances of good radio conditions to provide very high peak data rates, and reducing the data rate when the “cost” of transmission is higher (i.e., when the radio propagation conditions are worse so that more transmission power or more bandwidth is required to maintain the same data rate). This enables the spectral efficiency of the overall system (taking all users into account) to be increased considerably.

This approach to the utilization of the radio channel can be exploited in two ways—firstly between multiple users, by means of dynamic multiuser scheduling, and secondly on individual radio link by link adaptation.
1.3.1.1 Dynamic Multiuser Scheduling

Multiuser scheduling exploits the fact that different users in a cell experience different variations in radio propagation conditions. This is sometimes known as “multiuser diversity,” and is particularly the case in mobile scenarios where fast fading is a characteristic of the propagation environment. At each transmission opportunity, a scheduler in the NodeB can use knowledge of the propagation conditions of each user to select users that maximize the instantaneous system capacity, as illustrated by a simple example in Figure 1.12. This usually requires feedback from the UEs in order to provide sufficient information to the scheduler; in HSDPA, this feedback is provided by channel quality indicator (CQI) signaling which is transmitted from the UE to the NodeB based on the UE’s measurements of the CPICH.

In practice, the scheduling function cannot aim solely to maximize system capacity (i.e., the sum rate to all users); such an approach is “unfair,” always selecting UEs that are situated close to the NodeB. Most network operators require a more uniform distribution of QoS provision, and typical multiuser packet schedulers will therefore take a number of factors into account. A well-known approach is the proportional fair (PF) scheduler [7, 8], which selects users on the basis of their current instantaneous channel capacity weighted by the inverse of their actual average throughput achieved in a past time window. A typical ranking for each user could thus be as follows:

\[
\frac{R_k(n)}{T_k(n)}
\]  

(1.1)

Figure 1.12 Multiuser scheduling to maximize system capacity.
where $R_k(n)$ is the predicted instantaneous achievable rate for the $k$th user at the $n$th scheduling opportunity, and $T_k(n)$ is the $k$th user’s average past throughput, for example, calculated as $(1 - \alpha) \cdot T_k(n-1) + \alpha R_k(n)$.

This means that a user which has not been scheduled for a long time will tend to be scheduled when its radio channel is relatively good compared to its average, rather than by comparison to the channels of other users. This enables a trade-off to be achieved between maximizing system capacity and providing a fair level of QoS to all users.

### 1.3.1.2 Link Adaptation

For the users that are selected by the scheduler, the signal-to-interference ratio (SIR) varies depending on the state of fast fading, shadowing, and path loss. The Release 99 approach to coping with such variations was to adapt the transmission power as described in Section 1.2.1.3. However, this does not make the most effective use of the available spectrum, as a high power is used when the channel capacity is lowest. Since the transmission resources can be reallocated to different users by multiuser scheduling, it is more efficient to reduce the data rate allocated to a given user when the channel conditions worsen, and increase the rate when they improve. This is known as link adaptation, and is done by varying the modulation order and channel coding rate, collectively referred to as the modulation and coding scheme (MCS).

In order to increase the dynamic range of the link adaptation, HSDPA introduced the possibility of 16QAM modulation in Release 5, allowing a doubling of the peak data rate in good channel conditions compared to the QPSK modulation used in Release 99. 16QAM modulation with a high code rate can therefore be used when radio conditions permit, while QPSK with a lower code rate can be applied for more robust communication in lower SIR conditions.

### 1.3.1.3 Hybrid ARQ

In conjunction with link adaptation, HSDPA and HSUPA introduced the concept of Hybrid Automatic Repeat reQuest (HARQ). This is a combination of forward error correction (FEC) and ARQ. It enables a higher code rate to be used for initial transmissions, which may succeed if the SIR turns out to be sufficiently high; retransmissions are used to ensure successful delivery of each packet. HARQ adapts automatically to the variations of the radio channel, and overcomes the inevitable errors in predicting the exact radio propagation conditions for each user at each scheduling instant: if the radio conditions turn out to be worse than expected, a retransmission will take place rapidly, under the control of the lowest protocol layers. This provides good resilience regardless of the detailed network configuration parameters.

The simplest form of HARQ is known as chase combining [9], where each retransmission of a packet consists of exactly the same set of systematic and parity bits as the initial transmission, and the receiver combines the soft values of each bit (typically by adding the log-likelihood ratios) before reattempting the decoding. HSDPA
and HSUPA support a more advanced version of HARQ known as incremental redundancy (IR), where retransmissions may comprise different sets of systematic and parity bits from the initial transmission. This offers improved performance by providing additional coding gain as each new retransmission is received and the overall code rate of the combination reduces. IR also allows the total number of bits in a retransmission to be different from the initial transmission.

Chase combining and IR are illustrated in Figure 1.13.

1.3.1.4 Short Subframe Length

In order to support dynamic multiuser scheduling, link adaptation, and HARQ, HSPA operates using a much shorter unit of transmission time than Release 99—reduced to 2 ms from a minimum of 10 ms in Release 99. This means that scheduling decisions can be updated rapidly, the MCS can be adapted to follow fast changes in radio channel conditions, and HARQ retransmissions can take place without causing an intolerable delay for the application.

Importantly, these new functions are brought under the control of a single serving NodeB for each UE, instead of being controlled by higher-layer signaling from the RNC, as is the case in Release 99. This helps reduce latency. These features also mean that the role of soft handover in HSPA is reduced compared to Release 99, since in the downlink it would be difficult for two NodeBs to make simultaneous decisions on scheduling and link adaptation based on radio channel conditions.

The overall result is that, compared to Release 99, multiple access in HSPA makes reduced use of CDMA and moves closer toward a TDMA-like structure, with a smaller number of users being selected for higher-rate transmission in each subframe. This has the added benefit of reducing inter-user interference. This change of principle is illustrated in Figure 1.14.

![Figure 1.13 HARQ schemes.](image-url)
Figure 1.14 Change of emphasis from CDMA toward TDMA as Release 99 evolves to HSPA.

This evolution in the direction of TDMA is also observed in the downlink control signaling from Release 6 onwards, where TPC commands to multiple UEs may be time-multiplexed on a single channelization code,* thus helping mitigate the downlink code shortage problem mentioned in Section 1.2.1.2.

1.3.2 MBMS for HSPA

In addition to HSDPA and HSUPA, Release 6 of the UMTS specifications introduces a feature known as multimedia broadcast/multicast service (MBMS). This is designed to offer an efficient mode of data delivery to large numbers of UEs without needing to set up individual data connections and physical channels for each. The overall efficiency of broadcast and multicast data delivery can therefore be increased using MBMS.

* This time-multiplexed control channel is known as the Fractional Dedicated Physical Channel.
In order to further improve efficiency, MBMS data may be transmitted from multiple cells and combined in the UE, giving macro-diversity. In Release 7, this is further enhanced by enabling the different cells to be configured to transmit using the same scrambling code, thereby enabling the data to be combined in the equalizer of the UE receiver before decoding.

### 1.3.3 HSPA Evolution

As demand for higher data rates and improved QoS continues to increase, UMTS has continued to evolve beyond the initial releases of HSPA.

Three main directions can be observed for this evolution:

- Higher-order modulation
- Advanced multiple-antenna techniques
- Multi-carrier operation

Higher-order modulation enables high peak data rates to be achieved in scenarios with high SIR, such as in indoor hotspot cells. 64QAM was introduced for the downlink in Release 7, and 16QAM for the uplink in Release 8.

Multiple-input multiple-output (MIMO) antenna operation was added to HSDPA in Release 7, making HSDPA the first standardized cellular system to support the transmission of multiple data streams to each UE by means of multiple antennas at each end of the radio link. MIMO aims to exploit spatial multiplexing gain by making positive use of the multiple propagation paths to separate different data streams transmitted simultaneously using the same frequency and code. The MIMO solution adopted for HSDPA uses beamforming from two antennas at the NodeB to generate two spatially orthogonal beams to the UE, each carrying an independent data stream, as illustrated in Figure 1.15. The system relies on scattering in the radio channel to enable both beams to be received at the UE.

The same MIMO scheme can also provide a robust transmit-diversity mode, and from Release 9 onwards this is available even for UEs that do not support the high data rate dual-stream MIMO scheme.

Multi-carrier operation enables network operators to offer higher data rates irrespective of the SIR, as well as allowing more efficient use of diverse spectrum allocations. In Release 8, dual-carrier HSDPA was introduced, whereby two adjacent 5-MHz radio channels can be used simultaneously to a single UE. This can also give a small improvement in performance compared to using two carriers independently, as the scheduler can take the qualities of both carriers into account.

HSUPA operation on two adjacent carriers was introduced in Release 9, as was non adjacent dual-carrier HSDPA, allowing operators to make use of licences for operating carriers in different parts of the radio spectrum.

Future evolutions of HSPA may extend to operation with more than two simultaneous carriers in later releases. Dual and multi-carrier operation will pose new
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Figure 1.15 The dual-beam MIMO spatial-multiplexing scheme of HSDPA in Release 7.

challenges for network planning and optimization for HSPA, as it becomes necessary to take into account the planning of different frequencies and combinations of aggregated carriers in addition to the original aspects of UMTS network planning. In some cases, this may even extend to the different aggregated carriers having significantly different coverage areas if they are in different bands.

1.4 TD-SCDMA

1.4.1 Historical Perspective of TD-SCDMA

Time division-synchronous code division multiple access (TD-SCDMA) was submitted to the ITU by CATT (China Academy of Telecommunication Technology) as one of the candidate 3G standards for IMT2000 in 1998. It was accepted by the ITU in May 2000. Subsequently, in 2001, the TD-SCDMA concept was accepted by 3GPP and included in Release 4 of the UMTS specifications.

Compared to WCDMA and CDMA2000, TD-SCDMA was relatively immature in the early years. The industrialization of TD-SCDMA did not progress smoothly until 2006, when TD-SCDMA was accepted as a Chinese national communication industry standard by the Chinese Information Industry department. With the granting of a 3G licence in China specifically for TD-SCDMA in 2007, the industrialization of TD-SCDMA then began to grow rapidly.
1.4.1.1 TD-SCDMA Standardization in 3GPP and CCSA

Following TD-SCDMA’s integration into Release 4 of the 3GPP UMTS specifications, subsequent versions of TD-SCDMA were standardized in 3GPP in Release 5 onwards, broadly aligned with the standardization of the FDD mode of UMTS.

TD-SCDMA is also standardized by CCSA (China Communications Standards Association). As a member of 3GPP, CCSA generally follows the released TD-SCDMA versions in 3GPP, integrating features from the 3GPP specifications into the CCSA standard. However, some new features were introduced first into the CCSA standard, and then injected into 3GPP—for example, a multi-carrier version of TD-SCDMA was standardized first in CCSA around the Release 5 timeframe of 3GPP, and included into Release 7 in 3GPP. The approximate relationship between the versions of TD-SCDMA released by 3GPP and CCSA is shown in Figure 1.16.

1.4.2 Deployment of TD-SCDMA

From 2005 to 2008, several TD-SCDMA test networks were deployed in China, Korea, and Europe, as a result of which the TD-SCDMA industry gained significant experience in network layout, and production maturity also improved.

The first TD-SCDMA commercial licence was granted to CMCC (China Mobile Communication Company) in January 2009. By the end of May 2009, there were 39,000 base stations deployed in 38 cities in China, and 0.85 million subscribers. Current deployment plans for TD-SCDMA include 85,000 base stations covering 238 Chinese cities, aiming for 10 million subscribers before the end of 2009.

1.4.3 Key TD-SCDMA-Specific Technologies

TD-SCDMA has several different features from UMTS FDD, including a narrower bandwidth and hence lower data rate, the possibility to support asymmetric

---

**Figure 1.16** TD-SCDMA development in 3GPP and CCSA.
downlink/uplink (DL/UL) allocation of transmission resources, and, being a TDD system, the potential to benefit from transmit/receive channel reciprocity. Therefore, several TD-SCDMA-specific technologies have been developed to exploit these features.

1.4.3.1 Time Synchronization

TD-SCDMA is a synchronized system that requires strict synchronization (1/8 chip granularity) between the demodulators in the UE and NodeB. This enables complete orthogonality of all delays of the orthogonal spread spectrum codes during despreading, thus avoiding multiple-access interference. This helps overcome the interference limitation of asynchronous CDMA technology caused by the lack of time-alignment of the codes at the receiver; the TD-SCDMA system capacity and spectral efficiency are therefore improved.

TD-SCDMA utilizes two special time slots for open-loop DL and UL synchronization, respectively; these are referred to as DwPTS (downlink pilot time slot) and UpPTS (uplink pilot time slot). The UE first achieves DL synchronization via correlation detection on the DwPTS, and then transmits a random access channel (RACH) sequence on the UpPTS so the NodeB can calibrate the UL transmission timing. According to the received timing of the RACH preamble, the NodeB can adjust the UE’s UL transmission timing by sending a DL control signal. During the ensuing communication, downlink control signals known as SS (synchronization shifting) are employed to maintain closed-loop UL synchronization. This synchronization mechanism enables several key TD-SCDMA technologies, such as smart antennas and joint detection. These are discussed in the following sections.

1.4.3.2 Smart Antennas

A typical smart antenna system is composed of an antenna array with $M$ antenna elements and $M$ coherent RF transceivers. Following the RF part, a baseband digital signal processing (DSP) module exploits the spatial dimension by adaptively forming multiple RF beams. Figure 1.17 shows a typical smart antenna system.

Based on the received signals from the different UEs, the smart antenna generates suitable phase differences between the elements of the antenna array to produce multiple transmission beams. Each beam is directed toward a specific terminal and moves with it automatically, thus reducing co-channel interference and improving downlink capacity. This spatial beamforming can result in a significant reduction of the total RF transmission power without reducing the cell coverage. Similarly on the receiving side, a smart antenna can greatly improve the reception sensitivity and reduce co-channel interference from UEs in different locations.

Theoretically, the larger the $M$, the higher the beamforming gain. On the other hand, too many antenna elements will result in unacceptable complexity and cost. As a compromise, TD-SCDMA typically employs eight antenna elements (although
four are sometimes used). The performance gain of smart antennas may be influenced by several factors such as multipath propagation and the Doppler frequency. Smart antennas are therefore usually combined with some interference elimination techniques such as joint detection (JD). It should also be noted that smart antennas are applicable for the data channels but not for broadcast or common control channels, where UE-specific beams cannot be formed.

1.4.3.3 Joint Detection

CDMA-based systems suffer from multipath inter-symbol interference (ISI) and multiple access interference (MAI). These sources of interference destroy the orthogonality of the different code channels, and hence reduce the system capacity. Simple detectors such as the rake receiver are suboptimal because they only consider one user’s signal and do not take into account the interference from other users in the system.

The JD algorithms on the other hand are designed to process the signals of all users as useful signals, making use of the NodeB’s knowledge of the spreading codes, amplitudes, and timing of each signal, to reduce the multipath and multiple-access interference. Combined with smart antenna technology, joint detection technology can achieve better results.
JD can achieve significant performance gains compared to a single-user receiver. However, JD schemes are complex and computationally intensive (complexity grows exponentially as the number of users increases) because most of the operations are matrix- and vector-based operations. TD-SCDMA, however, largely avoids this problem by limiting the number of users in a given time slot to 16, using a maximum spreading factor of 16. This means that the number of users that need to be processed in parallel is manageable, and furthermore these users are synchronized. This results in a joint detector of reasonable complexity that can easily be implemented in today’s parallel computing architectures.

1.4.3.4 Baton Handover

Baton handover (BH) is a handover approach that can be regarded as being intermediate between hard handover and soft handover. Based on the UE positioning technologies available in TD-SCDMA (i.e., smart antennas and UL timing synchronization), the NodeB estimates whether a UE has entered a handover region or not. During configured handover measurement periods, the UE then obtains the system information of the target cell [e.g., scrambling code, transmission timing, and power of the primary common control physical channel (P-CCPCH)] by reading the relevant messages on the serving cell’s broadcast channel (BCH) or forward access channel (FACH). From this information, the UE can accurately deduce the appropriate uplink transmission timing and power, based on the received timing and power; this is known as the pre-synchronization procedure. In this way, BH reduces handover time, improves the handover success rate and reduces the call drop rate.

During the handover execution process, the UE establishes a link with the target cell and releases the link with the serving cell almost at the same time. The whole process is like a relay race in field sports—hence the name baton handover.

1.4.3.5 Multi-carrier TD-SCDMA and TD-SCDMA HSDPA

The Release 4 version of TD-SCDMA features a 1.6-MHz channel bandwidth and 1.28-Mcps chip rate. In order to utilize the radio spectrum in a more flexible way, and to achieve higher peak data rates, a multi-carrier feature was introduced into TD-SCDMA by CCSA and later by 3GPP.

One primary carrier and several secondary carriers are configured for one cell, and all the carriers employ the same scrambling code and midamble sequence so as to reduce the measurement complexity for the UE. The common control channels are usually configured on only the primary carrier so as to save radio resources and reduce the required transmission power.

---

* Midambles are used in UMTS TDD mode, including TD-SCDMA, for the purpose of channel estimation and synchronization in the absence of the continuous CPICH that is provided in FDD mode.
The multi-carrier version of TD-SCDMA can achieve a theoretical peak downlink data rate of $N$ times the single-carrier TD-SCDMA HSDPA peak rate of 2.8 Mbps (where $N$ is the number of carriers).

Moreover, the multi-carrier version of TD-SCDMA supports more flexible radio resource allocation than the original single-carrier version. For example, adjacent cells can allocate different carriers as the primary carrier so as to avoid inter-cell interference on channels such as the broadcast channel, which cannot benefit from smart antenna techniques.

### 1.5 LTE and Beyond

The transition from circuit-switched mobile service provision to packet-switched is completed with the advent of the long-term evolution (LTE) of UMTS. Further growth in demand for packet data services, fueled by the arrival of mobile terminals with much more advanced capabilities for images, audio, video, e-mail, and office applications, led to the need for a further radical step in radio access network design.

#### 1.5.1 Context of LTE

3GPP took the first steps toward LTE at the end of 2004, when the industry came together to make proposals for the requirements and suitable technologies for the new system. In order to maximize its longevity, it was decided to embrace the opportunity to design a completely new radio access network architecture and radio interface, without being constrained by attempting to retain backward compatibility with the UMTS radio access network.

This meant that LTE was able to take advantage of the possibility of using much wider channel bandwidths (up to 20 MHz), partly facilitated by the allocation in 2007 of large new spectrum bands by the ITU for global use by “IMT”-designated systems, as well as exploiting advances in theoretical and practical understanding and processing capabilities.

Targets were set for LTE to support at least 100 Mbps in the downlink and 50 Mbps in the uplink, with average and cell-edge spectral efficiencies in the range two to four times those provided by Release 6 HSPA.

#### 1.5.2 Principles of LTE

In addition to a 20-MHz carrier bandwidth, some fundamental technologies of LTE can be identified as follows:

- New multiple-access schemes, based on multi-carrier technology
- Advanced multi-antenna technology
- Fully packet-switched radio interface
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- Flat network architecture
- Common design for operation in a paired and unpaired spectrum

Each of these is introduced briefly in the following subsections. For a thorough explanation of LTE, the reader is referred to [10].

1.5.2.1 Multi-Carrier Multiple Access

In place of the CDMA multiple access scheme used in UMTS, which suffer from interference arising from non-orthogonality, LTE has adopted orthogonal multi-carrier multiple access schemes: orthogonal frequency division multiple access (OFDMA) in the downlink, and single-carrier frequency division multiple access (SC-FDMA) in the uplink.

OFDMA breaks the wideband transmitted signal down into a large number of narrowband subcarriers. These are closely spaced such that they are orthogonal to each other in the frequency domain, as shown in Figure 1.18, resulting in a high spectral efficiency. Different groups of subcarriers can be allocated to transmissions for different users.

As OFDMA uses multiple subcarriers in parallel, the symbol rate on each subcarrier is low compared to the total combined data rate. This means that the symbol duration is long, so that the delay spread that arises from multipath propagation can be contained within a guard period occupying only a small proportion of each symbol duration. In order to maintain orthogonality of the subcarriers, the guard period is generated as a cyclic prefix (CP), by repeating some samples from the end of each symbol at the beginning. This is illustrated in Figure 1.19. This enables the degradation that arises from inter-symbol interference (ISI) to be avoided, provided that the propagation delay spread is less than the CP length.

![Subcarrier spacing](image)

Figure 1.18 The frequency spectra of all the OFDMA subcarriers are orthogonal to each other.
The subcarrier spacing is chosen as a trade-off between resilience against delay spread and resilience against frequency shifts such as Doppler shifts caused by mobility and receiver non-idealities. A small subcarrier spacing enables a large number of subcarriers to be used in a given spectrum allocation, thereby enabling a long CP to be used without it representing a high overhead as a proportion of the symbol duration. However, a small subcarrier spacing is more sensitive to inter-carrier interference (ICI). As a compromise between these factors, LTE uses a fixed subcarrier spacing of 15 kHz, regardless of the system bandwidth. For operation in a wide range of different bandwidths, LTE has the flexibility of using different numbers of subcarriers.

The basic structure of an OFDMA transmitter is shown in Figure 1.20. After serial-to-parallel conversion of the data stream to be transmitted (to map it onto the multiple subcarriers), the orthogonal multi-carrier signal can be generated in a very straightforward manner by means of an inverse Fourier transform. This can be implemented as an inverse fast Fourier transform (IFFT), further reducing the complexity.

The OFDMA receiver is very low in complexity, as it can be simply implemented using a fast Fourier transform (FFT). As each subcarrier has a narrowband spectrum (i.e., bandwidth less than the coherence bandwidth of the radio channel),
the channel gain can be compensated in the receiver by a single multiplication operation. Thus, frequency-domain equalization is very straightforward for OFDMA, and the receivers have low complexity.

The low-complexity receiver operation makes OFDMA ideally suited to downlink transmissions, where the cost of the receiver in the mobile terminals is crucial. However, there is one drawback of OFDMA that makes it less suitable for the uplink, namely that the peak-to-average power ratio (PAPR) of the transmitted signal is high. The SC-FDMA scheme adopted for the LTE uplink is a variation of OFDMA but with an initial precoding stage using a discrete Fourier transform (DFT), which results in each subcarrier carrying a linear combination of data symbols instead of each data symbol being mapped to a separate subcarrier. This results in a single-carrier waveform that exhibits a significantly lower PAPR than OFDMA.

The structure of an SC-FDMA transmitter is illustrated in Figure 1.21. The use of SC-FDMA for the LTE uplink results in a high degree of commonality between the downlink and uplink signal structures, including the 15-kHz subcarrier spacing.

1.5.2.2 Multi-Antenna Technology

As explained in [9], multiple antennas can provide three kinds of gain, depending on the scenario and configuration: diversity gain, array gain, and spatial multiplexing gain.

Antenna diversity provides resilience against multipath fading and improves coverage, particularly for control and broadcast channels for which techniques based on UE-specific beamforming cannot be used.

LTE provides schemes for downlink transmit diversity for up to four antennas at the eNodeB. With two transmit antennas at the eNodeB, a space-frequency block code (SFBC) is used, which operates in a similar way to the STBC code available in UMTS Release 99, except that symbols are treated in pairs across pairs of subcarriers in the frequency domain instead of in-pairs in the time domain. With four transmit antennas at the eNodeB, the antennas are treated in pairs, each using independent SFBC schemes in a frequency-switched transmit diversity (FSTD) scheme.

![Figure 1.21 SC-FDMA transmitter structure.](image-url)
In the uplink, the first release of LTE assumes that, for reasons of cost, UEs would possess only a single power amplifier and would therefore be capable of transmitting from only one antenna at a time. However, LTE does enable some benefit to be derived from uplink transmit diversity by means of antenna switching, whereby the UE changes the antenna from which it transmits from time to time.

Receive diversity also provides robustness against multipath fading. In order to assist network planning, especially for coverage of the broadcast channel, it is important that network operators can assume a certain baseline level of performance for all UEs. The specified LTE performance requirements therefore assume that all UEs have at least two receive antennas, from which the signals are combined using a technique like maximal ratio combining (MRC).

Array gain makes use of phase adjustments at each of the antennas to cause constructive superposition to direct a beam in the desired direction for a particular UE, as illustrated in Figure 1.22. This can give a significant increase in signal power at the receiver. Similar techniques can also be used to reduce interference at a receiver, by setting a null in the beam pattern in the direction of a strong interfering signal—for example, in the direction of a dominant interfering cell in the downlink, or in the direction of a high-power UE in a neighboring cell in the case of the uplink.

Two modes of multi-antenna transmission are provided in the LTE downlink which exploit array gain. The first is a closed-loop mode in which the UE uses the cell’s broadcast reference signals to derive an estimate of the downlink channel response in order to feed back a recommendation of the optimal precoding vector (selected from a specified codebook of vectors) to be applied at the transmitter to

![Figure 1.22 A beam pattern from an antenna array.](image-url)
maximize the received signal power. The second mode is open-loop, in the sense that no explicit feedback is sent from the UEs to guide the transmitter precoding at the eNodeB. Instead, it is assumed that the eNodeB has a correlated array of antennas (e.g., eight closely spaced elements) and that the uplink and downlink channels are therefore spatially correlated. The eNodeB then estimates the angle of arrival of uplink transmissions and forms a transmission beam in the same direction. The precoding that is required in this latter case is not constrained by a finite codebook, and UE-specific reference signals are therefore precoded with the same precoding vector as is used for the data and transmitted together with the data to provide the UE with the phase reference for demodulating the data.

Spatial multiplexing makes use of multiple antennas at each end of the radio link to transmit multiple data streams using the same time and frequency resources. This relies on there being sufficient uncorrelated paths through the radio channel to be able to separate the parallel data streams at the receiver by means of different combinations of the signals from the receive antennas. Each such combination of antennas is typically referred to as a spatial layer.

The first release of LTE provides for up to four spatial layers to be transmitted simultaneously to a UE (although only the highest category of UEs has the capability to support more than two layers). The spatial multiplexing is an extension of the closed-loop beamforming mode described earlier. Based on measurements of the downlink reference signals, the UE identifies the preferred rank (number of layers) for the downlink transmission, and feeds back a recommendation of a corresponding precoding matrix. In suitable propagation conditions, this provides the possibility for the peak data rate to be increased by a factor of up to four compared to single-layer transmission.

1.5.2.3 Packet-Switched Radio Interface

Following the same route as HSPA, LTE benefits from packet switching at the radio interface by means of dynamic scheduling, link adaptation, and HARQ. Unlike UMTS, the LTE physical layer makes no use of constant-rate power-controlled channels; the data rate and frequency-domain transmission resources are adapted on the basis of multiuser scheduling considerations and radio channel quality.

Dynamic scheduling in the frequency domain is facilitated by the multi-carrier transmission schemes in uplink and downlink which enable different groups of subcarriers to be allocated to different UEs depending on the radio channel conditions in different parts of the carrier bandwidth. This is a new degree of freedom for data scheduling which was not available in UMTS.

The only exception to dynamic scheduling in LTE is known as "semi-persistent scheduling," whereby a particular set of subcarriers is allocated to a UE at regular intervals with a particular modulation and coding scheme. This is particularly suitable for services like voice over IP (VoIP). However, even in this case, HARQ retransmissions are scheduled dynamically, allowing link adaptation to be used.
1.5.2.4 Flat Network Architecture

LTE uses not only a new radio interface but also a new network architecture, illustrated in Figure 1.23. In order to facilitate dynamic scheduling and mobility, the LTE radio access network consists of a single type of node, the eNodeB, in place of the NodeB and RNC of UMTS. Nearly all the functions of the UMTS RNC are the responsibility of the eNodeB in LTE, including radio resource management (RRM) and scheduling.

This helps ensure that LTE has a very low latency, both for packet transmission and for connection setup.

The eNodeBs are interconnected by a standardized interface known as the X2 interface, across which both control signaling and data can be transferred. The connection between the eNodeB and the core network [known for LTE as the evolved packet core (EPC)] is provided by the S1 interface to the packet data network gateway (PDN-GW) node.

1.5.2.5 Evolved MBMS

LTE also provides support for an enhanced version of MBMS from Release 9 onwards, known as “evolved MBMS” or simply “eMBMS.” eMBMS in LTE exploits the OFDM signal of the LTE downlink to give high spectral efficiency when multiple cells transmit the eMBMS data in a mode known as multimedia broadcast single frequency network (MBSFN) operation.

---

Figure 1.23  The LTE radio access network uses a flat architecture consisting of a network of interconnected eNodeBs.
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In MBSFN operation, MBMS data is transmitted simultaneously from multiple cells. A UE receiver will therefore receive multiple versions of the signal with different delays due to the different propagation delays from the different cells. Provided that the transmissions from the multiple cells are sufficiently tightly synchronized for each to arrive at the UE within the cyclic prefix at the start of each OFDM symbol, there will be no intersymbol interference (ISI). This makes the MBSFN transmission appear like a transmission from a single large cell. This gives a significant increase in the received SINR, as inter-cell interference is translated into useful signal energy for the eMBMS data reception.

1.5.3 Network Planning Considerations for LTE

As a result of the radically new radio access network in LTE, there have been many different considerations for network planning compared to previous systems such as UMTS.

1.5.3.1 Interference Management

An important aspect is the control of inter-cell interference, since LTE is designed to operate with a frequency reuse factor of unity. Cell-specific scrambling is used to whiten inter-cell interference. However, further measures may be employed to mitigate inter-cell interference.

The ability of LTE to support frequency-domain scheduling (as introduced in Section 1.5.2.1) is an important enabler for interference management. In particular, neighboring cells may cooperate to avoid scheduling transmissions for cell-edge users in the same time/frequency resource blocks in adjacent cells, and some standardized signaling is provided to support this.

For the downlink, signaling can be exchanged between eNodeBs over the X2 interface so that one eNodeB can inform the neighboring eNodeBs whether it is planning to keep the transmit power for each group of 12 subcarriers below a certain upper limit. This enables the neighboring cells to take into account the expected level of interference on each group of subcarriers when scheduling transmissions to UEs in their own cells in, for example, avoiding scheduling transmissions to cell-edge UEs on those subcarriers.

For the uplink, eNodeBs can exchange a reactive “overload indicator” (OI) and a proactive “high interference indicator” (HII). The OI indicates whether an eNodeB has detected a high level of interference on certain groups of subcarriers. The HII can be used by an eNodeB to inform its neighboring eNodeBs that it intends to schedule uplink transmissions by cell-edge UEs on certain groups of subcarriers, and therefore that high interference might occur on those subcarriers. Neighboring cells may then take this information into consideration in scheduling their own users.

In addition to making use of frequency-domain scheduling to manage inter-cell interference in the uplink, the eNodeB can also control the degree to which each UE compensates for the path loss when setting its uplink transmission power.
This is known as fractional power control and can be used to maximize system capacity by trading off fairness for cell-edge UEs against the inter-cell interference generated toward other cells.

These aspects of interference management are important factors to take into account when optimizing LTE network deployment.

### 1.5.3.2 Other Aspects of Network Planning

Other aspects related to LTE network planning that must be taken into account chiefly relate to the configuration of cell identities and sequences used in neighboring cells.

LTE provides 504 distinct cell IDs, grouped into three groups of 168; each group has a corresponding primary synchronization sequence (PSS), which is used by the UE for the first stage of cell identification and synchronization. These cell group IDs would normally be allocated to adjacent cells, such as to three 120° cells of an eNodeB; arranging a suitable allocation of the cell group IDs in relation to the cells of neighboring cells may be more complex in practical network deployments. The cell IDs within the groups are conveyed by the secondary synchronization sequences (SSSs) which must also be allocated to the cells.

LTE also provides the possibility to plan the allocation of sequences for the uplink reference signals. This enables groups of reference signal sequences to be assigned to UEs in neighboring cells such that they have low cross-correlation with each other. Alternatively, reference sequence group hopping may be configured to avoid the necessity for planning, so that even if UEs in neighboring cells end up using reference signals with high cross-correlation, the resulting inter-cell interference should not persist in consecutive subframes.

### 1.5.3.3 Network Self-Optimization

LTE provides some network self-optimization tools which can be used to optimize some aspects of the network configuration automatically. These tools are collectively known as self-optimizing networks (SON), and they may include:

- Coverage and capacity optimization
- Energy-saving features for the eNodeBs
- Inter-cell interference coordination
- Automatic configuration of Cell ID
- Optimization of mobility and handover, including, for example, detection of handovers that are too early, too late, or to a cell that is not the most appropriate, reducing the occurrence of unnecessary handovers, and optimization of cell reselection parameters
- Load balancing
- RACH optimization
- Automatic identification of the neighboring cells for each cell
Some degree of automatic configuration of such features can reduce the effort required in manual planning and optimization of LTE networks. However, this facility comes at the expense of increased complexity, usually in the eNodeBs. Many of the SON aspects listed here will be further developed in subsequent releases of the LTE specifications.

1.5.4 Future Development of LTE

Further developments of the LTE specifications are continuing to follow, providing further-enhanced capacity and data rates.

Some extensions are provided in Release 9, including support for UE positioning and enhanced beamforming. As mentioned earlier, a much more major step known as LTE-advanced (LTE-A) will follow in Release 10, as the LTE system is developed to meet the demands set by the ITU for the IMT-advanced family of systems, and beyond.

While the first version of LTE (Release 8) can already satisfy many of these demands in terms of spectral efficiency, the peak data rate requirements and some particular deployment scenarios require that significant new features are introduced into LTE. These changes will be introduced in a backward-compatible way, allowing a smooth migration from networks built on Release 8 toward later releases, with full compatibility with legacy Release 8 terminals.

One prominent feature of LTE-A is bandwidth aggregation, whereby multiple carriers at different frequencies, and possibly of different bandwidths, are used in conjunction with each other in a single cell, as illustrated schematically in Figure 1.24. This will enable network operators to make more effective use of diverse spectrum allocations, as well as multiplying the available data rates by the number of aggregated carriers. In total, up to 100 MHz would be accessible for a single LTE-A link in each direction.

The LTE-A will also feature enhancements to multi-antenna transmission schemes. Instead of supporting a maximum of four layers in the downlink and one in the uplink, LTE-A will support up to eight layers in the downlink (for antenna configurations up to $8 \times 8$) and four layers in the uplink, enabling peak data rates in excess of 1 Gbps in the downlink and 500 Mbps in the uplink to be achieved when propagation conditions allow.

![Carrier aggregation for LTE-Advanced.](Image)

**Figure 1.24** Carrier aggregation for LTE-Advanced.
Enhancements to multiuser MIMO, as well as cooperative multi-Point (CoMP) transmission in which multiple cells transmit simultaneously to a given UE, are also under consideration for LTE-A.

Yet a further aspect of LTE-A is the introduction of relay nodes (RNs), which can forward data from an eNodeB to a UE using the same spectrum and radio interface between the eNodeB and the RN as between the RN and the UE. RNs can in some scenarios be useful for filling coverage gaps, extending the coverage of rural cells, and potentially in some cases for capacity enhancement. A typical configuration is shown in Figure 1.25.

All of these aspects will bring new possibilities and challenges for LTE network deployment and optimization.

1.6 Network Planning and Optimization

The remainder of this book is devoted to an explanation of techniques for network deployment planning and optimization for the evolved systems introduced in this chapter.

All network deployment is ultimately constrained by the radio propagation environment, and an understanding of propagation scenarios is therefore essential to efficient network planning. Chapter 2 therefore explains the main approaches to radio propagation modeling that are applicable to cellular systems.

Chapter 3 considers some techniques for assessing the performance of deployed networks and identifying where improvements are needed.

Chapters 4 to 10 consider in detail network planning aspects for UMTS, including WCDMA, TD-SCDMA, HSPA, and MBMS. Aspects discussed include coverage, radio resource management, and interference management. Both macrocellular and small-cell deployments are considered.

Finally, Chapters 11 to 16 then consider network planning for LTE and possible future evolutions of LTE.
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2.1 Introduction

Designing, analyzing, and deploying communication systems requires the efficient utilization of available resources for reliable transfer of information between two parties. However, in practical systems some amount of unpredictability is tolerated in order to achieve better consumption of available resources. Thus the performance of signal processing algorithms, transceiver designs, etc., for a communication system are highly dependent on the propagation environment.

A correct knowledge and modeling of the propagation channels is a central prerequisite for the analysis and design of the long-term evolution (LTE) at both the link level and the system level and also for the LTE specifications for the mobile terminal and the base station performance requirements, radio resource management to ensure that the resources are used in an efficient way, and in RF system scenarios to derive the requirements and in system concept evolution. The use of multiple transmit/receive antenna techniques is an important feature of LTE. Multiple antenna techniques used in LTE (e.g., in spatial diversity), take the advantage of multipath dispersion to increase the capacity. However this requires that the spatial correlation between antenna elements should be low, which is difficult to obtain in practical systems. When assessing multiple antenna techniques, it is important that relevant features (e.g., spatial correlation) of the channel are modeled in an efficient way. Therefore, standard MIMO channel models also have great significance in the design and analysis of an LTE system.

This chapter gives an overview of standard channel models for Universal Mobile Telecommunication Systems (UMTS) and the upcoming LTE. The emphasis is on some general channel models used during the evolution of UMTS and LTE, and specific channel models for LTE as well. The chapter is organized as follows: Section 2.2 describes the basics of multipath channel modeling. In Section 2.3, different approaches for developing generic channel models are discussed, which are used to build standard channel models for LTE. Section 2.4 describes standard channel models for UMTS and LTE and Section 2.5 gives an overview of recently developed MIMO channel models for LTE. The chapter ends with concluding remarks.
2.2 Multipath Propagation Channels

The difficulties in modeling a wireless channel are due to the complex and varied propagation environments. A transmitted signal arrives at the receiver through different propagation mechanisms shown in Figure 2.1: the line-of-sight (LOS) or free space propagation, scattering, or dispersion due to contact with objects with irregular surfaces or shapes, diffraction due to bending of signals around obstacles, reflection by the objects with sizes that are large compared to the wavelength of the electromagnetic wave, transmission through irregular objects, and so on. The presence of multipaths (multiple scattered paths) with different delays and attenuations gives rise to highly complex multipath propagation channels. It is significant here to note that the level of information about the environment a channel must provide is highly dependent on the category of communication system under assessment. To predict the performance of single-sensor narrowband receivers, classical channel models, which provide information about signal power level distributions and Doppler shifts of the received signals, may be satisfactory [1, 2]. The advanced technologies (e.g., LTE) built on the typical understanding of Doppler spread and fading; however, also incorporate new concepts such as time delay spread, direction of departures, direction of arrivals and adaptive array antenna geometry, and multiple antenna implementations at both sides of the wireless link, or multiple-input multiple-output (MIMO) [3–9].

![Radio propagation environment diagram](http://www.3gpp.org)
The degradation in the received signal level due to multipath effects can be classified into large-scale path loss components, medium-scale slow varying components with log-normal distribution, and small-scale fast fading components with Rayleigh or Rician distribution depending on the absence or presence of LOS components between the transmitter and receiver [2, 10]. Thus, a three-stage propagation model can be used to describe a wireless cellular environment. The three stages are:

1. **Large-scale propagation model**: This model is used to characterize the received signal strength by averaging the amplitude or power level of the received signal over large transmitter–receiver separation distances in the range of hundredths or thousandths of a wavelength. The large-scale models are often derived from measured data. However, semi-empirical models are employed in smaller areas to achieve higher accuracy. For this purpose, theoretical models are used, which are then fitted to measured data to obtain a desired model for a particular propagation scenario.

2. **Medium-scale propagation model**: This model determines the gradual variations of the local mean amplitude or the local mean power of the received signal over a time-variant multipath channel when the mobile station moves over distances larger than a few tens or hundreds of a wavelength. Some existing components will disappear while new components will appear. It is observed that variations of the local mean power of the received signal follow log-normal distribution, which is called slow fading or shadowing. The shadowing is caused by obstructions like trees and foliage. The mean and standard deviations of the received power are determined from large-scale propagation models in the environment of interest.

3. **Small-scale propagation model**: This model is used to characterize the rapid variations of the received signal strength due to changes in phases when a mobile terminal moves over small distances on the order of a few wavelengths or over short time durations on the order of seconds. Since the mean power remains constant over these small distances, small-scale fading can be considered as superimposed on large-scale fading for large-scale models. The most common description of small-scale fading is by means of the Rayleigh distribution.

Multipath signals arrive at the receiver with different propagation path lengths, called multipath taps, and different time delays. The multipath signals with different phases sum constructively or destructively at the receiver, giving rise to time varying multipath taps. The power distribution of channel taps is described by a distribution function depending on the propagation environment. The most severe multipath channel is the Rayleigh fading channel in which there is no line-of-sight path and the channel taps are independent. In the case of the Rician fading channel, the fading dips are low due to the presence of line-of-sight components in addition to the dispersed paths.
The behavior of a multipath channel needs to be characterized in order to model the channel. The concepts of Doppler spread, coherence time, and delay spread and coherence bandwidth are used to describe various aspects of the multipath channel. The maximum value of delay spread gives the delay difference between the first and the last channel tap in the power delay profile. The coherence bandwidth is the inverse of the delay spread. If the coherence bandwidth is greater than the transmission bandwidth, then the frequency components of the signal will undergo frequency flat fading. A frequency selective fading results if the coherence bandwidth is less than the transmission bandwidth. The Doppler spread arises due to motion of the mobile station and gives a maximum range of Doppler shifts. If there is only one path from the mobile terminal to the base station, then the Doppler spread will be zero with a simple shift of carrier frequency. The inverse of the Doppler spread gives coherence time of the channel during which the channel statistics do not change significantly.

2.3 Modeling Methods for Multipath Channel Modeling

New channel models can be developed in two stages [5]. First, setting up a framework for a generic channel model and identifying a set of parameters that needs to be determined for the description of the channel. Second, conducting measurement campaigns and extracting numerical values of parameters and their statistical distributions. In the first stage, different methods can be employed (e.g., the deterministic methods are based on measured impulse responses and ray tracing algorithms); the stochastic approaches include tapped delay line models, frequency domain modeling, and geometry-based stochastic modeling. In this section, a brief overview of different modeling methodologies for the first stage is described.

2.3.1 Deterministic Channel Computation

Deterministic propagation modeling is intended to reproduce the actual radio propagation process for a given environment. These methods are suitable for environments where the radio waves interact with fairly simple geometric obstacles such as streets and buildings. The geometric and electromagnetic characteristics of the corresponding environment and of the radio links can be stored in files (environment data) and the corresponding propagation process can be modeled through analytical formulas or computer programs. Deterministic channel models are potentially accurate and meaningful. Due to the high accuracy and adherence to the real propagation process, deterministic models can be advantageous to use in situations when time is not sufficient to conduct measurements or some specific cases that are difficult to measure in the real world.

Although electromagnetic models such as finite difference in time domain (FDTD) and methods of moments (MoM) can be helpful in the study of near field problems, these models are not used for field prediction at radio frequencies.
because of small wavelengths with respect to the dimensional scale of the environment. The most appropriate deterministic method for radio propagation, at least in urban area, is the ray-tracing model [11].

In a wireless channel, multipath propagation at higher frequencies can be modeled by applying geometrical optics (GO) theory. This theory is based on ray approximation, which is suitable when the wavelength is significantly small compared to the dimensions of the obstacles. Under this assumption, the electromagnetic waves following multiple paths can be expressed as a set of rays or beams where each ray represents a piecewise linear path connecting two terminals. In the ray-tracing method, the position of the transmitter and the receiver is specified initially and then all the possible rays (paths) between the transmitter and the receiver can be determined by applying geometrical optics rules and geometric considerations. The rays can be characterized from the propagation environment by their amplitude, Doppler shifts, delays, angle of departure, angle of arrival, and polarization. Once the complete information (database) about the environment is known, including the positions of the transmitter and the receiver, then by applying the fundamental laws of electromagnetic waves propagation, channel properties can be derived from the positions of the scatterers. If instead of rays, beams of finite transverse dimension are used, then the resulting model is called beam launching or ray splitting. The beam launching models are suitable for large areas and permit faster field strength prediction. On the other hand, the ray-tracing method is more suitable for point-to-point field prediction and gives accurate results as compared to the beam launching method. High computational burdens and a difficulty to maintain suitable and detailed databases are the main drawbacks of ray-based models.

2.3.2 Geometry-based Stochastic Channel Models

Geometry-based stochastic channel modeling approach also uses the ray-based modeling concept, which is a commonly used approach in directional channel modeling for performance assessment of systems including adaptive antenna arrays. In deterministic geometrical modeling approaches (e.g., ray tracing in previous subsection), the locations of scatterers are prescribed deterministically from a database. On the other hand, in geometric-based stochastic channel models (GSCM) the locations of the scatterers are chosen in a stochastic manner with a certain probability distribution of multipath delays and where the direction of departures and arrivals is determined by the ray-based approach. The distribution of scatterers depends on the environments. In indoor environments, the scatterers are located around both ends of the wireless link. In the case of highly mounted antennas, a scatterers’ presence only around the mobile terminal is considered. Each scatterer can be characterized by its own direction of arrival, direction of departure and propagation delay using the ray-based approach. When the channel parameters of each ray (i.e., complex amplitudes, Doppler frequency, delays, direction of departures and arrivals) are determined, the channel behavior can be characterized in multidimensions.
The GSCM approach has some advantages [12, 13]. The approach used by GSCM is more practical, and channel parameters can be obtained through simple geometric considerations. Many effects like delay drifts, direction of arrivals, and small-scale fading by superposition of individual scatterers, are implicitly reproduced. All the information lies in the distribution of the scatterers, which do not make the model complex. The transmitter, receiver and scatterer locations, appearance/disappearance of propagation paths, and shadowing can be determined in a straightforward way. Different versions of GSCM are described in [11].

### 2.3.3 Non-geometrical Stochastic Channel Models

In non-geometrical stochastic channel models, all parameters such as the location of the scatterers, direction of departures, direction of arrivals and so on, describing the paths between the transmitter and the receiver are determined statistically, without referencing the geometry of the physical environment. There are two non-geometrical stochastic channel models in the literature [11]: the extended Saleh-Valenzuela model and the Zwick model. The Zwick model considers the multipath components (MPCs) individually, while the extended Saleh-Valenzuela model uses the cluster of the MPCs. The details of these models are explained in [10].

### 2.3.4 Correlation-based Channel Models

Correlation-based channel models are simple and have a low computational complexity compared to geometric-based channel models. These models are used to describe the correlation properties between all transmit/receive antenna pairs and are useful in the study of correlation impacts on any performance parameter of the system. Spatial correlation can be defined explicitly by the spatial correlation matrix. In ray-based modeling, correlation is present in the channel matrix implicitly. For zero mean complex circularly symmetric Gaussian channels, the channel correlation matrix for the description of the MIMO channel behavior is defined in [14].

\[
R_{\text{full}} = E[\text{Vec}(H)\text{Vec}(H)^H] \tag{2.1}
\]

In the preceding equation, \(\text{Vec}(\cdot)\) stacks all elements of the matrix \(H\) into a large vector, \(H\) is the channel matrix for single tap delay, and \((\cdot)^H\) is the Hermitian transpose. The channel correlation matrix \(R\) is different for each channel tap. MIMO channel spatial correlation properties are captured by the matrix \(R\) at both ends of a wireless link. The correlation matrix \(R\) based on the Rayleigh fading channel is defined in [15] as

\[
R = \text{Vec}^{-1}(R^{1/2}g) \tag{2.2}
\]
where, $g$ is a circularly symmetric Gaussian vector having zero mean and unit variance, and $\text{Vec}^{-1}$ is the inverse vectorization operation. To simulate the Ricean fading K-factor, the LOS signal is included in the signal.

The spatial correlation matrices can be derived from ray-based models, channel matrices based on measurements, or from analytical calculations. The most popular correlation-based model is the Kronecker model, which is computationally simpler than the full correlation matrix $R_{\text{full}}$. This model requires that the correlation matrix at the receiver be independent of the direction of transmission. In this case, channel matrices are obtained [15] using,

$$H = R_{TX}^{1/2} G R_{RX}^{1/2}$$

(2.3)

where, $G$ is the i.i.d. (independent identically distributed) complex Gaussian matrix, $R_{TX}$ and $R_{RX}$ are correlation matrices of the transmitter and the receiver, respectively.

The main advantage of correlation-based channel models is that these models are simple and have low computational complexity. On the other hand, these models cannot be generalized simply to other configurations since spatial correlations depend on antenna configurations, and so new correlation coefficients are required for each configuration.

### 2.4 Standard Channel Models

When designing an LTE system, different requirements are considered (e.g., UE and BS performance requirements, radio resource management requirements, RF system scenarios) to derive the requirements. The standard channel models play a vital role in the assessment of these requirements. In the following section, some standard channel models are discussed that are used in the design and evolution of the UMTS-LTE system.

#### 2.4.1 COST Channel Models

COST stands for the “European Co-operation in the Field of Scientific and Technical Research.” Several COST efforts were dedicated to the field of wireless communications, especially radio propagation modeling: COST 207 for the development of Second Generation of Mobile Communications (GSM), COST 231 for GSM extension and Third Generation (UMTS) systems, COST 259 “Flexible personalized wireless communications (1996–2000)” and COST 273 “Toward mobile broadband multimedia networks (2001–2005).” These projects developed channel models based on extensive measurement campaigns, including directional characteristics of radio propagation (COST 259 and COST 273) in macro, micro, and picocells, and are appropriate for simulations with smart antennas and MIMO systems (MIMO...
models are discussed in Section 2.5). These channel models form the basis of ITU standards for channel models of beyond 3G systems (e.g., LTE).

2.4.1.1 COST 259 Directional Channel Model

COST 259 was a European Research initiative in the field of “Flexible Personalized Wireless Communications,” which encompassed representatives of the key manufacturers, many network operators, and universities. One of the contributions of COST 259 was to propose set standards to overcome the limitations of channel models developed in the past [16, 17].

The COST 259 directional channel model was originally developed for simulations of systems with multiple antennas either at the base-station or mobile terminal (i.e., MISO systems). This channel model is developed for 13 different types of environments, covering macro-, micro-, and picocells, which are given in Table 2.1 [16]. Each environment is illustrated by a set of external parameters (e.g., radio frequency, MS and BS heights, BS position) and global parameters, which are probability density functions describing a specific environment (e.g., scatterers are characterized by Poisson distribution), defining the propagation characteristics as a whole.

A layered approach, which distinguishes between the external (fixed) small-scale effects and the large-scale effects, allows well-organized parameterization. It is categorized into the following subsequent layers:

- The upper layer describes different propagation scenarios that represent a group of environments with similar propagation characteristics.
- The middle layer deals with non-stationary large-scale effects. These effects include angular spreads, delay spreads, shadowing, and the appearance/disappearance of far-scattering clusters. These effects are described by their

| Table 2.1 Different Types of Propagation Environments for Macro-, Micro-, and Picocells |
|---------------------------------|-----------------|-----------------|
| Macrocell                      | Microcell       | Picocell        |
| General typical urban (GTU)    | General urban microcell (GUM) | General office LOS (GOL) |
| General rural area (GRA)       | General urban bad microcell (GUBM) | General office NLOS (GON) |
| General bad urban (GBA)        | General open place (GOP) | General corridor LOS (GCL) |
| General hilly terrain (GHT)    | General open place NLOS (GPN) | General corridor NLOS (GCN) |
|                               | General factory hall (GFH) |                  |
corresponding probability density functions with different parameters for different propagation environments. These parameters may be modeled as correlated log-normally distributed random variables.

- The lower layer deals with small-scale fading effects caused by interference due to rapid fluctuations of amplitudes and phases in multipath components. The statistics for small-scale fading are obtained from large-scale fading effects.

In a specific scenario, clusters of scatters are distributed at random fixed places in the coverage area according to a specific probability density function. The clusters of scatterers are characterized by the angular spreads and the RMS delay spreads, which are correlated random variables and are obtained deterministically from the positions of the MS and the BS. The intra-cluster variations are modeled stochastically. Each scatterer is described by a random complex coefficient that follows Gaussian distribution.

In spite of its general applicability, COST 259 has some limitations which restrict its applicability. First, the scatterers are assumed to be stationary, so the channel variations originate only due to the MS movement. Secondly, a rich scattering environment is required to describe the envelope of delay attenuation as complex Gaussian, which is the case in this model. However, this assumption is not supported by some environments of the channel model, which is a common assumption for all other channel models.

2.4.1.2 COST 273 Channel Model

Despite efforts made in the previous COST projects, difficulties arose in designing channel models for MIMO systems (MIMO models are discussed in Section 2.5). The 3GPP made efforts to develop a channel model that is used for third-generation cellular systems (UMTS). The description of this channel model is limited to a particular set of environments with specific parameters. This model is specific from a simulation point of view but restricts its general applicability. Thus, COST 273 decided to develop a new channel model for MIMO systems.

The channel model can be considered as an extension of the COST 259 directional channel model [18, 19]. The main difference between this model and the COST 259 directional channel is that it uses the same generic channel model for all environments while the COST 259 model uses different models for macro-, micro-, and picocells. In addition, some new environments are defined to incorporate new MIMO applications (e.g., fixed wireless access scenarios and peer-to-peer). Two types of parameters are used to describe each environment.

1. **External parameters**: These parameters describe the environment and keep fixed values during a simulation run (e.g., carrier frequency, base station and mobile station antenna heights, building heights, antenna orientations, antenna scenarios, path loss models).
2. Global parameters: Global or stochastic parameters are a set of probability density functions and a set of statistical moments describing a specific environment (e.g., the number of scatterers is characterized by Poisson distribution).

The COST 273 channel model includes three types of scatterer clusters, local clusters around the BS or the MS, single interaction clusters, and twin clusters to model the concept of multiple interactions. A cluster is divided into two representations, one as seen by the BS and the other corresponding to the MS side. The advantage of splitting up a cluster in two is that the angular distributions of energy at the BS and the MS can be modeled independently based on the marginal densities of the angular spectra of corresponding clusters.

Each ray radiated from the transmitter is scattered by a scatterer in a cluster and it reaches the receiver after bouncing at the corresponding scatterer of the twin cluster. The twin clusters are linked through the stochastic cluster link delay concept. The link delay guarantees realistic path delays (e.g., obtained from measurements), while the position of the cluster is determined by the angular statistics of the cluster. All scatterers inside a cluster have the same link delay [6].

The mean angles and delays of the clusters are modeled by geometric considerations, and the small-scale fading and intra-cluster spreads can be modeled by either the tapped delay line approach or by the geometrical representation. The total impulse response can be written as the sum of the clusters’ double directional impulse responses, which is as follows [6]:

\[
P(\tau, \theta_{BS}, \varphi_{BS}, \theta_{MT}, \varphi_{MT}) = P_{T}(\tau) P_{0}^{RS}(\theta_{BS}) P_{0}^{BS}(\varphi_{BS}) P_{0}^{MT}(\theta_{MT}) P_{0}^{MT}(\varphi_{MT})
\]

In the preceding equation, \(\tau\) is the delay, \(\theta_{BS}, \varphi_{BS}, \theta_{MT}, \varphi_{MT}\) are the respective azimuth and elevation spreads at the BS and the MS, respectively. The model assumes that azimuth spreads, elevation spreads (i.e., angular spreads), and delay spreads in a cluster are independent on a per-cluster basis. However, as a whole there can be significant coupling between DoDs and DoAs.

2.4.2 ITU Channel Models

The International Mobile Telecommunications (IMT-2000) was an initiative of the International Telecommunication Union (ITU) for the evolution of European Telecommunications Standardization Institute (ETSI) standards for second-generation mobile systems (GSM) to third-generation Universal Mobile Telecommunications Systems (UMTS). ITU standard channel models were used for the development of the 3G IMT-2000 group of radio access systems [20, 21]. The aim of these channel models is to develop standards that help system designers and network planners with system designs and performance verification. Instead of defining propagation models for all possible environments, ITU proposes a set of
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test environments in [21] that adequately spans all possible operating environments and types of user mobility. The proposed ITU test environments may not resemble the actual mobile's user operating environments, but they give a very good overview of how a mobile user performs in different operating environments. The complete description of all possible scenarios can be found in [22].

1. **Indoor office test environment:** The indoor office test environments, where both the base station and users are located indoors, are characterized by small cells and low transmit powers. Path losses and shadowing effects are due to scattering and the attenuation by floors, walls, and metallic structures such as partitions and filing cabinets. Fading can follow Rayleigh or Rician distribution depending upon the location of the user. Indoor channel models based on ITU recommendations are used for modeling indoor scenarios. The average powers and the relative delays of taps for ITU channel models in indoor scenarios are given in Table 2.2 [21].

2. **Outdoor to indoor and pedestrian test environment:** For outdoor to indoor and pedestrian environments, base stations with low antenna heights are situated outdoors, while pedestrian users are to be found inside buildings and residences. Path loss rules of $R^{-2}$ to $R^{-6}$ can be applied for different ranges (e.g., LOS on a canyon-like street rule where there is Fresnel zone clearance to the region where there is no longer Fresnel zone clearance [21]). Shadowing, caused by hindrance from trees and foliage, follows log-normal distribution and results in the received signal power variations with standard deviations of 12 dB for indoor and 10 dB for outdoor environments, respectively. The building penetration loss average is 12 dB, with a standard-deviation of 8 dB. ITU recommends that in modeling microcells, the outdoor to indoor and pedestrian environments be used in the calculation of penetration loss average.

### Table 2.2  Average Powers and Relative Delays for ITU Indoor Office Test Environment

<table>
<thead>
<tr>
<th>Tap No.</th>
<th>Channel A</th>
<th>Channel B</th>
<th>Doppler Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative Delay (ns)</td>
<td>Average Power (dB)</td>
<td>Relative Delay (ns)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>-3</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>110</td>
<td>-10</td>
<td>200</td>
</tr>
<tr>
<td>4</td>
<td>170</td>
<td>-18</td>
<td>300</td>
</tr>
<tr>
<td>5</td>
<td>290</td>
<td>-26</td>
<td>500</td>
</tr>
<tr>
<td>6</td>
<td>310</td>
<td>-32</td>
<td>700</td>
</tr>
</tbody>
</table>
pedestrian models are to be used to represent multipath conditions. The average powers and the relative delays for the taps of multipath channels based on ITU recommendations are given in Table 2.3 [21].

3. **Vehicular test environment:** This type environment is categorized by large macrocells with higher capacity, limited spectrum, and a large transmit power. A path loss exponent of 4 and log-normal shadow fading with a 10 dB standard deviation are suitable in urban and suburban areas. In rural areas, path loss may be lower than previous, while in mountainous areas, if the BS location is suitably selected to avoid path blockages, a path loss attenuation exponent closer to two may be appropriate. The vehicular models (Table 2.4 [21]) are used to model multipath propagations in macrocells regardless of whether the user is inside the car or not.

4. **Mixed test environment:** This type of environment takes account of environments [e.g., a vehicular environment (macrocells) and outdoor-to-indoor test environment (microcells) in the same geographical area]. In this test environment, fast-moving terminals are connected to macrocells and slow-moving terminals (pedestrians) are associated with microcells to achieve higher capacity. For example, a dense urban environment may be modeled as consisting of 30% of the pedestrian channel model at a speed of 50 km/h and 70% of pedestrian channel model at a speed of 3 km/h. Likewise, other environments (e.g., suburban or rural environments) may be modeled as percentage mixtures of ITU channel models at various speeds.

To assess these propagation environments, reference models for each operating environment have been given both on system level calculations and link level software simulations. The key parameters to describe each propagation model are time delay
Table 2.4  Average Powers and Relative Delays for ITU Vehicular Test Environment

<table>
<thead>
<tr>
<th>Tap No.</th>
<th>Channel A</th>
<th>Channel B</th>
<th>Doppler Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative Delay (ns)</td>
<td>Average Power (dB)</td>
<td>Relative Delay (ns)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>310</td>
<td>−1</td>
<td>300</td>
</tr>
<tr>
<td>3</td>
<td>710</td>
<td>−9</td>
<td>8900</td>
</tr>
<tr>
<td>4</td>
<td>1090</td>
<td>−10</td>
<td>12900</td>
</tr>
<tr>
<td>5</td>
<td>1730</td>
<td>−15</td>
<td>17100</td>
</tr>
<tr>
<td>6</td>
<td>2510</td>
<td>−20</td>
<td>20000</td>
</tr>
</tbody>
</table>

spread, its structure and statistical variability, overall path loss prediction, including path loss, excess path loss, shadowing, maximum Doppler shifts, and operating radio frequency [22].

2.4.3 Extended ITU Models

The analysis done by ITU-R showed that evolution of 3G systems to future generation networks will require technology changes on large scale while new quality of service (QoS) requirements will require increased transmission bandwidth. Thus, LTE channel models require more bandwidth as compared to UMTS channel models to account for the fact that channel impulses are associated to the delay resolution of the receiver [23]. The LTE channel models developed by 3GPP are based on the existing 3GPP channel models and ITU channel models. The extended ITU models for LTE were given the names Extended Pedestrian A (EPA), Extended Vehicular A (EVA), and Extended Typical Urban (ETU), which do not actually represent urban environments because of small cell sizes with large delay spreads of up to 5 ps. Another proposal to categorize these models in terms of delay spreads are representing these with low delay spread (LD), medium delay spread (MD), and high delay spread (HD), respectively. The low delay spread models are used to represent indoor environments and small cell sizes, while medium delay spread and high delay spread are used to model urban environments with large cell sizes. The high delay spread models are according to the typical urban GSM model [24]. The resulting model parameters, number of taps, RMS delay spread, and maximum excess tap delay are shown in Table 2.5, and RMS delay spreads values for tap delay line models are given in Table 2.6 [24].
The Doppler frequencies for these LTE channel models are defined on a basis similar to what was used for UTERA. Just as the three channel models are classified on the basis of low, medium, and large delay spreads, a similar approach is adopted to define Doppler frequencies (low, medium, and high) for the Doppler environments. The Doppler frequencies for LTE channel models with low, medium, and high Doppler conditions are 5 Hz, 70 Hz, and 900 Hz, respectively [24]. The delay spreads and the Doppler frequencies provide a framework from which possible scenarios for the operating environment can be selected. The following combinations of delay spread and Doppler spread are proposed in [25]: extended pedestrian A 5 Hz, extended vehicular A 5 Hz, extended vehicular A 70 Hz, and extended typical urban 70 Hz.

### Table 2.5 Power Delay Profiles for Extended ITU Models

<table>
<thead>
<tr>
<th>Tap No.</th>
<th>EPA Model</th>
<th>EVA Model</th>
<th>ETU Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Excess Delay (ns)</td>
<td>Average Power (dB)</td>
<td>Excess Delay (ns)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>−1</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td>−2</td>
<td>150</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>−3</td>
<td>310</td>
</tr>
<tr>
<td>5</td>
<td>110</td>
<td>−8</td>
<td>370</td>
</tr>
<tr>
<td>6</td>
<td>190</td>
<td>−17.2</td>
<td>710</td>
</tr>
<tr>
<td>7</td>
<td>410</td>
<td>−20.8</td>
<td>1090</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>1730</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td>2510</td>
</tr>
</tbody>
</table>

### Table 2.6 Summary of Delay Profiles for LTE Channel Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Channel Taps</th>
<th>Delay Spread (rs)</th>
<th>Max. Access Tap Delay (span)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extended pedestrian A model (EPA)</td>
<td>7</td>
<td>45</td>
<td>410 ns</td>
</tr>
<tr>
<td>Extended vehicular A model (EPA)</td>
<td>9</td>
<td>357</td>
<td>2510 ns</td>
</tr>
<tr>
<td>Extended typical urban model (ETU)</td>
<td>9</td>
<td>991</td>
<td>5000 ns</td>
</tr>
</tbody>
</table>
The propagation scenarios for LTE with speeds from 120 km/h to 350 km/h are also defined in [25, 26] (e.g., the high-speed train scenario at speed 300 km/h and 350 km/h). The maximum carrier frequency over all frequency bands is $f_c = 2690$ MHz and the Doppler shift at speed $v = 350$ km/h is 900 Hz.

### 2.4.4 3GPP Channel Model

Since 1998, ETSI’s standardization of third-generation mobile systems has been carried out in the 3rd Generation Partnership Project (3GPP). The 3GPP standards for radio propagation in UMTS are mainly based on ITU models. These standards stipulate certain performance tests for both mobile stations and base stations under different propagating conditions covering additive white Gaussian noise and multipath fading environments. As an example, the 3GPP propagation models used for performance evaluation of different multipath environments are shown in Table 2.7 [27]. All taps have the classical Doppler spectrum [28]. These models are used as reference for the specification and testing of both uplink and downlink data channels with defined parameters and data rates of 64 kbps, 144 kbps, 384 kbps, and 2048 kbps.

Case 1 in Table 2.7 is a single tap heavily faded model and is almost identical to the ITU pedestrian S model at speed 3 km/h. Case 2 and case 4 are similar (mobile speed of 3 km/h), but the former has less fading and a higher multipath diversity. Case 3 has four channel taps and a mobile terminal speed of 120 km/h, which is similar to the vehicular A channel. Case 5 is similar to case 1, but the mobile terminal speed is 50 km/h. Case 6 and case 3 have the same number of taps, but the UE speed is 250 km/h in case 6. The signals arriving at the receiver are considered independent (i.e., no correlation among the received signals), a case appropriate for these channel models.

### 2.5 MIMO Channel Models

The spatial characteristics of a radio channel have a significant effect on the performance of multiple-input multiple-output (MIMO) systems. The MIMO techniques take the advantage of multipath effects in the form of spatial diversity to significantly improve SNR by combining the outputs of de-correlated antenna arrays with low mutual fading correlation. The other technique to improve the gain of a system using multi-antenna arrays is spatial multiplexing, which creates multiple parallel channels between the transmitter and receiver sides. Multiple antennas at the transmitter and/or the receiver side can be used to shape the overall beam in the direction of a specific user to maximize the gain. This technique is called beamforming. The large MIMO gains can be achieved by low spatial correlation. The antenna separation, in terms of the wavelength of the operating frequency, has a significant impact on the spatial correlation. To achieve a low fading correlation, the antenna separation
### Table 2.7 Average Path Powers and Relative delays for 3GPP Multipath Channel Models for specific cases

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed 3 km/h</td>
<td>Speed 3 km/h</td>
<td>Speed 120 km/h</td>
<td>Speed 3 km/h</td>
<td>Speed 50 km/h</td>
<td>Speed 250 km/h</td>
</tr>
<tr>
<td>Relative Delay (ns)</td>
<td>Avg Power (dB)</td>
<td>Relative Delay (ns)</td>
<td>Avg Power (dB)</td>
<td>Relative Delay (ns)</td>
<td>Avg Power (dB)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>976</td>
<td>−10</td>
<td>976</td>
<td>0</td>
<td>260</td>
<td>−3</td>
</tr>
<tr>
<td>20000</td>
<td>0</td>
<td>521</td>
<td>−6</td>
<td>781</td>
<td>−9</td>
</tr>
</tbody>
</table>
should be large. The small sizes of wireless devices restrict large antenna separation, depending upon the wavelength of the operating frequency. An alternative solution to achieve low correlation is to use antenna arrays with cross-polarizations (i.e., antenna arrays with polarizations in orthogonal or near orthogonal orientations (discussed in Section 2.5.4)).

Different channel modeling approaches (see Section 2.3) are used to develop MIMO channel models for LTE. The 3GPP/3GPP2 spatial channel and its extension SCME model, described in Sections 2.5.1 and 2.5.2, respectively, are ray- or geometric-based stochastic channel models, while ITU models, described in Sections 2.4.2 and 2.4.4, are correlation-based channel models. Section 2.5.3 details the IST-WINNER channel model which is also the geometric-based stochastic channel model. Section 2.5.4 describes the concepts of polarized antenna arrays and in subsections 2.5.4.1 and 2.5.4.2, an overview of the 3GPP-polarized SCM model and the theoretical MIMO channel model is presented using polarized antenna arrays. Section 2.5.5 deals with the LTE evolution channel, and in Section 2.5.6, a comparison of standard MIMO channels is made.

2.5.1 3GPP Spatial Channel Model
The standardization bodies for third-generation cellular systems (3GPP and 3GPP2) jointly established a double directional geometry-based spatial channel model (SCM) for modeling, analysis and evaluation of MIMO concepts in outdoor environments for a system with bandwidth 5 MHz and 2 GHz frequency band (e.g., HSDPA, LTE) [29]. The modeling formation is similar to the COST 259 directional channel model but with some differences. First, it is not a continuous model but advises a precise discrete implementation (i.e., DOAs and DoDs are supposed to be fixed), and second, the movement of the mobile terminal is not continuous on a large scale within a cell; the model illustrates diverse positions of the mobile terminal within a cell. The SCM model describes two types of models: a calibration-level model based on tapped delay line approach taps is described in both the delay and angular domains, and a geometric-based (ray-tracing) stochastic model for system level simulations. The spatial description of the channel is illustrated in terms of directional distribution of multipath components and the angular energy distribution at both the mobile station and the base station.

The calibration model is used to give only one snapshot of the channel behavior [29]. This model is not intended for performance assessment of the behavior of systems or algorithms; its purpose is to only verify the accuracy of simulation implementations. The calibration model, described by 3GPP/3GPP2, can be seen as a spatial extension of ITU-R channel models [21], where the channel characteristics are described as tap delay lines. The taps are independently fading with different delays and each tap is illustrated by its own mean angular spread, power azimuth spectrum (Laplacian or uniform), and mean direction at both the BS and the MS. These parameters are fixed so the channel characterizes stationary channel
conditions. The Doppler spectrum is characterized by introducing the direction of travel and speed of the MS.

The SCM model used for the comparison and performance evolution of MIMO systems is called the system level simulation model. The system level simulations typically consist of multiple UE, base stations, and multiple cells/sectors. Performance metrics such as power delay profiles, angle spreads, and throughput are generated over a large number of drops D—a “drop” is specified as a simulation run for given cells/sectors. These channel observation periods (i.e., drops) are significantly separated in space or time and channel large-scale parameters remain constant within a drop but the channel suffers from fast fading according to the movement of the mobile terminals, which varies randomly. The base station can schedule its transmission according to the channel state information provided by the mobile terminals. The spatial parameters are described according to the geometrical framework shown in Figure 2.2 [29].

The SCM model distinguishes between three propagation environments: urban macrocell, suburban macrocell, and urban microcell. The overall methodology is similar for these environments but there are some optional features in the basic propagation scenarios; far scatterer clusters in case of bad urban environment, modified angular distribution at the MS in the urban canyon model representing dense urban areas for both the urban macro and urban micro scenarios, and a LOS component in the urban microcellular case based on the Ricean K-factor. In addition, the spatial parameters like delay spread, angular spread, and so forth, are different for each of these environments.

![Figure 2.2](image-url)  
**Figure 2.2** Geometry of BS and MS angular parameters.
The simulation model is a geometry-based stochastic model in which the movement of the mobile terminal within a given cell and the orientations of antenna arrays chosen at random are modeled geometrically. This channel model is based on ITU-R models described in Section 2.4, so the number of propagation paths with different delays is six for each environment. The paths are described by their mean angles and delays, which are correlated random variables with normal or log-normal probability density function [30].

Each path arrives at the BS or at the MS with angular dispersion. This dispersion is modeled by representing each path by a number of sub-paths with the same delays but different DoDs and DoAs dispersed around the mean angles with different fixed offsets $\Delta \phi_i$, where $i$ represents the number of sub-paths. In all environments, angular dispersion for each path is composed of 20 sub-paths. The per-path angular dispersion at both the UE and the base station is described by Laplacian distribution, which is obtained by giving 20 sub-paths the same power, and fixed azimuth directions with respect to the nominal direction of the corresponding path. Addition of the different sub-paths gives Rayleigh or Rice fading.

The angle spread, delay spread, and shadow fading are correlated random variables. Path losses for the environments are determined by the COST 231-Hata model for urban and suburban macrocells and the COST 231-Walfish Ikegami model for microcells.

The SCM model was designed for different antenna radiation patterns, antenna orientations, and geometry to be applied. For example, antenna patterns and antenna spacing at the base station can be varied using antenna patterns for three-sector, six-sector cells, or omni-directional pattern and inter-element spacing of 0.5, 4, and 10 wavelengths. The composite angle spreads, delay spreads, and shadow fading which can be correlated random variables depending on the employed scenario, are applied to all sectors or antennas of the given base. When all parameters and antenna effects are specified, we can extract analytical formulation from the physical model. During each drop, a different correlation matrix is obtained for the analytical model. Table 2.8 shows the main parameters for this channel model.

### 2.5.2 Extended 3GPP Spatial Channel Model

The channel models play a vital role for the performance evolution and comparison of communication systems. With the advancement of communication technologies, these models need to be refined to incorporate challenging advanced communication algorithms. The SCM model, described in Section 2.5.1, operates in the 2 GHz frequency band and supports bandwidth up to 5 MHz. An extension to the 3GPP/3GPP2 model was made and used within the European IST-WINNER project. This is known as the SCME (SCM-Extension) model [31, 32]. The main contribution of this spatial channel model is broadening the channel bandwidth from 5 MHz to 100 MHz in the 2- and 5-GHz frequency bands. The focus was to extend the model in such a way that it remains backward-compatible with the conceptual
Table 2.8  The Main Parameters of 3GPP Spatial Channel Model Realizations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Suburban Macro</th>
<th>Urban Macro</th>
<th>Urban Micro</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of paths (N)</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>No. of sub-paths per path (M)</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Mean angle spread at BS</td>
<td>$5^\circ$</td>
<td>$8^\circ, 15^\circ$</td>
<td>$19^\circ$</td>
</tr>
<tr>
<td>Per-path angle spread at BS (Fixed)</td>
<td>$2^\circ$</td>
<td>$2^\circ$</td>
<td>$5^\circ$ (LOS and NLOS)</td>
</tr>
<tr>
<td>Mean angle spread at MS</td>
<td>$68^\circ$</td>
<td>$68^\circ$</td>
<td>$68^\circ$</td>
</tr>
<tr>
<td>Per-path angle spread at MS (Fixed)</td>
<td>$35^\circ$</td>
<td>$35^\circ$</td>
<td>$35^\circ$</td>
</tr>
<tr>
<td>Mean total delay spread (μs)</td>
<td>0.17 μs</td>
<td>0.65 μs</td>
<td>0.25 μs</td>
</tr>
<tr>
<td>Std. deviation for log-normal shadowing</td>
<td>8 dB</td>
<td>8 dB</td>
<td>NLOS:10 dB, LOS:4 dB</td>
</tr>
<tr>
<td>Path loss model (dB)</td>
<td>$31.5 + 35\log_{10}(d)$</td>
<td>$34.5 + 35\log_{10}(d)$</td>
<td>NLOS:$34.53+38\log_{10}(d)$ \ LOS:$30.18 + 26\log_{10}(d)$</td>
</tr>
</tbody>
</table>

approach of the 3GPP/3GPP2 SCM model. The extension is based on the shortcomings of the existing SCM model (i.e., large bandwidth support, no LOS component in case of macrocells, and short-term time variations in system level model).

To extend the model, the bandwidth extension is done in such a way that it remains compatible with the original 5-MHz bandwidth, by introducing the concept of the intra-cluster delay spread. The idea was initially proposed by Saleh and Valenzuela for indoor channel modeling. The idea of the intra-cluster delay has also been employed for outdoor scenarios in COST 259. The 20 sub-paths of a path are divided into subsets, called mid-paths. These mid-paths define the intra-cluster delay spread and have different delays and power offsets relative to the original path. Each mid-path consisting of a number of sub-paths acts as a single tap (delay resolvable component). Grouping together a number of sub-paths makes the fading distribution of that tap approximately Rayleigh distributed. The angle spreads (AS) assigned to the mid-paths are optimized in such a way that the angular spread of all mid-paths combined is minimized. The resulting SCME impulse response has a good approximation to the respective SCM impulse response. Due to bandwidth extension, the number of tap delays increases from 6 to 18 or 20 depending upon the propagation scenario. Table 2.9 [31] shows mid-paths powers and delays for SCME.
Table 2.9 The SCME Mid-Path Power-Delay Parameters

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Suburban Macro</th>
<th>Urban Micro</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of Mid-paths per Path</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Power</td>
<td>Relative Delay (ns)</td>
<td>Power</td>
</tr>
<tr>
<td>1</td>
<td>10/20</td>
<td>0 ns</td>
</tr>
<tr>
<td>2</td>
<td>6/20</td>
<td>7 ns</td>
</tr>
<tr>
<td>3</td>
<td>4/20</td>
<td>26.5 ns</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

One other contribution of SCME is the evolution of spatio-temporal parameters for fixed tap delay line (TDL) models called cluster delay-line models. The model parameters: power, delays, and angles of departures and arrivals are assigned fixed values, illustrating all MIMO propagation parameters. The tap-delay line model is similar to the SCM link level model; however, it can be closely approximated to the SCM system level model, which is optimized for small frequency autocorrelations.

The path loss for the SCME model in the 5 GHz band is proposed on the basis of path loss models used in the SCM model with an offset of 8 dB to the 2-GHz path loss model. The COST 231 Walfish Ikehagi model is selected as the standard path loss model for all scenarios.

The SCME model offers a number of optional features which can be employed depending upon the specific simulation purpose. In the SCM model, the LOS option is for urban micro only. The SCME model also incorporates the K-factor option (i.e., the LOS option for urban and suburban macro scenarios by assigning the same parameters to both scenarios). The SCME also features the time evolution of system level parameters (i.e., it introduces the optional drifting of the path delays and angles of arrivals and departures). In the SCM model, all the propagation parameters stay fixed and independent during the observation periods, which are significantly separated from each other in space or time. This approach is also followed in the SCME model; the length of these intervals is extended by adding the short-term time unpredictability of some channel parameters within the drops. The channel parameters stay independent between the drops. Because of fixed geometry assumption, the sub-path delays and scatterer angles do not change at the BS, but due to movement of the MS, these parameters vary during a drop as seen from the MS. The drifting of these parameters is intended to the testing of beamforming algorithms. Another optional feature of the SCME model is drifting of shadow fading, which is modeled by the exponentially shaped spatial autocorrelation function, which shows that correlation of shadow fading decreases exponentially with distance.
2.5.3 WINNER Channel Model

The European WINNER (Wireless World Initiative New Radio) project is responsible for developing new radio concepts for Beyond-3G systems (e.g., LTE) using a frequency bandwidth of 100 MHz and a radio frequency lying between 2 and 6 GHz in spectrum. The latest developments in MIMO channel modeling are made within WINNER WPs (Work Packages). The WINNER models used the GSCM principle and generic approach for all scenarios with the same generic structure. Generic multilink double-directional models are developed for system level simulations while cluster delay line (CDL) models with reduced statistical variability of small-scale parameters are used for calibration and comparison purposes. Extensive measurement campaigns conducted by five partners in different European countries provide the background for the parameterization of various scenarios.

Initially there was no broadly accepted channel model suitable for WINNER system parameters. In the beginning, the 3GPP/3GPP2 SCM model was selected for outdoor simulations. Due to the limited frequency applicability range and narrow bandwidth, some modifications were made to cope with more advanced simulations. However these initial models were not adequate for advanced level simulations. The main requirements were the proper categorization of spatial properties for MIMO support, consistency in space, time, and frequency (e.g., inherent association between Doppler and angle spreads); a set of possible channels and some limited randomized channels; statistical variability of bulk parameters, and extended polarization support. Consequently, new WINNER models had to be developed. The WINNER channel models were developed in two phases of the IST-WINNER project [33].

In the first stage, the so-called WINNER generic channel model for immediately required propagation scenarios with a limited number of parameters was created based on channel measurements at 2 and 5 GHz. The stochastic channel modeling approach provides unlimited double-directional channel realizations. This generic channel model is a ray-based multilink double-directional model, which is scalable, antenna independent, and capable of channel modeling for MIMO systems. Channel characterization parameters (e.g., delay spreads, angle spreads, and power delay profiles), cross-polarization, shadow fading, and path loss extracted from measurements for the scenarios of interest and the respective statistical distributions can be integrated into the generic model. The following scenarios are of interest in phase 1: indoor typical urban microcell, suburban macrocell, typical urban macrocell, rural macrocell, and stationary feeder link.

In the second stage [34], the WINNER-I channels models were upgraded and new multidimensional channels were developed based on the measurement campaigns. More parameters were included and the frequency range was increased to cover the 2 to 6 GHz spectrum. The numbers of scenarios are increased to 13 based on the feedback from other work packages. The propagation scenarios of concern are indoor office, indoor to outdoor, outdoor to indoor, large indoor hall, urban microcell, bad urban microcell, stationary feeder, suburban macrocell, urban macrocell,
rural macrocell, and rural moving networks. Table 2.10 shows the specific scenarios according to the environments [i.e., for wide area (WA), metropolitan area (MA), and local area (LA) environments] [34].

Measurement campaigns showed that the differences between indoor-to-outdoor and outdoor-to-indoor scenarios are negligible; therefore, these scenarios are merged together. These geometric-based stochastic channel models use a generic channel modeling approach, which means that the number of antennas, antenna configurations and geometry, and antenna beam patterns can be changed without varying the basic propagation model. The new features of the second stage include representation of the elevation of rays, LOS components taken as random variables, and moving scatterers in fixed links. This method facilitates the same channel data in different system level and link level simulations [34].

Path loss models for various propagation scenarios are also developed on the basis of measurement campaigns conducted within the WINNER and from open literature. The general structure of the path loss model is of the form [15]:

\[ P_l = A \log_{10}(d[m]) + B + C \log_{10}\left(\frac{f_c}{5.0}\right) + X \]  

(2.5)

The free space path loss is of the form:

\[ P_l = 20 \log_{10}(d) + 46.4 + 20 \log_{10}\left(\frac{f_c}{5.0}\right) \]  

(2.6)

where \( f_c \) is the carrier frequency and \( d \) is the separation between the transmitter and the receiver. The parameters \( A, B, \) and \( C \) are respectively the path loss exponent, intercept, and path loss frequency dependence. The parameter \( X \) is optional for specific cases. Details about these parameters are given in [15].

### 2.5.4 Multi-polarized MIMO Channel Models

The multiple-input multiple-output systems using arrays of spatially separated antennas at both ends show a dramatic increase in capacity by exploiting the multipath effects. However, in a LOS scenario, the MIMO systems show reduced performance since the LOS components overpower the multipath components in the received signal. The exploitation of polarization dimension results in the improved performance of MIMO systems. Indeed the orthogonal polarization ideally offers a complete channel separation, with a full de-correlation between the transmitter and receiver sides [35]. With spatially separated and cross-polarized antenna arrays, both the polarization diversity and polarization multiplexing can be achieved (e.g., two dual-polarized spatially separated arrays form four antenna arrays. This concept can be extended for \( n_r \times n_t \) MIMO systems with the assumption that antenna arrays consist of \( n_r/2 \) and \( n_t/2 \) dual-polarized sub arrays.
### Table 2.10 Selected Propagation Environments of the IST-WINNER Channel Model

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Definition</th>
<th>LOS/NLOS</th>
<th>Environment</th>
<th>Frequency (GHz)</th>
<th>Mobile Velocity (km/h)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Indoor/residential</td>
<td>LOS/NLOS</td>
<td>LA</td>
<td>2–6</td>
<td>0–5</td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>Indoor to outdoor</td>
<td>NLOS</td>
<td>LA</td>
<td>2–6</td>
<td>0–5</td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>Typical urban microcell</td>
<td>LOS/NLOS</td>
<td>LA, MA</td>
<td>2–6</td>
<td>0–70</td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>Bad urban microcell</td>
<td>NLOS</td>
<td>MA</td>
<td>2–6</td>
<td>0–70</td>
<td>Same as B1 with long delays</td>
</tr>
<tr>
<td>B2</td>
<td>Large indoor hall</td>
<td>LOS/NLOS</td>
<td>LA</td>
<td>2–6</td>
<td>0–5</td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td>Outdoor to indoor microcell</td>
<td>NLOS</td>
<td>MA</td>
<td>2–6</td>
<td>0–5</td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td>LOS stationary feeder</td>
<td>LOS</td>
<td>MA</td>
<td>2–6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>Suburban</td>
<td>LOS/NLOS</td>
<td>WA</td>
<td>2–6</td>
<td>0–120</td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>Typical urban macrocell</td>
<td>LOS/NLOS</td>
<td>WA/MA</td>
<td>2–6</td>
<td>0–120</td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>Macrocell bad urban macrocell</td>
<td>NLOS</td>
<td>WA/MA</td>
<td>2–6</td>
<td>0–70</td>
<td>Same as C2 with long delays</td>
</tr>
<tr>
<td>C4</td>
<td>Outdoor to indoor macrocell</td>
<td>NLOS</td>
<td>MA</td>
<td>2–6</td>
<td>0–5</td>
<td>Outdoor typical urban C2-Indoor A1</td>
</tr>
<tr>
<td>D1</td>
<td>Rural macrocell</td>
<td>LOS/NLOS</td>
<td>WA</td>
<td>2–6</td>
<td>0–200</td>
<td></td>
</tr>
<tr>
<td>D2</td>
<td>1)Moving networks-BS-MRS rural</td>
<td>LOS</td>
<td>WA</td>
<td>2–6</td>
<td>0–350</td>
<td>Large doppler variability</td>
</tr>
<tr>
<td></td>
<td>2)Moving networks-MRS-MS rural</td>
<td>LOS/OLOS/NLOS</td>
<td>LA</td>
<td>2–6</td>
<td>0–5</td>
<td>Same as A1 NLOS</td>
</tr>
</tbody>
</table>

AP inside UT outside. Outdoor, environment urban
The cross-polar transmissions (e.g., from a horizontally polarized transmit antenna to a vertically polarized receive antenna) should be zero. But in real propagation scenarios there is always some depolarization due to the following reasons: linearly polarized antennas have nonzero patterns for cross-polarized fields. Therefore, signals arriving at the, say, vertically polarized antenna from a horizontally polarized antenna will not be zero. Also, due to the multipath scattering effects (i.e., diffuse scattering, diffraction, reflection, and so on), the polarization of the incident electromagnetic wave at the receiver may change [35]. In the following subsections, the two MIMO channel models employing the concept of polarization arrays are described briefly.

2.5.4.1 3GPP Polarized Spatial Channel Model

The antenna separation has a significant impact on the spatial correlation (i.e., the larger the separation between the antenna arrays, the lower the spatial correlation, and vice versa). The large MIMO gains can be achieved with low spatial correlation. Since multiple antennas on the handheld devices require spacing much less than half of the wavelength of the carrier frequency, polarized arrays are likely to be the primary choice to implement multiple antennas [36].

The 3GPP/3GPP2 spatial channel model described in Section 2.5.1 has several optional features. One of the optional features is the use of multi-polarized antenna arrays at both the transmitter and receiver sides. All other features, like the angular spread, delay spread, DOAs, AOAs, power delay profiles, path loss modeling, movement of the mobile terminal to model Doppler spreads, the “drop” concept, the number of propagation environments and the procedures to characterize them, are the same as for the SCM model. The sub-paths in the case of multi-polarized arrays are to be determined as follows.

As described in Section 2.5.1, the multipath signals arrive at the BS or at the MS with angular dispersion; this dispersion is modeled by expressing each path (total paths are six) by a number of sub-paths with the same delays but different DoDs and DoAs distributed around the mean angles. In all environments, angular dispersion for each path is composed of 20 sub-paths. In case of polarized arrays, to consider the effects of signal leakage into the cross-polarized antenna orientations due to scattering, additional M sub-paths at the BS and M sub-paths at the MS are created. The angle of departures and angle of arrivals for these sub-paths are calculated in the same way as in the case of the co-polarized SCM model, which follows Laplacian or uniform distribution. The phase offsets for the cross-polarized elements are also determined. The phase \( \varphi_{(x,y)}^{(n,m)} \) is the phase offset of the \( m \)th sub-path of the \( n \)th path between x-component (vertical-polarized or horizontal-polarized) of the MS antenna array and y-component (vertical-polarized or horizontal-polarized) of the BS antenna array. The phase offsets \( \varphi_{(x,x)}^{(n,m)}, \varphi_{(y,y)}^{(n,m)} \) and \( \varphi_{(x,y)}^{(n,m)} \) uniformly distributed in \((0, 360°)\), are also determined—the fading is seen independent between orthogonal polarizations, therefore, sub-path phases are modeled randomly. The propagation
characteristics of horizontal-to-horizontal paths are equivalent to those of vertical-to-vertical paths. The co-polarized and cross-polarized sub-paths are decomposed into vertical and horizontal components based on the co-polarized and cross-polarized orientations.

The leakage of power $P_2$ of each sub-path in the horizontal direction is set relative to the power $P_1$ of each sub-path in the vertical direction according to the cross-polarization discrimination relation (XPD) ratio (i.e., $XPD = P_1/P_2$). For all scenarios, the XPD is calculated from the following distribution [29]:

$$P_2 = P_1 - A - B \times \eta(0, 1)$$ (2.7)

The term $\eta(0, 1)$ is a Gaussian random number with zero mean and unit variance. $P_1$ and $P_2$ are the respective powers of sub-paths in the horizontal or vertical directions; $A$ and $B$ are the relative mean path powers and standard deviation of cross-polarization discrimination variation, respectively. The coupled powers of the V-H (vertical-horizontal) and H-V (horizontal-vertical) XPD are the same by symmetry.

At the receiving antennas, the horizontal and vertical components are decomposed into components that are co-polarized with the receiving antennas and are added. The bulk parameters, path losses, and log-normal shadow fading are calculated in the same way as for the SCM model. Based on these calculations, a number of independent channel realizations are found using the drop concept.

### 2.5.4.2 Theoretical Polarized MIMO Channel Model

Widely used channel models such as the 3GPP/3GPP2 spatial channel model described in the earlier subsection, have limited support for cross-polarization MIMO channels in LOS scenarios. A modified SCM for cross-polarized MIMO channels for both line-of-sight and non-LOS (NLOS) scenarios are found in [37]. This generic theoretical cross-polarized MIMO channel model is derived using the co-polarized MIMO channel model for both LOS and NLOS scenarios. This model shows that cross-polarization discrimination (XPD) depends on the polarization mismatch between the transmit and the receive antenna pairs and antenna patterns. Another feature of this model is that it can be fitted to the SCM model to predict the dual-polarized MIMO channels for LOS and NLOS scenarios.

For LOS case, the channel model for co-polarized antenna elements is derived first and is then extended by element-wise multiplication with a matrix having the polarization mismatch loss between the antenna pairs at both ends and the effect of the azimuth direction of the mobile terminal as well.

The channel matrix for the line-of-sight case can be written as [37]:

$$H_{\text{LOS}} = \begin{bmatrix} H_{N\times M} \cdot A_{N\times M}^{VV} & H_{N\times M} \cdot A_{N\times M}^{VH} \\ H_{N\times M} \cdot A_{N\times M}^{HV} & H_{N\times M} \cdot A_{N\times M}^{HH} \end{bmatrix}$$ (2.8)
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Equation 2.8 can be written in matrix form as:

$$H_{\text{LOS}} = H_{2N \times 2M} \cdot A_{2N \times 2M}$$  \hspace{1cm} (2.9)

where the dot between the two matrices denotes an element-wise multiplication. $H_{2N \times 2M}$ is the LOS channel matrix for the 2M-transmitter and the 2N-receiver co-polarized MIMO system. The matrix $A_{2N \times 2M}$ illustrates the polarization mismatch between the transmit and receive antenna elements. When antennas at both the ends are strictly aligned, cross-polar transmissions are considered zero, but in reality there is always some depolarization. To represent this, the polarization rotation angle is introduced in the model. Since the normal vectors of the transmitting and receiving antennas do not lie along the LOS path, in this model azimuthal displacements of the antenna pairs are also taken into account. To accomplish this, a displacement angle factor is multiplied to the $A_{N \times M}^{VH}$ and $A_{N \times M}^{HH}$ of the polarization mismatch matrix [37]. This concept can be extended to the $M \times N$ MIMO channel to obtain the arbitrarily polarized MIMO channel.

In the case of NLOS, the signals transmitted with horizontal or vertical polarization are not zero at the cross-polarized receiver. The model describes the polarization rotation is distributed within $(0, 2\pi)$. The model for NLOS scenarios models the amplitude and phase changes during multipath effects and also the polarization rotation angle for each path, respectively. The elements of the channel matrix are the sum of all multipath fields for the corresponding antenna pairs. It is shown that in rich scattering environments, elements of the channel matrix can be modeled as Gaussian random variables. Thus, in a rich scattering environment, there is not much impact by polarization on the channel statistics. This theoretical model can be integrated into the SCM model. The details are found in [37].

2.5.5 MIMO Channel Model for LTE Evolution

Initially, the SCME channel model, discussed in Section 2.5.2, was taken as the standard model for the design of LTE, BS and UE performance requirements, radio resource management requirements, and RF designing to derive requirements without applying the full complexity of the channel model in [38]. The full implementation of the SCME channel requires a significant amount of simulation time, and its backward compatibility with the SCM puts limitations on its performance. Therefore, some simplifications were made in the SCME channel model to obtain a MIMO tap delay line model for design purposes of LTE. The modifications were performed using the following three steps.

First, the statistical variability of the SCME model is removed by defining the fixed tap delay line models. The fixed tap delay line models are defined for four environments given in Table 2.10. The optional feature, polarization, of the SCM and SCME models, which gives independence between the antennas, are also included
in the simplified models. These models are also intended to be used in the system level simulations.

In the second step, the antenna configurations at the MS and BS are defined. At the BS, two spatially separated dual polarized (+45°/−45°) antenna elements are taken with three-sector or six-sector antenna patterns according to the calibration model in the SCM model. The radiation pattern for the three-sector or six-sector antenna is as follows:

\[ A(\theta) = -\min[12(\theta/\theta_{3dB})^2, A_m] \text{ where } -180° \leq \theta \leq 180° \]

For a three-sector antenna pattern: \( \theta_{3dB} = 70° \), \( A_m = 20 \text{ dB} \) and maximum gain: 14 dBi

For a six-sector antenna pattern: \( \theta_{3dB} = 35° \), \( A_m = 23 \text{ dB} \), maximum gain: 17 dBi

The separation between antenna elements is chosen to be 0.5λ or 4λ with polarization assumed to be unchanged over all AoDs. The azimuthal directions of the BS antennas are set so that the angle of departure of the first tap occurs at +20° in all scenarios.

Two types of MS scenarios are considered: a laptop with two dual-polarized spatially separated antennas (vertical–horizontal) and a handset with two orthogonally polarized (vertical–horizontal) antennas as shown in Figure 2.3 [38]. The antenna pattern shapes are the same as in the case of the BS but with a wider beamwidth.

![Figure 2.3 Antenna positions for two scenarios, using handset and laptop.](image)
and different side lobe levels. The polarizations are assumed to be pure horizontal and vertical in all directions with an antenna nominal position. The handset can be in the talk or web browsing position. In talk position, the lobe is in the horizontal direction and the handset is turned 60° (polarizations are also rotated). In the data position, the MS is at 45° such that the lobe has its maximum partially downwards.

The azimuthal directions of the MS antennas are adjusted such that the angle of arrival of the first tap occurs at +45° in all scenarios. The parameter values for antenna patterns are:

- Handheld, talk position: $\theta_{3\text{dB}} = 120°$, $A_m = 15$ dB, maximum gain: vertical: 3 dBi, horizontal: 0 dBi
- Handheld, data position: $\theta_{3\text{dB}} = 120°$, $A_m = 5$ dB, maximum gain: vertical: 3 dBi, horizontal: 0 dBi
- Laptop: $\theta_{3\text{dB}} = 90°$, $A_m = 10$ dB, maximum gain: 7 dBi, spatial separation: 2λ

In the third step, using the angular and polarization conditions with the antenna configurations described earlier, correlation matrices per channel tap are calculated for the LTE evolution model. The polarization covariance matrices are determined instead of the correlation of the polarization combinations to account for the power imbalances between different combinations of antenna polarizations and between the MS antennas. The Kronecker product of the BS and the MS spatial correlation matrices and the polarization covariance matrix is used to obtain the total per tap covariance matrix,

$$R_{tap} = p_{tap} \cdot g_{BS,tap} \cdot g_{MS,tap} \cdot A \otimes \Gamma \otimes B \quad (2.10)$$

where $p_{tap}$ represents the relative power of the tap, $g_{BS,tap}$ is the BS antenna gain, and $g_{MS,tap}$ is the gain at the MS antenna. A and B are the correlation matrices of the BS and the MS, respectively, and $\Gamma$ represents the polarization covariance matrix. The channel models, the propagation environments and the BS and MS arrangements are given in Table 2.11. [38].

### Table 2.11 The Channel Models and Propagation Environments for the BS and the MS Arrangement

<table>
<thead>
<tr>
<th>Model</th>
<th>Propagation Environment</th>
<th>BS Arrangement</th>
<th>MS Arrangement</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCM-A</td>
<td>Suburban macro</td>
<td>3-sector, 0.5λ spacing</td>
<td>Handset, talk position</td>
</tr>
<tr>
<td>SCM-B</td>
<td>Urban macro (Low spread)</td>
<td>6-sector, 0.5λ spacing</td>
<td>Handset, data position</td>
</tr>
<tr>
<td>SCM-C</td>
<td>Urban macro (High spread)</td>
<td>3-sector, 4λ spacing</td>
<td>Laptop</td>
</tr>
<tr>
<td>SCM-D</td>
<td>Urban micro</td>
<td>6-sector, 4λ spacing</td>
<td>Laptop</td>
</tr>
</tbody>
</table>
The two models SCM-C and SCM-D are used for evaluating laptops with two receiving antennas. In these models, channel realizations are calculated with one of the two dual-polarized antennas.

### 2.5.6 Comparison of SCM, SCME, WINNER, and LTE Evolution Models

A comparison of the SCM, its extension SCME, and the WINNER model is made in terms of small-scale and large-scale effects in the MIMO radio channel in [39]. All three models use the same generic ray- or geometric-based stochastic approach. The delay spreads, angular spreads, departure and arrival angles are used to characterize these channel models, which are chosen randomly from the appropriate probability distributions. The values of these parameters are different in different simulation runs for a single user or in multi-simulation runs for different users. The channel models are compared in [39] in terms of system bandwidth, the correlation between large-scale parameters at system level, antenna arrays and polarization, drop concept, cluster delay spreads, cluster angular spreads, and complexity issues.

The channel model for LTE evolution, discussed in Section 2.5.5, is a simplified version of SCME analogous to link level calibration models. The procedure of finding spatial correlation matrices in the SCM/SCME and the WINNER is different from that of the LTE evolution model. The spatial correlation for the SCM/SCME and the WINNER is defined by the angular geometry and nominal direction of the sub-paths of each delay tap while the LTE evolution model describes deterministic correlation values for different clusters. Table 2.12 describes the main features and Table 2.13 shows key parameter values of these models [39].

#### Table 2.12 Different Attributes of SCM, SCME, WINNER, and LTE Evolution Models

<table>
<thead>
<tr>
<th>Attribute</th>
<th>SCM</th>
<th>SCME</th>
<th>WINNER</th>
<th>LTE Evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor scenarios</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>BW &gt;20 MHz</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Indoor-to-outdoor and outdoor-to-indoor scenarios</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Elevation angle A oD/A oA</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Intra-cluster delay spreads</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Cross-correlation between LSPs*</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Time evolution of model parameters</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

*Large-scale parameters
Table 2.13 Key Parameters of SCM, SCME, WINNER, and LTE Evolution Models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SCM</th>
<th>SCME</th>
<th>WINNER</th>
<th>LTE Evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of scenarios</td>
<td>3</td>
<td>3</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>No. of taps</td>
<td>6</td>
<td>18–24</td>
<td>4–24</td>
<td>18</td>
</tr>
<tr>
<td>Maximum bandwidth (MHz)</td>
<td>5</td>
<td>100*</td>
<td>100**</td>
<td>20</td>
</tr>
<tr>
<td>Carrier frequency (GHz)</td>
<td>2</td>
<td>2–6</td>
<td>2–6</td>
<td>-</td>
</tr>
<tr>
<td>No. of clusters</td>
<td>6</td>
<td>6</td>
<td>4–20</td>
<td>6</td>
</tr>
<tr>
<td>No. of mid-paths per cluster</td>
<td>1</td>
<td>3–4</td>
<td>1–3</td>
<td>3</td>
</tr>
<tr>
<td>No. of sub-paths per cluster</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>-</td>
</tr>
</tbody>
</table>

*Artificial bandwidth from 5 MHz bandwidth
**Based on 100 MHz measurements

2.6 Channel Modeling Role in Cell Planning and Optimization

Designing a cellular network is a challenging task that requires the use of available resources in an efficient way to allow networks to accommodate as many users as possible. One of the main purposes in the design of a cellular network is to meet the traffic demands of all potential users with an adequate quality of service (QoS) and with an acceptable percentage of blocked calls in the network [40]. Standard channel models assist network planners and system designers to meet these objectives. Therefore, realistic spatial and temporal radio propagation models are a critical part of any radio system design or network planning and optimization process. To design wireless networks with optimal user and frequency allocation and cellular planning, important statistical characteristics (e.g., path loss, log-normal shadowing, small-scale, or fast fading) must be predicted [41]. Detailed cell planning also includes coverage, spectral efficiency, capacity and parameter planning, parameters related to power control, neighbor cells, signaling, radio resource management, and so on. On the basis of these characteristics, cellular network designers are able to predict strict link budgets to generate cellular maps of areas of service with desired QoS and to optimize the data transfer within each radio communication channel [41, 42].

There are two ways to design a radio network [42]: the network planners can either produce their own propagation models for cell planning of different environments in the given area, or existing channel models are used that are generic in nature. Although the use of standard channel models is economical from a cost and time perspective, these models are usually not employed directly. The reason is that standard models
are developed by taking particular cities into account. So changes must be made through drive tests called correction factors.

The use of different channel models in cellular planning and optimization have trade-offs between them. The use of deterministic channel models based on the uniform theory of diffraction (UTD) and the geometrical theory of diffraction (GTD) has been a widely adapted deterministic technique for radio propagation modeling in indoor, outdoor, and rural environments [40, 43]. The combined use of deterministic channel models, ray-tracing acceleration techniques, and topographical/morphological databases give more accurate results for microcellular networks planning and design. However, these techniques are computationally complex, requiring large amounts of data and computer memory for simulations.

When designing the interfaces between picocells and macrocells or between distant picocells, a better approach to work out propagation losses is to apply empirical or semi empirical methods. This is because in modeling these environments, deterministic methods require large amounts of computational resources and the improvement in precision is insignificant. These channel models can provide enough information necessary in the network design process in the case of macrocells and microcells. The deterministic channel models are adequate for microcells and picocells independently, but their implementation in macrocell designs makes them less favorable due to large computation times.

2.7 Conclusion

This chapter presents an overview of the important features of wireless channel modeling and standard channel models for UMTS and LTE communication systems. Standard channel models play a vital role in the design and performance assessment of advanced transceivers techniques and smart antennas employed to establish reliable communication links in mobile communication systems such as UMTS and LTE.

From different channel modeling approaches, it is evident that there is no stand-alone master method to obtain radio channels with desired characteristics. There is always a trade-off between complexity and accuracy in modeling a radio channel. The channel models SCM and SCME, based on 3GPP specifications, are geometry-based stochastic models, suitable for LTE and give more accurate results for real propagation scenarios. However, these models are complex to some extent and require long simulation times. On the other hand, extended ITU models are correlation-based and show low computational complexity in the performance assessment of systems involving advanced antenna array concepts.

The state-of-art channel models such as WINNER models provide additional features for state-of-the-art communication systems like UMTS and LTE. An efficient modeling of the spatial characteristics in MIMO systems is necessary to determine the improved transmission techniques for LTE. The spatial characteristics in multi-antenna channel modeling, including polarization effects, are expected
Evolved Cellular Network Planning and Optimization

to be crucial in the coming LTE standards and future communication systems. Thus, new and improved channel models are necessary to evaluate the parameters and performance of these future systems.
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3.1 Introduction

The cellular telephone has had a major effect on everybody's life. Since its early days, we have witnessed a larger and larger penetration of the mobile telephone service and it has been quickly adapted as a major means of personal communications. The cellular telephone has continuously evolved over the relatively short years of its existence. From the prestigious car phone of earlier days, use of wireless communications has become ubiquitous and personal. Indoor usage is significantly larger than outdoor usage. It keeps evolving as the current trend is for the data traffic, of which the usage is constantly increasing, and the transition to all-IP (Internet Protocol) networks is the key for the next-generation networks [1, 2]. User demand for higher data rates does not come without its toll. Higher data rates essentially lead to higher bandwidth systems, and the scarcity of spectrum resources makes it necessary to resort to other means to satisfy the higher-capacity demands. These may include adding base stations, increasing the spectral efficiency of the physical layer by various means such as additional antenna [multiple-input multiple-output (MIMO)] systems, using diversity and spatial multiplexing to raise the reliability of the wireless channel, and to increase its capacity. One of the most important means used by operators is sophisticated network optimization techniques, which enable adapting the network better to the needs and demands of the users and better exploiting existing resources.
The problem of adaptation and optimization is a major one that accompanies the cellular network operator throughout the network lifetime. The operator relies on a variety of information sources, starting from the basic geographic information, market information, network management reports, and customers’ complaints. Some of the most important sources of information are the measurements taken by the terminals. In this chapter, we introduce the concept of the virtual drive test (VDT), which combines event and other terminal reports together with a location engine for the purpose of network optimization. The idea of using the measurements for network optimization has been introduced in the past [3], in the broader context of self-optimizing networks, which envisions the network using measurements, and expert systems performing self-configuration and self-organization.

The strength of the concept stems from the fact that mapping an event to a geographical location provides significant insight into the network performance. Mapping enables the actual geographic real time display of parameters such as pilot chip energy ($E_c$), pilot chip energy to interference spectral density ratio ($E_c/I_o$), and pilot pollution for the Universal Mobile Telecommunication System (UMTS). Similar parameters for the the long-term evolution (LTE) system or the wireless interoperability for microwave access (WiMAX) system are the received signal strength (RSS) and signal to interference and noise ratio (SINR) as a function of load. The resulting data can be used for network optimization as well, namely tuning the multitude of system parameters to improve the system performance based on some key performance indicators (KPIs). An example of such an optimization project is described next. In this case, the optimization process improved the dropped call rate from 0.66% down to 0.55%. The total traffic supported by the network increased after the optimization by 10%.

In the first section, we survey the basic methods used by operators to predict, measure, and monitor the network. The second section introduces the VDT concept and explains the geolocation principles on which it is based. We also present the concept of a full 3D coverage database used as an integral part of the VDT. The third section describes methods for network optimization using the virtual drive tests and the results of such an optimization are demonstrated for an existing cellular network. The fourth section elaborates on the potential of VDT for LTE and future-generation systems, and discusses some implementation issues involved. The chapter concludes with a summary and a discussion of open issues.

### 3.2 Prediction and Measurement of System Coverage

Measurements and network monitoring are essential for the operation of any cellular radio network. A lot of effort is made by network operators to maintain current, comprehensive, and accurate databases of their networks. This database, together with new traffic demand data, is used by the operators to improve their networks and adjust their operation.
Drive and walk tests are the most common measurement campaigns used by operators [4, 5]. The measurements are aimed to provide an accurate and updated view of the system coverage and interference scenarios; however, in contrast to the actual indoor-dominated usage patterns, most of the drive test data are taken from roads and streets. Thus, information about coverage indoor and, even more importantly, in higher floors is lacking.

The coverage of a wireless system is defined as geographic area where the system can provide its service with the acceptable quality at the required availability. This geographic area is traditionally defined as a two-dimensional area covering the region where the system operates. In a computerized network planning tool, this area is partitioned into a set of bins.

Obviously, a 2D area representation is not sufficient to describe the actual service conditions experienced by the users within the region, as it does not represent reliably the different operation conditions of users in the same bin. Terminals on the top floors of a multistorey building do not experience the same reception conditions as the ones at the first floor, not to mention the basement. In order to account for build-up areas, a 3D database, for which different bins are allocated to different floors in a building, is much more appropriate. For a bin located within a building, predicting the signal strength involves a calculation of the signal strength as a function of higher antenna height and the building penetration loss. Different bins can also be allocated to roads, in which the reception conditions might be quite different from areas next to them, where the terminals are stationary or move slowly. This 3D coverage is the basis for the virtual drive test concept to be described next. The reception condition in each bin is determined according to the received signal strength at that location from the serving cell or cells, the level of interference from other cells or external sources, and the receiver performance at the specific channel conditions at that area.

For a given system and geographical conditions, the main parameters to be estimated are the signal strength of all the signals arriving at a certain point. System performance is further determined as well by the traffic density and demand. Operators use three sources of information to estimate signal strength, and hence deduce the signal to interference and noise ratio:

- Predictions, based on empirical or deterministic propagation models
- Measurements by special drive test or walk test equipment
- Reports from the network, from various interface probes or from the management system

### 3.2.1 Accurate Propagation Modeling: Cons and Pros

Prediction of the received signal strength at a given point within a geographical area is made by use of propagation modeling. While it is theoretically possible to calculate the electromagnetic field strength at any point in space using Maxwell equations,
the amount of information and the level of details needed for that is so large that it is practically impossible.

In order to predict the signal strength, one uses a model that would simplify the calculation. A large variety of models exist. Those models use only limited information of the environment, and they basically differ by the type and level of the information used. As the models are not accurate, a measure of uncertainty has to be added to the prediction. Another factor of uncertainty is the signal fading, which stems from the fact that the user may be moving and the environment may change. Thus, in addition to the propagation model, a fading model should be defined to account for the signal level uncertainty. Comprehensive discussion on the subject can be found in many textbooks, among them [6–8].

The models are classified into physical models and empirical models. Empirical models, like the Okumura-Hata [9, 10] or COST [11] models are based upon measurement campaigns wherein the path loss is measured in a variety of conditions. Okumura’s measurements, for instance, included a set of path loss measurements in the 150-MHz to 3000-MHz frequency bands, limited to ranges between 1 km and 20 km, and antenna heights between 30 m and 200 m at the base station and between 1 m and 10 m at the terminal station. The measurements were performed in various areas to test the path loss estimation in different environments, such as rural, suburban, urban, and dense urban areas. The model provides the median of the measurements made at a given set of conditions, together with uncertainty that was found to be log-normally distributed with a standard deviation of 5 to 8 dB. The empirical models are not specific as they do not refer to a specific propagation path. As such, they do not require knowledge of the terrain, buildings, and other specific geographical information. Another significant drawback is that they are limited to the range of parameters and conditions in which the measurements were taken. Their main usage is for performance estimation (e.g., during the system design phase), and not for planning, monitoring, or optimization.

A physical model is based on a physical simplified representation of the environment and it calculates the path loss for this simplified environment. The model that takes into account most of the effects is the ray-tracing model. In this model, the energy emitted by the transmitter antenna to all possible directions is modeled as rays, each presenting a part of the spherical wavefront. The model traces each ray and determines the physical phenomena that affect it as it propagates. Database accuracy (especially ground slopes and land use data) and the extensive computations needed for a comprehensive analysis are major drawbacks for this model, limiting its use to small urban areas.

Other physical models go further toward simplification. The knife-edge model, for instance, replaces each obstacle between transmitter and receiver with a very thin, but infinitely wide screen. The model then calculates the diffraction of the electromagnetic wave over such a screen. Physical models require specific geographical information, such as terrain, land use, and building contour and height, and provide
a path loss estimation specific to a given location. Unlike the empirical models, they are not limited to a given range of parameters.

Signal strength prediction is a very flexible and convenient means for network monitoring and optimization. In fact, prediction is the only way to estimate the performance of a green field deployment. One of the major advantages of predictions is the ability to use it to study the impact of system modifications. For example, the impact of rotating an antenna can be very easily simulated on a computerized planning tool, using prediction. However launching a measurement campaign or a drive test to measure that impact is not so simple. However prediction has its deficiencies. It is, as explained earlier, inherently inaccurate and thus can not be totally relied upon for absolute performance estimation. Actual measurements, such as drive tests, are required.

3.2.2 Drive and Walk Tests: Limits and Constraints

Measurements campaigns, such as drive and walk tests, are a very good source of information about signal strength values. In these campaigns, a specific instrument, typically a sensitive multichannel or scanning terminal receiver, equipped with GPS, is used. This instrument is capable of measuring instantaneously the strengths of a number of base stations, identifying the source, and providing a log of the measurements, together with a time stamp and a location. Such instruments are typically mounted on vehicles and are driven around in the analysis area. The data is later processed by relevant network planning and optimization tools. A carry-on version of those instruments enable a researcher to perform a walk test, wherein the instruments can be carried in areas not accessible to vehicles.

Drive and walk tests provide accurate and reliable data that reflect the actual reception conditions in the analyzed area. The accuracy of such measurements can be as good as 1 to 2 dB, provided they are well taken, averaging out the fading effects. Some guidelines and analysis for the measurement error in a drive test can be found in [12]. It should also be noted that GPS readings may also suffer from artifacts such as multipath geometric dilution of precision due to unfavorable satellite constellations, and so on, that would reduce the accuracy of the measurement location. However, the main disadvantages, except for the cost involved, are the latency in obtaining drive test results, and the fact they are limited to roads and public places and cannot provide estimates for the higher layers of the 3D coverage database. Considering the trend for indoor usage, this actually means a lack of capability to be relevant for most of the traffic.

3.2.3 Other Methods for Database Updates

Network reports may include reports from the various network elements, terminals, base stations, radio network controllers, and so on, or external systems such as network management systems and probes capturing the management and control traffic over the various interfaces. Those reports provide updated and full information,
reflecting the actual operation of the network. However, they are typically aggre-
aggregate of measurements taken from a cell level and above, making it quite difficult to pinpoint a specific problem.

On the other hand, some of the network reports include terminal reports. Terminal reports, as collected by the radio network controller or the management system are a valuable source of measurements that can fill in the gaps of drive and walk tests. Among the most significant reports are those made by the terminals in re-
response to some events, such as dropped calls or failed connections. Those reports are important since, once enhanced by a location engine that attributes geographic coordinates to each call, they provide a focused view on problematic areas and enable problem solution and network performance improvement. The usage of terminal reports provides in-situ performance monitoring, as opposed to the “in-vitro” nature of drive testing.

The mobile station of a cellular network is in fact a sensor by its own right. It measures the surrounding base stations’ (BS) power, and the distance to them. It also measures the spatial and temporal signature of the signals arriving from each BS. Some of the terminals, equipped with GPS (global positioning system), directly measure their positions. The BS is making such measurements as well, on the uplink channel. Those measurements are used mainly for proper operation of the physical layer, or for handover control, and are not always reported back to the network.

Those measurements, when available, can be used to determine the terminal position, and thus the report can be turned into a measurement point—this is the basis of the virtual drive test (VDT).

3.3 Virtual Drive Test

3.3.1 Virtual Drive Test Concept

The VDT is composed of the following phases:

- Acquiring terminal reports from the network
- Using the terminal report for positioning of the terminal at the time of the report
- Mapping the terminal measurements at the time of the report
- Using the reported information for network optimization

3.3.2 Network Report Acquisition

Report acquisition highly depends on the system and its architecture and may require some dedicated hardware. In GSM (global system mobile) or UMTS systems, a probe may be attached to the A/Abis interfaces or Iub interface connecting the BSC (base station controller) or RNC (radio network controller) to the MSC (mobile
switching center), whereas in next-generation systems, such as LTE [13, 14] and WiMAX [15, 16], the architecture is basically flat and the interfaces between the base stations (eNodeB or BS) and the network are more distributed in nature. Thus, a central point where the required information is concentrated does not necessarily exist. However, those standards are still in development and a solution to this problem might be available.

Terminal reports of mobile scanning measurements are made quite frequently (every 480 ms, to be exact) in the case of a GSM terminal. In UMTS, however, reports are limited to events, like call start, dropped call, inter-RAT handover, and so on, which effectively reduce the rate to about once in six seconds. While the GSM terminal reports an average over six RSS readings from neighboring cells, in UMTS, reports average between two and three readings. On the other hand, the delay measurements produced by UMTS are more accurate.

### 3.3.3 Event and User Location Principles

Terminal positioning is the key technology that leverages the terminal reports into a viable source for VDT. Numerous techniques exist for that, mainly developed for emergency service requirements and location-based services. This has been a rich research and development area, for which [17–20] are only examples. In this section, we give a general description of the principles, properties, and deficiencies of each method. It can be stated that none of those methods provides a comprehensive solution on its own. A combination of methods can compensate for the deficiencies of each and provide a satisfactory solution.

#### 3.3.3.1 Satellite-based Positioning [21]

Satellite-based positions, based on the GPS, or in the future the Galileo system, were developed by the United States government (or the European Union in the case of Galileo) to provide a global positioning service based on a constellation of satellites orbiting the earth in known trajectories. Those satellites transmit well-defined signals, synchronized to an atomic clock. The whole system is maintained and monitored by the government to ensure synchronized transmissions and precise trajectories. The GPS receiver receives signals from at least four satellites, measures the time shift of each reception, and solves its positions on the globe longitude, latitude, and altitude together with the bias of its clock compared to the system. The GPS system is designed to provide very good accuracy—on the order of magnitude of only tens of meters. The receiver is simple and is easily integrable with the cellular phone, providing the user with an inherent location-based services capability. Still, GPS-aided location suffers some problems:

- Lack of coverage indoor.
- A long time for the first fix, due to the need to download the satellite’s databases (ephemeris and almanac). These databases include the description
of the satellite trajectories needed for calculation and are downloaded from the satellites as auxiliary information.

- Loss of precision due to multipath problems and the fact that the satellite’s receiver may not be ideally located, could mean the resulting location determination may be erroneous (geometrical depletion of precision effect).
- Not all terminals are equipped with GPS, which reduces the number of measurements and consequently the quality of network optimization based on it.

The network may assist the GPS-equipped terminals in several ways. For example, it can transmit the ephemeris almanac data from the base station, thus shortening the time for first fix. GPS signals can also be transmitted by indoor base stations, mimicking the GPS operation and enabling indoor location. An important technique, which can be utilized by a cellular network is differential GPS, in which a fixed and known receiver is used to correct for system biases in a certain area. The corrections are applied to terminals, thus improving their accuracy.

Despite the problems mentioned here, one can certainly state that GPS-based location, especially if enhanced by assisted GPS (AGPS), can provide a very good basis for optimization.

3.3.3.2 Time of Arrival-based Positioning [22]

The terminal and base station are capable of determining the propagation delay between them. This measurement is essential for all cellular systems, as of second generation. This propagation delay can be transformed into range. The intersections of at least three circles of such ranges from four base stations is a good unambiguous estimation of the terminal location. This is the general time of arrival (TOA) method. The TOA is usually measured by a terminal to its serving cell. The TOA of a terminal to a base station other than its serving cell is not always available. Rather, the difference of the time of arrival between the serving cell and other cells is. In this case, the loci of all points for which the difference of the time of arrival between two cells is known, is a hyperbole. The intersection of three hyperboles, or two hyperboles and a circle of absolute time of arrival, provides the location estimate.

TOA-based techniques are also susceptible to problems:

- Limited measurement resolution, which translates to low measurement accuracy
- Multipath, which distorts the range measurement
- Synchronization problems, especially between base stations, which adds an inherent bias to the propagation delay measurement

It should be noted that there are different types of measurements which result in quite different levels of accuracy. For example, a UMTS terminal reports, at the beginning of each call, a propagation delay measurement result. Figure 3.1 shows the distance, as estimated by a UMTS terminal using that measurement, as a function of the actual range. It can be observed that a certain report value may result from a
very large range of actual measurements. This very real picture shows that a single measurement made by a terminal is not very reliable. On the other hand, the round-trip time (RTT) measurement, standardized especially for location-based services is made with an accuracy of 1/16 of a chip, which is translated to about 5-m resolution, so accuracy is mainly a result of propagation effects. For the purpose of network optimization it is important to note that for complete statistics it is necessary to locate terminals even without dedicated measurements.

Another factor that should be taken into account is the ability of a terminal to measure the delay to a number of base stations, so that a location fix can be made. Figure 3.2 depicts the probability that a given number of cells were reported by a GSM or UMTS terminal. The graph was made using statistics of a large number (a few million) of actual terminal reports. It should be noted that for UMTS, the number of measured cells is higher than the active set size. This is the hearability problem of distant base station signals. It can be solved by adding idle periods, with the penalty of reducing the time allocated to payload communication. Similar problems may be encountered in LTE and WiMAX systems, since both, as is the case for CDMA-2000 and UMTS systems, are expected to operate in a single frequency environment.

3.3.3.3 Angle of Arrival-based Positioning [23]

A receiver equipped with an array of antennas can use it to determine the angle of arrival of the impinging signals, using a variety of direction-finding techniques. In an open space, the intersecting vectors from at least two receivers can be used to determine the transmitter location. For a long time, the main drawback of those
techniques has been the fact that additional antennas and signal processing equipment are required to be installed at the base station, which made this solution quite costly. In the next-generation systems, such as LTE and WiMAX, it is envisioned that the base stations, as well as the terminal stations will be equipped with antenna arrays to make use of the MIMO spatial multiplexing techniques. Those arrays can well be used for the purpose of location. However, some problems exist in the implementation of those techniques. Low measurement resolution, due to a low number of antennas and a relatively small span of the antenna arrays, leads to low measurement accuracy. Multipath effects result in a distributed direction of arrival for a single signal. Furthermore, if elevation information is needed to locate terminals at high areas and high floors, additional antenna array and more complex processing is needed. The additional elevation array does not contribute to enhanced spatial multiplexing capability, and thus it is not cost effective.

Presently, angle measurements is not used as a primary technique for location. However, those techniques might develop to be very useful, as they are enhanced with geographical information and advanced angle determination techniques that make use of the signal properties as well as high-resolution angular spectrum estimation.

3.3.3.4 Positioning based on Radio Signal Strength Measurements \[24, 25\]

The cellular terminal constantly performs signal strength measurements of its serving cell and its neighbors. This is an essential part of its operation. Those measurements can be used to pinpoint its location. The principle of operation is by comparing the measured result to the signal strength predictions, as described in the previous section. Alternatively, a database of measured results resulting from drive tests or
virtual drive tests can be created instead of predictions, thus providing a better reference for the RSS at any point. The received signal strengths as measured by the terminal at given locations creates a "fingerprint" that can be compared to the fingerprint of the measured or predicted results. Figure 3.3 shows the fingerprint of a mobile unit at a location, which includes the set of RSS measured to all the neighboring cells. Prediction-based location has the advantage that no additional equipment or procedures are needed. Another advantage is its ubiquity—the RSS measurements are available indoor and outdoor at lower and upper floors, and may be the only means of distinguishing between measurements made at different heights.

Obviously, RSS-based location suffers from the inherent inaccuracy of the prediction process, which can be improved as measurements are accumulated and replace the predictions. It also suffers from fading and measurement inaccuracy. Missing measurements, which can result for various reasons, such as fading, base station malfunction, base station load, and more, can skew the location determination a great deal.

3.3.3.5 Location Based on Channel Pattern Matching

The fingerprinting method used for RSS-based positioning belongs to a family of pattern matching techniques. More elaborate pattern matching can be made using the large extent of physical parameters measured by the mobile station as well as the base station. These include the power delay profile (PDP) and the frequency response, related to it. For multi-antenna systems, the power angular profile (PAP)
is also measured. All those measurements provide a lot of information about the terminal environment, which can be deduced by matching the measured pattern to a pattern calculated or measured previously. We shall not elaborate further on those issues, but we will surely see their implementation in the future.

3.3.3.6 Location Based on Cell ID and Sector Azimuth

The most elementary location method is the base station identification number, known as the cell ID. The cell ID is transmitted by the cell and reported by the terminal in every report. Once the cell ID is known, the general geographical location can be easily identified, which is quite sufficient for a large number of the location-based applications (e.g., location-based advertising). The cell ID, together with the propagation delay information and the sector antenna direction, can narrow down the possible area where the terminal could be located. Figure 3.4 shows an example of such an area bounded by the sector width in angle and the propagation delay limit. As one can see in the figure, this area is quite large and does not provide an accurate location. It should be noted that the cell coverage area is far from being contiguous. Figure 3.5 demonstrates that. Each color in that figure indicates the coverage area of another cell. Shadowing and street canyons make the coverage areas of neighboring cells interlace. It should also be emphasized that for higher floors the coverage might be quite different. Thus, a cell ID indication does not necessarily imply a bounded contiguous area in which the terminal can be found.

3.3.3.7 Ways to Enhance Location Ability

It is possible to use external sources of information in order to enhance the location ability. A terminal reporting a large number of handovers is indicative of a vehicle.
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Road data can be used in order to associate the vehicle to a road, and then smooth the measurements by tracking it along that road.

As mentioned earlier, one of the key factors to a successful virtual drive test is the ability to locate terminals indoor. A terminal reporting an indoor base station (a picocell or a femtocell) as the serving cell is indicative of an indoor terminal, with a location in the vicinity of that cell. The fact that the coverage of such a cell is small provides quite an accurate estimate of its location. Sophisticated location algorithm, using the 3D coverage database, can position a terminal within a floor in a building, as shown in Figure 3.6. In this figure, the location of a specific terminal is within a building. The darkest color shade represents the highest probability of location. Some indoor picocell deployments also include a distributed antenna system (DAS). The DAS makes it more difficult to identify the floor, as the coverage of all the floors is uniform. External signals, from macrocells, that might be picked up by a terminal may serve as an indication of a low or high floor location.

As in building terminals served by outdoor base stations, a trial to test the accuracy of locations based on RSS measurements was performed. Location estimations were made for 21,276 calls, with a mean error of 97 m. This is a result of non-calibrated 3D predictions. A histogram of the result is shown in Figure 3.7. The abscissa is the error in location, compared to the actual location of the terminal making the call, while
Figure 3.6 Terminal report location.

Figure 3.7 Error histogram of indoor location.
the number of calls within each location error bin is shown on the y-axis. Although the error seems to be quite a large one, compared to the average size of buildings, it is quite a good result considering that those are non-calibrated measurements, taken at relatively low SNR conditions.

### 3.4 Mapping the Measured Information

The first step of any treatment is diagnostics. Similarly, mapping the VDT results provides insight into the system performance and may direct the RF engineer to identify problematic regions. Such mapping may include traffic and service maps, coverage maps (such as $E_c$, $E_c/I_n$ for a UMTS system), coverage problems (e.g., pilot pollution) and special event maps (call drops, Inter RAT handovers), including the reasons for those events.

Two types of maps can be generated based on the VDT results. The first is the image map type, which is a map depicting aggregated performance per bin (mean, median, minimum, or maximum). The advantage of such a type of maps is that those maps provide a quick and clear view of the area of interest and focus the engineer on problematic spots. The second one is a point map type—such maps generate a GIS database, where each VDT measurement is represented by a symbol, and which contains all the relevant information recorded for that measurement. Thus, by clicking that point the engineer can get this information and perform a drill-down analysis, required to detect the potential problem (e.g., a polluting cell that is responsible for drops in an area).

#### 3.4.1 Map Types

In this section, a few of the large variety of maps will be demonstrated. Naturally, space is limited only to a small number of examples.

##### 3.4.1.1 Traffic and Services Maps

The goal of the network is to serve its customers, and the first step would be to find out where they are, or rather what is the user density. Mapping the reported events is a very good indication of that. The events to be mapped can also be filtered according to service type, or height within a building, for indoor calls, etc. Figure 3.8 shows an example of such a map, showing high floors (20 m to 100 m) HSDPA traffic for the Port Authority building and its surroundings in New York City. The buildings are colored by the absolute number of calls recorded in the area, as indicated by the legend. Note the very high number of such calls in the Port Authority building itself, relative to the high-rises around it.
Figure 3.8  In-building HSDPA traffic, NY.

3.4.1.2 Coverage Maps

Coverage is, of course, the means to provide service to the user. An image map displaying the received pilot strength of a UMTS system, expressed as the chip energy ($E_c$), is shown in Figure 3.9. Each point in the map is colored according to the measured chip energy.

3.4.1.3 Special Events Maps

The terminal can be programmed to send a report as a response to some abnormal events that may occur. In case of a UMTS system, those events can be a detection of a call drop, pilot pollution, handover to another radio access technology (known as inter RAT handover) or similar events. A powerful tool for diagnostics is the mapping of those events. Figure 3.10 is an example of such a map. It provides the percentage of dropped calls per bin. An area where this value is too high certainly indicates a problem in the network. Another example is given in Figure 3.11. The map shows the estimated location of each terminal report, or event, filtered to show only those calls that were transferred from UMTS to a GSM technology. Each event is colored according to the $E_c/I_o$ level. Each point is presented by a symbol, representing the identification of the terminal as done by the tool. This can be an indoor terminal, outdoor terminal, or a vehicle on the move. An example of the possible drill-down results is given by the window next to the map.
Figure 3.9 Chip energy ($E_c$) coverage map.

Figure 3.10 Percentage of dropped calls per bin.
Figure 3.11 Point map of VDT results.
3.5 Network Optimization Using VDT

Once terminal reports are mapped, the VDT can be used for optimization. Optimization, as defined in [4], involves monitoring, verifying, and improving of the radio network. While monitoring and verification may include network consistency checks and a coverage database update, network improvement involves tuning a set of parameters such that the network performance, as evaluated by the KPIs, improves.

The optimization problem is not a simple one, and involves tuning a very large set of parameters, such as base station locations, frequency and code planning, cell configuration, antenna direction, power control, handover parameters, and more. The tuning of the parameters should be made in order to increase one or a combination of KPIs, which could be average SINR, maximum available rate, or even financial cost. The KPIs are measured or estimated over the optimization basis, which can be a set of measurements or predictions. A large body of work has been done in order to formalize the optimization problem or present tractable heuristics to solve it. Commercially available tools present other solutions, typically a proprietary heuristics, that solve partial problems. The reader may refer to [26–32] and references therein for further discussions on network optimization problems and techniques. Other chapters in the book also refer to this problem.

3.5.1 Optimizing for Measurements and Predictions—A Unified Approach

The VDT measurements can be used as the basis for the optimization, by which the KPIs can be assessed. However, by using a well-chosen combination of predictions and measurements superior performance can be achieved.

Measurements-based elements provide:

- Ultimate accuracy of inter-cell interference. This is probably the most important feature of measurements-based optimization. In UMTS, WiMAX, and LTE networks, reducing the radio interference from other cells is the main optimization step. In order to perform that, we have to estimate the relative power of the two cells (the reference and interference). If this is done based on cells predictions, the resulting power difference can be very inaccurate and therefore dictate irrelevant optimization recommendations. On the other hand, measured data have accurate knowledge on the relative power measurement, as experienced by the user, thus providing an excellent basis for the optimization engine.

- Accurate location of calls and traffic distribution, which is crucial for the effectiveness and correctness of the optimization command.

- Event-driven optimization (i.e., attaching to each analysis point a weight which is dictated by the event that generated it). This way the cellular operator can
perform optimization that is aimed to reduce the drop rate in an area or to be engaged in a more subtle operation like handovers from UMTS to GSM.

Prediction-based elements are necessary to complete the weak points of the measured data:

- Those elements represent and reflect the impact of areas not covered by the network. This is the key contribution of those elements to the optimization process.
- They emphasize the importance of roads (relative to their weight in the total traffic). The relative importance of a drop while driving is significantly higher compared to such a drop indoor. Cellular operators learned from using mobile measurements for GSM optimization that using measured data alone degrades the overall performance on roads. One way to mitigate this effect is to use propagation prediction-based elements that increase the significance of the roads coverage.
- Predictions can be used to detect areas where measurements cannot be properly made (e.g., scrambling code collision in UMTS or subcarrier collisions in LTE and WiMAX). This issue is not as clear, but still very important.

The combination of the measurements, be they a virtual or real drive test, and predictions, can be done using a simple filtering technique, weighing the prediction with measurement results by the expected accuracy of each technique.

### 3.5.2 Optimization Procedures

In order to improve system performance, many parameters must be tuned. In this section some optimization procedures are presented.

#### 3.5.2.1 Network Consistency Analysis

The cellular network is a complex system, made up of a very large number of components and elements. Base station deployment might be erroneous and so is the record of the deployment details within the database describing the network. Wrong cell location, wrong sector azimuth, and cross feeders (connection of one sector radio equipment to the antenna of another sector by mistake) are typical examples of such problems. The measurements as acquired during real and virtual drive tests are an excellent source of information for such errors. Consider for example a drive test taken in Tel-Aviv. In Figure 3.12, each cell in the network is presented as a point on a graph showing the average location error of the cell as a function of the number of measurements made in the cell. In that graph of the cell, the identification number of which is 30382, stands out as a cell with a relatively low number of measurements and a large average location error. This indicates that the coordinates of that cell are wrong.
3.5.2.2 Neighbor Planning

One of the most sensitive processes that take place in a cellular network is the handover process, by which a mobile switches its serving cell (or cells). The starting point of the handover process is the neighbor list transmitted by a cell, indicating to all the terminals it serves which cells can be candidates to handover to. List optimization means trimming out cells to which the probability of successful handover is low and populating it with cells with which the serving cell has a large overlapping coverage area. Thus, mobiles and network resources are not wasted in futile scans and fruitless handover attempts.

The optimization process is based on assessment of the overlap between two cells. This overlap can be studied both by predictions and by measurements and reports of the mobile terminals. Proper weighting should be given to predictions versus measurements, and also to the different types of traffic encountered. For example, a bin representing a road segment may carry relatively very little traffic; however, it is important that the correct neighbors are available to the terminals traveling at that road. It should also be noted that, in principle, neighbor relation is unidirectional, namely if cell A includes cell B in its neighbor list, it does not imply that cell B would contain cell A in its list. A typical example is the case where cell B is down a one-way street from cell A. As long as predictions are not used for optimization, the actual geographical positioning of each measurement is not so crucial. However, when predictions and geographical information must be integrated into the process, the positioning becomes important and the full power of the VDT concept comes into play. Using VDT enables you to use the neighbor planning process even for predicted points, thus enabling you to propose new neighbors even in cases where
the relation was not defined a-priori, meaning actual measurements of the neighbors are missing.

3.5.2.3 Frequency Planning, Scrambling, and Permutation Codes

The frequency channels, scrambling codes, and permutation codes are instruments by which interference from one cell can be isolated from the other. Of course each type of system, be it GSM, UMTS, LTE, or WiMAX, uses each of those instruments differently. While frequency planning is almost the only means of interference isolation in GSM, UMTS, and other CDMA systems use scrambling codes. In LTE and WiMAX, fractional frequency reuse has been adapted, in which the channels are partitioned into non-interfering segments that have to be allocated as well. Another mechanism found in WiMAX, similar to the frequency hopping mechanism of GSM, is the interference averaging mechanism. In WiMAX this is done by using different permutations of the OFDMA subcarriers. The permutation base that governs those permutations must be controlled as well.

Optimization of those parameters is based on the concept of the impact or interference matrix. An entry in this matrix describes the impact of interference of one cell on the other. The impact can be described in terms of the area loss or traffic loss at the victim cell as a function of the frequency channel offset (or code offset, in other cases). The loss can be assessed using measurements results, predictions, or, as described earlier, a combination of the measurements and predictions. Once a combination is used, geographical positioning of the measurements is necessary. The planning algorithm then works to find a frequency and code plan that would reduce the total impact of interference to minimum.

3.5.2.4 Cell Configuration

By “cell configuration” we mean the set of parameters referring to the antennas and radio deployment. Those include the number of sectors, antenna types, antenna direction in azimuth and tilt and antenna heights, as well as the cell transmission power. Tuning each of those parameters is a trade-off between the coverage of a serving cell and the interference to other cells. Tilting an antenna down, for instance, reduces the interference to far-away cells but reduces the coverage in the high floors of a nearby building.

For this optimization, positioning the measurements is essential even if the optimization is based on measurements alone. The effect of a configuration change, such as tilting the antenna, may depend very strongly on the location of the terminal and whether 2D or 3D localization is performed. The issue is demonstrated in Figure 3.13. The figure illustrates a case where an outdoor base station covers a building. On the left hand side of the figure, tilting down the serving cell antenna may improve the reception of a mobile on the first floor or on the ground outside of the building; however, it may cause a loss of coverage of the high floor terminal. If the optimization had been based on drive test alone, the impact of the lost coverage
would not have been taken into account since drive tests are limited to ground level only. The right-hand side of Figure 3.13 illustrates the case where antenna down tilt would not improve the reception condition of the terminal at the street, as the path is actually a diffraction path across a building. To capture such a case, a 3D propagation model should be used. The model, calibrated by the VDT or actual drive test result, would better predict this situation.

3.5.2.5 Load Balancing

The load of the cells, in terms of the number of calls, or amount of data traffic served by the cell, can be studied straightforwardly from the cell report, even without using specific terminal measurement reports. Using cell reports, load balancing can be controlled by means of handover thresholds or access control. However, in many cases a simple rotation of the base station sites could balance the load without tweaking with parameters that might affect other base stations. For this purpose, the positioning of terminals is, again, essential.

3.5.3 Requirements of Location and RSS Measurement Accuracies

As explained earlier, the location measurement process is not accurate, nor is the RSS measurement process. The impact of those errors on the VDT optimization results is not straightforward. While a single measurement may be erroneous, the overall effect is typically a result of averaging a large number of measurements, so the effect of random errors cancels out. Furthermore, the parameters being optimized are not always so sensitive to individual location or RSS measurement errors, so the overall impact on network performance is marginal. No major network change will be performed without gathering sufficient statistics such that the confidence on the conclusions is high.
3.5.4 Demonstration of an Optimization Project

An optimization project, based on the VDT principles was performed in Singapore. The network was a UMTS network of Singapore’s main business district. It involved 58 outdoor cells and 71 indoor cells. No drive test results were available. Four days worth of statistics was gathered. Approximately 320,000 calls were located and used as analysis points for the optimization. An example of the mapping of the VDT results is given in Figure 3.14, which shows the mapping of drop events. Each located event is depicted as a symbol. The height of the terminal above ground is given as a label next to each symbol. A drop in a moving car can be easily spotted, as the event is positioned on a road, with a height of 1 m. Other drops were positioned indoor with different heights. One of these is marked in Figure 3.14. This terminal was located at a height of 21 m above ground, as demonstrated in the subwindow within Figure 3.14.

The cell configuration optimization process resulted in 48 proposed changes in 27 sectors, out of which there were:

- 22 azimuth changes
- 18 electrical tilt changes
- 8 mechanical tilt changes

![Figure 3.14 3D drop mapping—Singapore.](image)
Neighbor planning yielded 182 new handover neighbor relations, and proposed the deletion of 72 existing relations, as no handover attempt took place between the neighbors sharing that relation. Figure 3.15 displays a histogram showing the result of the neighbor relation optimization process. The ordinate of the histogram is the rank per attempts of the new proposed relations, and the coordinate is the number of proposed relations that achieved this rank. For example, one of the proposed relations had a rank of 2, namely the number of handover attempts made between the cell in question to the proposed neighbor, which is the second largest of all this cell’s neighbors. Twenty five percent of the proposed relations were among the nine top choices, in terms of handover attempts. All the proposed relations had handover attempts associated with them. All these data show that the proposed neighbor planning improves the existing network considerably. The key performance index (KPI) for the optimization process was the call drop rate and the traffic volume. Before the process, the network had a call drop rate of 0.66% and after the optimization, the rate went down to 0.55% on a 16% improvement. In addition, the traffic rate went from 69,300 calls per hour up to 76,300 calls per hour—a 10% increase.

3.6 VDT for LTE and Fourth-Generation Systems

As the demand for mobile services grows and technology evolves, new systems are introduced to the market. At the time this book was written, the WiMAX system [15,16] and the long-term evolution (LTE) system [13,14] had made their first steps into the market. Future fourth-generation systems are being developed under the ITU initiative of IMT-advanced, according to the roadmap and vision as described
in [2] and the requirements of the new-generation systems as specified in [33]. Although the detailed specifications of IMT-advanced systems have not been made yet, some of their main features are known. The effect and implications of the main features of those systems over the VDT concept will be given next.

3.6.1 Advanced System Main Features

3.6.1.1 Flat All-IP Architecture

The architecture of both LTE and WiMAX systems is, in principle, a flat all-IP architecture, and this is expected to be the type of architecture adopted for IMT-Advanced as well. Unlike the architectures of third- and second-generation cellular systems, a flat all-IP architecture is geared toward data communication and is based, as much as possible, on Internet protocols. There is no controlling entity such as the base station controller or radio network controller found in GSM or UMTS, but rather the control of the base station may also be a distributed entity.

3.6.1.2 Wideband MIMO-OFDM Air Interface

The need for services ranging from Voice over IP to video streaming, gaming, and other high-throughput consuming applications requires that next-generation systems support a higher datarate with flexibility and adaptability enough to provide for the need of a variety of users. The physical layers employ wideband channels, using orthogonal frequency division multiple access (OFDMA), which provides it with a high resilience to multipath, scalability, and flexibility in resource assignments.

An important technology integrated into the physical layers of all of these technologies is that of MIMO. The name encompasses a variety of techniques that make use of multiple antennas in the transmitter, receiver, or both. Those techniques include a receive or transmit diversity to overcome adverse fading caused by multipath, beamforming that enables focusing the transmitted or received energy to wanted directions and avoid radiation to or from unwanted ones, and spatial multiplexing that makes use of the rich scattering environment creating by that multipath in order to increase throughput. The systems are to be adaptive and select the appropriate technique (or combination of techniques) since the environment and reception conditions are not always adequate for each.

3.6.1.3 Usage of Multi-Carriers

For a high data rate, high bandwidth is needed. Even with the additional spectral efficiency offered by MIMO and OFDMA techniques, wider spectrum allocations would be necessary. Spectrum is always a problem for wireless allocations being that it is scarce and, because of the necessity to support legacy systems, it is often noncontiguous. The advanced systems are designed to be capable of operating simultaneously over a number of frequency channels, even if they are not adjacent.
This feature is the key to the flexibility needed to comply with different regulatory regimes and the requirements present in different markets. It also provides trunking efficiency—as a larger bandwidth is available to a large number of users, high multiplexing gain is achieved.

3.6.1.4 Massive Usage of Picocells, Femtocells, and Relays

The cellular concept, reusing available resources in small cells, is probably the most important factor in making the cellular system as ubiquitous and widely used as it is today. The reuse principle provides the cellular systems with increased capacity and enables them to support a large number of users. Even with the increased spectral efficiency of modern systems, a further increase in the overall capacity is expected to come from yet another step in that direction. This means that advanced systems should be made with an even larger number of smaller cells, each covering a relatively small area. These include picocells, which are small cells covering indoor public areas or high-density locations, such as shopping malls, train stations, etc., and femtocells, which are even smaller devices, covering a single residence and supporting a very small number of subscribers. The femtocells, expected to be owned and even installed by the end user, represent a real revolution in the concept of wireless cellular network architecture and operation concepts. However small, a femtocell relieves the network from load that might require much higher resources if served directly from a macrocell.

Another network element that may find larger usage in advanced networks is the relay. Simple relays can be found in present-day networks to provide coverage solutions in areas where a full base-station installation is not cost-effective. Advanced relays can serve as capacity enhancement, as well as coverage enhancement devices. By improving the reception conditions of a user group, they make it possible to serve them with less resources than would have been required from a direct link to the base station, and without the need for a full-fledged base station to be installed.

3.6.1.5 Cooperation among Network Elements

The cellular network has always been more than a group of cells working independently of each other. Cooperation between cells is necessary for handover. The introduction of soft handover made the necessary cooperation even more intense. However, advanced systems are planned to take this cooperation even further, turning the set of base stations into a large virtual array, thus enabling spatial multiplexing in both the downlink and uplink directions. Coordinated scheduling, interference mitigation, etc., are additional techniques that can enhance system capacity with different degrees of cooperation. The requirements on backhaul and communication protocols between base stations are obviously quite large.

Femtocells add another dimension to the problem. The location of a femtocell is not known a-priori and as a result some of the information needed to configure it is not always available. These include the operating frequency channels, neighbor lists, and other operational parameters. As femtocells are to be self-installable, it is necessary
that they include the capability to configure themselves. A network supporting such a capability is a self-organization network (SON) or self-optimization network, and may require further cooperation between the base stations.

3.6.2 VDT Concept in Advanced Systems

The first implication of the physical layer enhancements described in the previous section is the fact that the terminal is becoming a more accurate position sensor. The wide bandwidth of operation enables more accurate range determination, and the wider use of multiple antenna systems imply that spatial information is more readily available. Received signal strength (RSS) measurements, taken over a large number of carrier channels will be more stable as multipath effects are averaged out.

The smaller cells will also have a considerable impact. The fact that the cell coverage is small implies that the location itself can be determined more accurately. Note that femtocells, of which the location is not known, cannot be used for mobile station location determination. On the other hand, the VDT concept can be used for the purpose of locating femtocells, based on its measurements (performed during its initialization phase), and the measurements of mobile terminals that measure it. Thus the location can be determined coarsely and then refined in an iterative process. When the location is established, the femtocell readings can be used to pinpoint the location of the terminals it serves.

For VDT, the physical layer information measured by the terminal and base stations have to be collected and processed in order to provide a location measurement. As the network architecture is flat and distributed, there will not necessarily be a single point of interface (as the BSC in GSM or RNC in a UMTS system). To implement the VDT concept, a distributed architecture, like that of the system itself, should be implemented. This architecture, may rely on agents residing in the various network elements to collect the results and send them over the IP interfaces to the processing entity. The flat all-IP architecture is an enabler for such an implementation which makes the information accessible to even a larger variety of applications.

As cellular systems evolve, the number of base stations increases, cooperation among them grows, and capabilities develop, it is quite likely that the VDT concept will find itself part of the intelligence embedded within the base stations and other network elements. Thus, as part of the initial configuration, the intelligent base station shall be uploaded with the geographic information of its deployment area, signal predictions within its neighborhood, and the neighboring network topologies. This information can be used by the base station to locate the terminals it serves geographically, and then use that information, as described earlier for the global virtual drive test, to update the coverage database and optimize the network. Optimization could be achieved either by fine-tuning the various operation parameters of the base station cell itself, by updating the neighbor lists or by cooperating with neighboring base stations for interference mitigation, by common scheduling, or by providing service simultaneously with neighboring cells to some terminals.
3.7 Open Issues

The concept of VDT is indeed a powerful tool for optimization, still there are some open issues in its full implementation and usage. We will start from the most practical and continue with the more theoretical ones.

- **Measurement Availability**: Recording and gathering of the required information is not yet fully standardized and fully supported by all manufacturers. Especially, for systems of which the architecture is distributed, there is no single point of interface in which the information can be directly acquired. Standardization and practices should be established such that the application would be fully supported.

- **Automatic Filtering**: The amount of data recorded is huge and needs to be even larger if more information is to be gathered to enable more accurate location. Automatic filtering needs to be developed to enable the procedure focused on the most relevant measurements.

- **Location Accuracy**: This is the main precondition for a successful VDT to take place. More studies need to be done in order to learn what would be an acceptable accuracy for VDT. Sophisticated techniques are needed to provide location at the required accuracy. Those techniques should probably include the fusion of information from various sources, including physical measurements and geographical information.

- **Optimization Techniques**: The most challenging tasks are probably in the field of network optimization. The challenge starts with the study of the proper weights between predictions and measurements to form the basis of optimization. It continues with definitions of optimization criteria, which need to take into account a set of KPIs. Finally, an efficient algorithm that could find a viable solution to this multivariate problem would be certainly a step forward. It should be emphasized that such solutions should be reliable and implementable. The most difficult task is to every so often convince the network engineer that the proposed modifications to the network would improve its performance, rather than cause unexpected problems.

- **Online Optimization**: Once a reliable solution can be found, namely a solution that could be implemented without negative effects on system performance, it can be deployed automatically online. This would be a first step toward a self-healing and self-organizing network.

3.8 Summary

The virtual drive test, a concept that combines terminal reports with terminal positioning techniques, is a powerful tool for network optimization. The VDT provides timely and ubiquitous information about the network users, and thus it presents a real and living picture of network behavior and outlines problems that might exist.
The VDT process relies on accurate positioning of terminal reports. Such reports include the measurements made by the mobile terminal during various events. Terminal location can be based upon the cell ID, propagation delay measurements, and signal strength measurements. These data are typically the results of measurements performed by the terminals for normal operation; however, the reports do not always contain all the information. The reports should be frequent enough and contain the necessary data for localization. It is expected that various measurements made by antenna arrays, both at the mobile and at the base station, will be added to provide an even better means of location. Furthermore, a large and increasing number of terminals are equipped with GPS and thus are capable of providing accurate location information. Because cellular communication is ubiquitous and personal, a large part of the traffic takes place indoor. The location capability of a VDT engine should include the ability to perform indoor location.

VDT can augment the results obtained by predictions and drive tests, and for a mature system, it can replace them both. However, it is recommended that a combination of measured and predicted data is used for optimization in order to take advantage of both. Network optimization performed for a real network has shown that the VDT can indeed be used for that purpose. The process resulted in a significant improvement of the network. VDT can be viewed as a first step toward self-healing and self-organizing networks. It provides the necessary feedback branch between terminal measurements and network optimization modules. Once the optimization procedures are integrated online as part of the network management and control system, the network can have a self-optimization capability, and adapt better to changing demands and operating conditions. Undoubtedly, in future networks such as LTE, the VDT concept will be a large part of monitoring, maintaining, and optimizing future networks.
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4.1 Introduction

This section introduces the impacts and targets of network planning. By reviewing the most significant challenges such as traffic demand and QoS (Quality of Service) criteria, the key WCDMA (wideband code division multiple access) network planning process is explained.

4.1.1 Quality, Capacity, and Economic Issues of Network Design

The increasing demand for mobile communications leads mobile service providers to look for ways to improve the quality of service and to support increasing numbers of users in their systems. Since the amount of frequency spectrum available for mobile communications is very limited, efficient use of the frequency resource is needed. Currently, cellular system design is challenged by the need for a better quality of service and the need for serving an increased number of subscribers. Network planning is becoming a key issue in the current scenario, with exceedingly high growth rates in many countries that force operators to reconfigure their networks virtually on a monthly basis. Therefore, the search for intelligent techniques, which may considerably alleviate planning efforts (and associated costs), becomes extremely important for operators in a competitive market.

Cellular network planning is a very complex task, as many aspects must be taken into account, including the topography, morphology, traffic distribution, existing infrastructure, and so on. Things become more complicated because a handful
of constraints are involved, such as the system capacity, service quality, frequency bandwidth, and coordination requirements. Nowadays, it is the network planner’s task to manually place BSs and to specify their parameters based on personal experience and intuition. These manual processes have to go through a number of iterations before achieving satisfactory performance and do not necessarily guarantee an optimum solution. It could work well when the demand for mobile services was low. However, the explosive growth in the service demand has led to a need for an increase in cell density. This in turn has resulted in greater network complexity, making it extremely difficult to design a high-quality network manually [1].

Furthermore, WCDMA technology is the dominant solution for the third generation (3G) cellular systems. It has been adopted by most countries deploying the UMTS (Universal Mobile Telecommunication System) networks [2]. Similar to other technologies, the deployment of WCDMA networks poses the problem to select antenna locations and configurations with respect to contradictory goals: low costs versus high performance. A key to successful planning is the fast and accurate assessment of network performance in terms of the coverage, capacity, and QoS [3]. This also makes the conventional design methods insufficient for planning mobile networks in the future. Thus, more advanced and intelligent network planning tools are required. A promising planning tool should be able to aid the human planner by automating the design processes [4, 5].

4.1.2 Radio Planning Objective

The task of radio planning is to define a set of site locations and respective NodeB configurations that addresses the coverage and capacity figures derived from dimensioning. The starting point in radio planning are the outputs from the dimensioning, especially the calculated site densities in each clutter type. The site count derived in radio planning often differs from the site count derived from dimensioning since the actual site coverage may differ significantly from the assumed empirical model(s). There is always a risk that the planned site count may exceed the estimated site count from dimensioning. As a result, several planning iterations are needed to reach a reliable figure.

One problem with radio planning is dealing with site density. Firstly, higher site density poses more difficulty in finding suitable candidates. This is true in all clutter types. In dense areas, most suitable sites are already overcrowded with 2G (the second generation mobile system) antennas. This will likely put the WCDMA antennas in less ideal positions. Secondly, there is a tendency that the candidate sites will not have comparable heights. This is a major drawback in radio planning since large differences in heights can distort the site dominance areas and cell ranges. The third problem is the bandwidth constraint which may require tighter frequency reuse. In this case, the radio plan must be as close to the ideal network to achieve good performance.
Radio network planning normally follows the dimensioning exercise. Sometimes the dimensioning process includes a rough plan to justify the site count and coverage level using some commonly accepted propagation model and generic WCDMA system modules in the planning tool. In the actual planning phase, a number of inputs are needed in order to improve the quality and accuracy of the radio plan. Depending on the selected planning tool to use, a number of inputs may be required to be fully utilized by the tool. For example, it is assumed that the following items are already well considered:

- Propagation characteristics of various areas (propagation models tuned)
- Required inputs defined (clutter maps, terrain maps, building data, etc.)
- Traffic and demographic information (i.e., per clutter type)
- WCDMA RF equipment parameters defined (antennas, RF features, etc.)
- Options for NodeB configuration (sectorized, omni, multichannel)

Two important decisions with regards to radio planning have to be considered prior to the actual planning exercise. First, the level of accuracy when it comes to coverage and capacity needs to be considered and this highly depends on the accuracy of the propagation model in the planning tool. Second, the planner needs to decide how much RF optimization will be undertaken during the planning phase. This is only possible if the planning tool together with the planning parameters and equipments models is accurate enough. It is often the case where optimization is neglected during the planning process. Post-planning optimization exercises are often costly and produce only minor improvements. It is often limited to antenna adjustments (tilting and azimuth changes).

A number of features are useful when selecting a planning tool, such as:

- Support of GSM/UMTS co-planning
- Optimal site selection—when existing or candidate sites are provided
- Support of mixed and multiple propagation models
- Support of model tuning and user-defined models
- Support of WCDMA planning features, like pilot planning and code planning
- Optimal antenna configurations (e.g., downtilting)
- Definition of mixed traffic scenarios
- Network performance simulation including semi-dynamic simulation and full dynamic simulation

A number of commercial planning tools are available in the market and some are widely used by network operators. The major factor that determines the usability of the tool is the accuracy of the RF modeling, such as propagation models, antenna configurations, interference prediction, frequency allocation, and channel models. Planning tools with WCDMA traffic models for capacity planning are advantageous.
4.1.3 WCDMA Network Planning Process

WCDMA radio planning involves a number of steps ranging from tool setup to site survey. The process is similar to any wireless network. What differs between WCDMA and other technologies are the actual site configuration, KPIs (key performance indicators), and the propagation environment since WCDMA may support mobile and fixed users where the latter may employ directional/rooftop antennas.

The final radio plan defines the site locations and their respective configuration. The configuration involves antenna height, number of sectors, assigned frequencies or major channel groups, types of antennas, azimuth and downtilt, equipment type, and RF power. The final plan will be tested against various KPI requirements, mainly coverage criteria and capacity (or signal quality). Figure 4.1 can be used as a guide in developing a planning process. The planning process also largely depends on the planning tool used.

The planning process in Figure 4.1 includes a drive test and verifications after the site survey. This procedure is not mandatory for all sites if the site count is

---

Figure 4.1  The WCDMA radio planning process.
too many. Usually, the site survey and KPI analysis give an indication of which areas are expected to have poor RF quality and which sites are involved. This is usually done when the candidate site(s) are not located in ideal locations or if the site survey finds some discrepancies with the candidate(s).

4.1.4 Challenges in WCDMA Network Planning
The differences between WCDMA and GSM radio planning are discussed in [6]. WCDMA radio offers significant processing gain due to spreading. These features are only exploited when the signal quality demands more processing. To support high data rates, the radio plan must offer very good $E_b/N_o$ even with very big noise rise.

Another consideration in the case of WCDMA planning is the high $E_b/N_o$ requirements to support high data rates. Although a site is expected to support high data rates for mobiles closer to it, $E_b/N_o$ values $>20$ dB are only possible in the absence of interference. This requires accurate modeling of the propagation and RF equipments.

4.2 WCDMA Radio Network Planning Approaches
There are two fundamental approaches to WCDMA radio network planning. These are the path loss-based approach and the simulation-based approach. The path loss-based approach is the simplest and has been adopted by the majority of 3G operators.

4.2.1 Path loss-based Approach
The path loss-based approach to WCDMA radio network planning can be completed using a 2G (typically GSM) radio network planning tool. The planning tool must be capable of completing path loss calculations and displaying areas where specific path loss thresholds are exceeded. The planning tool should also be capable of displaying best server areas and, optionally, it should be capable of displaying downlink C/I. In each case, numerical statistics as well as graphical plots should be generated. The inputs to the planning tool for the path loss based approach are:

- 3G site candidates with their physical configuration (antenna type, antenna height, antenna tilt, antenna azimuth, feeder type, and feeder length)
- Propagation model
- Digital terrain map
- Link budget signal strength thresholds

The 3G site candidates should be those that have been selected according to the criteria specified in Section 4.2.3. They may be 2G sites that are being reused for 3G
Table 4.1  Example Translation of a 3G Link Budget Result to Planning Tool Signal Strength Threshold

<table>
<thead>
<tr>
<th>Link budget result for maximum allowed path loss</th>
<th>140 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downlink transmit power configured in the planning tool</td>
<td>33 dBm</td>
</tr>
<tr>
<td>NodeB antenna gain assumed in the link budgets</td>
<td>18 dBi</td>
</tr>
<tr>
<td>Feeder loss assumed in the link budgets</td>
<td>2 dB</td>
</tr>
<tr>
<td>Planning tool signal strength threshold</td>
<td>−91 dBm</td>
</tr>
</tbody>
</table>

or they may be greenfield sites that are being introduced for 3G. The propagation model should be tuned from measurements according to the recommendations in Section 4.2.4. Propagation model tuning should account for inaccuracies in the digital terrain map (e.g., areas shown to be rural clutter type, which are actually suburban clutter type). The link budget signal strength thresholds should be based upon a set of 3G service and CPICH link budgets. Guidance for WCDMA link budgets is provided in Section 4.2.5.

The WCDMA link budget results must be adjusted prior to being used within the planning tool. Link budget results are generated in terms of the maximum allowed path loss, whereas the majority of planning tools display contours of signal strength. This means that a relatively arbitrary NodeB transmit power must be selected, and then a signal strength threshold computed by subtracting the link budget maximum allowed path loss. The NodeB antenna gain and feeder loss must also be taken into account. It is common for the arbitrary transmit power to be selected to equal the CPICH transmit power. This means that signal strengths computed by the planning tool can be interpreted as CPICH RSCP. An example of the translation from a link budget maximum allowed path loss figure to a planning tool signal strength threshold is presented in Table 4.1.

In this example, it is assumed that the maximum allowed path loss from the WCDMA link budgets is 140 dB. This figure may have originated from the uplink service link budget, the downlink service link budget, or the downlink CPICH link budget (i.e., whichever link budget generated the lowest maximum allowed path loss). The planning tool is used to display contours of downlink signal strength irrespective of whether the corresponding path loss originated from an uplink or downlink link budget (i.e., signal strength is being used to provide an indication of path loss). Differences between uplink and downlink path loss (resulting from the 190-MHz frequency division duplex spacing) should be accounted for during the link budget analysis. This is described in Section 4.2.5.

The antenna gain used in Table 4.1 should equal the NodeB antenna gain assumed in the link budgets. It is likely that an actual radio network includes a range of different antenna types, each with a different antenna gain. This does not have an impact upon the results as long as the planning tool is configured with the actual
antenna types. For example, if the link budgets are based upon an antenna gain of 18 dBi, whereas a specific node B has an actual antenna gain of 16 dBi, then the maximum allowed path loss resulting from the link budget will be 2 dB more relaxed than it should be. However, applying an 18 dBi antenna gain in Table 4.1 means that the signal strength threshold is 2 dB more difficult to achieve and the two effects cancel one another.

The feeder loss used in Table 4.1 should equal the feeder loss assumed in the limiting link budget (i.e., uplink service, downlink service, or downlink CPICH). If the uplink service link budget is the limiting link budget and mast head amplifiers (MHAs) are present, it is more accurate to account for the benefit of using the MHA and to configure a value of 0 dB in both Table 4.1 and in the planning tool. This assumes that the MHA provides a benefit that is exactly equal to the feeder loss. This approximation introduces inaccuracies for node B that have very short or very long feeder lengths. However, there is often a requirement to use the planning tool as a database for site-specific feeder loss values. This means that it is not possible to enter feeder loss values of 0 dB for all sites. Instead, the actual feeder loss values are entered in the planning tool and the feeder loss value assumed in the link budget (excluding the benefit of using an MHA) is applied in Table 4.1. If the downlink service link budget or the downlink CPICH link budget is the limiting link budget, then the actual feeder loss values should be entered in the planning tool and the feeder loss value assumed in the downlink link budget should be applied in Table 4.1.

Link budgets should be completed on a per-service and per-clutter type basis. Link budgets differ across services primarily due to differences in the $E_b/N_0$ requirements and processing gains. Link budgets differ across clutter types primarily due to differences in building penetration losses and slow fading standard deviations. This means a relatively large number of signal strength contours could be displayed. It is common to reduce the number of contours that are displayed to help simplify their visualization and interpretation. The number of contours can be reduced such that only those corresponding to the most demanding service are plotted. Figure 4.2 illustrates an example of plotting the coverage contours only for the most demanding service.

The most demanding service could be the 64/128-kbps PS data service. This does not necessarily mean that the operator does not wish to offer the 64/384-kbps PS data service. The radio network could be planned according to the 64/128-kbps PS data service and then the 64/384-kbps PS data service offered on a best effort basis. In the case of Figure 4.2, a different coverage contour is plotted for each clutter type. Coverage should be checked by selecting the contour corresponding to the underlying clutter type.

The path loss-based approach to 3G radio network planning should include an analysis of the best server areas. This helps ensure good dominance and a relatively even distribution of network loading. Best server areas should be contiguous and should not be fragmented. Noncontiguous best server areas indicate that there is likely to be relatively poor dominance and increased levels of inter-cell interference.
In general, neighboring best server areas should be of approximately equal size. If there is a known traffic hotspot, then a NodeB should be located as close as possible to that hotspot and the dominance area can be smaller. Figure 4.3 illustrates an example best server plot.

This example is applicable to a population of CEC NodeB. If the radio network included ROC NodeB then, depending upon how the radio network planning tool is configured, there could be a single best server area per node B rather than a single best server area per sector.

Some operators include a downlink C/I analysis as part of their path loss-based approach to 3G radio network planning. A C/I analysis provides an indication of cell isolation and inter-cell interference. 2G radio network planning tools can be used to complete a C/I analysis by assigning a single RF carrier to all cells. Large negative values of C/I can be interpreted as areas of poor dominance where the CPICH $E_c/I_o$ is likely to be poor. A typical threshold for the minimum allowed downlink C/I is $-6$ dB. This corresponds to incurring interference, which is four times stronger than the desired signal (e.g., this would occur if a UE received five signals of equal strength). A C/I analysis does not account for soft handover between cells, but this is analogous to actual CPICH signals, which are not combined while a UE is in soft handover. 3G simulations can be used to validate that a C/I analysis is generating meaningful results. Figure 4.4 illustrates an example downlink C/I plot.

In this example, there are a few relatively small locations where the downlink C/I is poor (i.e., below a value of $-6$ dB). The planner would have to decide whether or not these locations are important. If they are in areas where there is unlikely to be any traffic, then they can be left.
Figure 4.3 Example best server plot from the path loss-based approach to 3G radio network planning.

Figure 4.4 Example C/I analysis plot from the path loss-based approach to 3G radio network planning.
A C/I analysis can also be used subsequent to radio network planning when defining cluster boundaries during the prelaunch optimization phase. A C/I analysis can be used to help identify clusters that are relatively well isolated from one another. This helps ensure that RF optimization within one cluster has a minimal impact upon the neighboring clusters.

4.2.2 Simulation-based Approach

The simulation-based approach to radio network planning requires the use of a WCDMA radio network planning tool. The majority of WCDMA radio network planning tools make use of Monte Carlo simulations. Monte Carlo simulations are static rather than dynamic. This means that system performance is evaluated by considering many independent instants (snapshots) in time. A dynamic simulation evaluates performance by considering a series of consecutive instants in time. In general, dynamic simulations are more time-consuming than static simulations. In the case of static simulations, the population of UEs are redistributed across the simulation area for every simulation snapshot. For each snapshot, the uplink and downlink transmit power requirements are computed-based upon link loss, C/I requirement, and the level of interference. UE that are not able to achieve their C/I requirements are categorized as being in outage. Outage may also be caused by factors such as inadequate baseband processing resources or reaching the maximum allowed increase in uplink interference. By considering a large number of instants in the time, the simulation is able to provide an indication of the probability of certain events occurring (e.g., the probability that a UE will be able to establish a connection at a specific location). The simulation is also able to provide an indication of average performance metrics such as cell throughput and downlink transmit power. Detailed information regarding 3G simulations is provided in [7].

The inputs required for the 3G simulation-based approach to radio network planning are:

- 3G site candidates with their physical configuration (antenna type, antenna height, antenna tilt, antenna azimuth, feeder type, and feeder length)
- Propagation model
- Digital terrain map
- 3G parameter assumptions
- 3G traffic profile

The first three inputs are the same as those used for the path loss-based approach to 3G radio network planning. The 3G parameter assumptions overlap with those used to generate link budgets. 3G simulation tools usually require more parameters than a link budget (e.g., the number of hardware channels available at a NodeB, downlink orthogonality, soft handover addition, and drop windows). Some link budget parameters have a different definition in the planning tool. For example, the
soft handover gain that appears within a link budget includes the diversity benefits for both fast and slow fading. The soft handover gain that appears within a 3G simulation tool usually includes only the diversity benefit for fast fading. This is because 3G simulation tools usually model slow fading explicitly and thus the soft handover gain is already included in the system modeling. The 3G traffic profile is relatively difficult to define. It requires a specification of the services used and also the extent to which they are used. In addition, it requires a specification of the geographic distribution of UE. Most 3G radio network planning tools allow UE to be distributed within polygons, along vectors, or based upon the clutter type. Some tools also allow the import of traffic maps which can be generated outside the planning tool. These traffic maps can be based upon national census population statistics if the movement of UE from home locations to work locations during the busy hour is accounted for. Alternatively, traffic maps can be generated from Erlang maps that have been recorded from an existing 2G network. This approach assumes that the distribution of 3G traffic will be approximately the same as the distribution of 2G traffic.

The simulation-based approach to radio network planning is more time consuming than the path loss-based approach. The results take more time to generate and more time to interpret. The time required to generate simulation results depends upon the size of the geographic area being modeled and also the quantity of traffic loading the network. Each simulation snapshot takes longer to complete when there are large quantities of traffic. However, there is a requirement for more simulation snapshots when there is only a small quantity of traffic. More simulation snapshots are required to ensure that the simulation results have converged. Convergence of the simulation results should always be checked toward the end of a simulation. This can be achieved by ensuring that the results are not changing significantly after successive snapshots. The majority of 3G simulation tools include functionality for a passive scan terminal. A passive scan terminal increases the rate at which graphical results are generated by the simulation tool but decreases the rate at which numerical results are generated. The passive scan terminal operates by evaluating system performance at every pixel within the simulation area at the end of each simulation snapshot. This increases the rate at which graphical results are generated because without the passive scan terminal, results can only be generated for the pixels where UE have been distributed.

The main benefit of completing 3G simulations is the relatively large quantity of information generated. This information is beneficial if it is interpreted correctly. Although the scenario is less realistic, it can be easier to interpret results if a single service is simulated at a time. The main results from a 3G simulation are typically:

- Service coverage
- System capacity
- Soft handover overhead
- Inter-cell interference
- Uplink and downlink transmit powers
It is normal to be able to visualize each of these results using graphical plots and also to be able to study them using numerical reports. Coverage plots are usually generated on a per-service basis. An example coverage plot for the 64/64-kbps CS data service is illustrated in Figure 4.5.

Figure 4.5  Example coverage plot for the 64/64-kbps CS data service.

- Uplink and downlink interference floors
- Connection establishment failure mechanisms
Service coverage plots illustrate locations where UE were able to achieve their uplink and downlink C/I requirements. Areas where there is no coverage correspond to locations where UE could not achieve their C/I requirement as a result of either inadequate transmit power or one of the other failure mechanisms (e.g., the maximum allowed increase in uplink interference has been reached). An example plot of uplink load is illustrated in Figure 4.6. This plot provides an indication of the increase in uplink interference floor at each cell and can be used to identify cells that have reached their maximum allowed increase.
Figure 4.7 Example cell blocking report.

In the case where connections fail, an indication of the failure mechanism is provided in the cell blocking report. An example of this report is illustrated in Figure 4.7.

The relatively large quantity of time required to complete and analyze 3G simulations means that they are usually used for focused studies rather than wide area radio network planning. Focused studies may be used to evaluate the capacity of a section of the network or they may be used to estimate the soft handover overhead or the level of inter-cell interference. 3G simulations may also be used to help validate the path loss-based approach to 3G radio network planning.

4.2.3 Site Selection

Sites are expensive long-term investments for the operator. If sites are selected that have a poor location or a poor set of characteristics, then system performance is likely to be poor irrespective of any subsequent RF and parameter optimization. A good site location should maximize coverage across the intended area while limiting interference into neighboring areas.

Site selection criteria can be divided into two categories. The first category includes criteria that determine whether or not a site should be considered for inclusion within the 3G radio network plan. The second category includes criteria that can be used to prioritize those sites being considered for inclusion within the 3G radio network plan. In general, it is difficult to acquire sites and there will not be many sites to prioritize between. If any of the criteria belonging to the first category are not satisfied, then the site should be excluded from further consideration unless there are no alternatives and the benefit of introducing the site is believed to justify its cost. Table 4.2 presents the minimum set of criteria that should be used to determine whether or not a site should be considered for inclusion within the 3G radio network plan. These criteria should be evaluated after a site visit and not only from the information available within a radio network planning tool.

Assuming that a site satisfies the criteria in Table 4.2, then it may be considered for inclusion within the 3G radio network plan. Table 4.3 presents a set of criteria which
Table 4.2  Site Selection Criteria Used to Determine Whether Or Not a Site Should be Considered for Inclusion Within the 3G Radio Network Plan

<table>
<thead>
<tr>
<th></th>
<th>Does the site allow the main beam of each proposed antenna to have good visibility of the surrounding terrain without any high obstacles blocking the view?</th>
<th>Yes/No</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Can the main beam of each antenna be positioned such that it does not cross the main beam of another antenna?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>3</td>
<td>Can the main beam of each antenna be positioned such that they are not shadowed by the building or structure upon which they are secured?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>4</td>
<td>Can each antenna be mounted above the rooftops of the neighboring buildings without being excessively above them? Typically &lt; 10 m above the neighboring rooftops.</td>
<td>Yes/No/Not Applic.</td>
</tr>
<tr>
<td>5</td>
<td>Do neighboring cells have antenna heights which are within 15 m of the proposed antenna heights?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>6</td>
<td>Are neighboring cells of similar size?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>7</td>
<td>Is the site unlikely to be very dominant and unlikely to cause significant interference to neighboring cells?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>8</td>
<td>Is the best server area of the site unlikely to be fragmented?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>9</td>
<td>If the proposed site is a rooftop site, is there sufficient space for the appropriate antenna mountings to ensure that there is adequate clearance from the rooftop?</td>
<td>Yes/No/Not Applic.</td>
</tr>
<tr>
<td>10</td>
<td>Is the site safe from new neighboring buildings which may be constructed in the future and which may block the main beam of an antenna?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>11</td>
<td>Are the cabling distances between the NodeB cabinet and the antennas reasonable?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>12</td>
<td>Is there access to leased lines or microwave links for transmission purposes?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>13</td>
<td>Is there availability of the NodeB power supply requirements?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>14</td>
<td>Is there space to accommodate the NodeB equipment?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>15</td>
<td>Are rental costs acceptable?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>16</td>
<td>Is there reasonable access to the site?</td>
<td>Yes/No</td>
</tr>
</tbody>
</table>
Table 4.3  Site Selection Criteria Used to Prioritize Between Sites Which are Being Considered for Inclusion Within the 3G Radio Network Plan

<table>
<thead>
<tr>
<th></th>
<th>Is the site an existing GSM site?</th>
<th>Yes/No</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Do antenna locations allow for changes in azimuth?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>3</td>
<td>Do antenna locations allow for changes in height?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>4</td>
<td>Do antenna locations allow sufficient isolation from other antennas (e.g., GSM antennas)?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>5</td>
<td>Is the site away from environmentally protected or historic areas?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>6</td>
<td>Is the site unlikely to require any special permits?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>7</td>
<td>Is the site unlikely to cause public disapproval?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>8</td>
<td>Does the site form a regular pattern with its neighbors?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>9</td>
<td>Is the site close to where the traffic is expected?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>10</td>
<td>Is the site capable of accommodating potential capacity upgrades?</td>
<td>Yes/No</td>
</tr>
</tbody>
</table>

may be used to prioritize between sites being considered for inclusion within the 3G radio network plan. Similar to the first set of criteria, these should be evaluated from a site visit and not from the information available within a radio network planning tool. Sites that result in the greatest number of “yes” responses should be selected to be built.

Site visits represent a significant part of the site selection process. They should be used to collect all of the information required to evaluate the suitability of a site as well as additional information for radio and transmission planning, information for site build and installation, and information for site design. Site visits are relatively expensive and time consuming and should be planned carefully. Planners completing site visits should, as a minimum, take with them:

- A paper map of the area
- A paper diagram of the building
- A coverage plot from the planning tool
- A best server plot from the planning tool
- A GPS receiver
- Binoculars and compass
- A digital camera
- An altimeter
- A tape measure or other measuring device
- Safety equipment if necessary
The paper map of the area should be used to mark the proposed antenna azimuths and general antenna locations. The paper diagram of the building should be used to make a more detailed record of the proposed antenna locations and the positions from where any photos are taken. The digital camera should be used to obtain panoramic views from the proposed antenna locations. Photos should also be taken of the neighborhood and surrounding environment. The location and visibility of neighboring sites should be recorded as should potential gaps in coverage. The different possibilities for antenna mounting should be noted and feeder length requirements estimated. The GPS receiver should be used to determine an exact set of coordinates for the site as well as the height above sea and ground level. The property address and owner should be recorded as should the possibilities for site access.

### 4.2.4 Propagation Modeling

Accurate propagation modeling is fundamental to both the 3G simulation-based approach and the path loss-based approach to 3G radio network planning. The key inputs to propagation modeling are the propagation model itself, the digital terrain map (DTM) and the site configuration data. Radio network planning is often completed using a set of propagation models rather than a single propagation model. Different models may be tuned for specific antenna heights or specific cell ranges. Digital terrain maps often become out-of-date and subsequently become a source of error. The site configuration data relies upon the accuracy of the antenna gain pattern as well as the antenna height, azimuth, and tilt data. Operators may have existing propagation models for their 2G radio networks. They may wish to use the same models for 3G radio network planning. In this case, their models should be compared with typical models to help identify any significant differences. It is reasonable to assume that a propagation model that has been used to plan a DCS 1800 network can also be applied when planning a 3G network.

When a project requires the definition of a new propagation model, the following tasks should be completed:

- DTM specification, purchase, and validation
- Selection of propagation model type based upon requirements
- Planning and completion of drive survey
- RF measurement post-processing and propagation model calibration
- Propagation model validation and continuous auditing

DTM requirements should be specified in terms of resolution, format, and the number of clutter categories. The resolution should be relatively high for urban and suburban areas but can be reduced for rural areas. It is typical to use a 20-m resolution for urban and suburban areas, whereas a 50-m resolution may be used for rural areas. If the resolution is too low, then the accuracy of the map and the subsequent
propagation modeling becomes poor. If the resolution is too high, then the DTM
is likely to be expensive and the computer processing requirement may become
excessive. Resolutions higher than 20 m may be appropriate for dense urban areas
where cell ranges are particularly small. If microcells with below rooftop antennas
are to be planned, then it may be necessary to purchase a map that includes building
vectors. Building vectors may have either two or three dimensions. The format of the
DTM should be specified to match the format used by the radio network planning
tool. If the required format is not available, then the purchased map will require post-
processing prior to importing. The appropriate number of clutter categories depends
upon the geographic area. It is typical to make use of about ten categories. Some
planning tools may have a maximum number of categories that can be imported. In
this case, the DTM can be post-processed to merge similar categories. If the number
of categories is large, then the propagation tuning exercise becomes more difficult.

Once the DTM has been purchased and imported into the radio network planning
tool, a set of checks should be completed to help validate its accuracy. Clutter types
and vectors should be compared with those indicated on paper maps. Likewise, the
ground height data should be compared with that indicated on paper maps.

Once the digital terrain map has been validated, then an initial selection of
propagation models should be made. It may be necessary to change this selection
if it is subsequently found to be inappropriate during the model tuning task. The
requirement for a set of different propagation models should be evaluated. In general,
the types of propagation models that can be selected are limited to those supported
by the radio network planning tool. Most planning tools provide the Okumura-Hata
model and Walfisch-Ikegami model. The main differences between the applicability
of the Okumura-Hata model and the Walfisch-Ikegami model are presented in
Table 4.4.

A detailed specification for each of these models is available in [7]. A number of
model types can be chosen at this stage with the final selection being made during

**Table 4.4 Applicability of the Okumura-Hata
and Walfisch-Ikegami Propagation Models**

<table>
<thead>
<tr>
<th></th>
<th>Okumura-Hata</th>
<th>Walfisch-Ikegami</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency range</td>
<td>150 MHz to 1.0 GHz, 1.5 to 2.0 GHz</td>
<td>800 MHz to 2.0 GHz</td>
</tr>
<tr>
<td>NodeB antenna height</td>
<td>30 to 200 m above rooftop</td>
<td>4 to 50 m above rooftop</td>
</tr>
<tr>
<td>UE antenna height</td>
<td>1 to 10 m</td>
<td>1 to 3 m</td>
</tr>
<tr>
<td>Range</td>
<td>1 to 20 km</td>
<td>30 m to 6 km</td>
</tr>
<tr>
<td>Applicable to</td>
<td>Macrocells</td>
<td>Microcells</td>
</tr>
</tbody>
</table>
propagation model tuning. The final number of models should be kept relatively small to help ensure the radio network planning process remains practical. If there are sites with significantly different cell ranges, antenna heights, or radio environments, then it may be necessary to define separate propagation models.

Once the approximate number and type of propagation model have been identified, then an RF measurement campaign should be planned to tune each model. Tuning a propagation model involves comparing measured and predicted data while adjusting the model input parameters to achieve a minimum error. The RF measurements may be recorded either from existing DCS 1800 sites or from specific test transmitters radiating continuous wave (CW) signals within the 3G downlink frequency band. It is preferable, although more expensive, to use specific test transmitters. At least eight sites are required for each propagation model. A further two sites should be measured for subsequent model validation. If test transmitters are being used, then some of the test sites should be measured with multiple antenna heights. The test sites and their antenna locations should be representative of candidate 3G sites. The test sites should be distributed across the area where the propagation model will be applied. This may involve taking measurements in a number of different areas. In the case of rooftop sites, antenna clearance angles should be checked in the same way as they are checked during the normal site design activity. Likewise, antennas should not be obstructed. Each test site should be visited before the drive route is planned to help ensure its suitability. If directional antennas are used for the test sites, the drive route should remain within the 3 dB beamwidth of the antenna. Propagation model tuning is less likely to be accurate outside this beamwidth due to the increased variance of the antenna gain pattern. The drive route should include a balance of line-of-sight and non-line-of-sight locations. The route should also provide measurements that are relatively evenly distributed in terms of distance from the test site. Each clutter type should have a minimum of 400 measurement samples after binning. There can be an overlap between routes which are used for different test sites although the entire route should not be the same. Routes should not be planned across sections of elevated road because these locations are likely to cause a discrepancy between the DTM ground height and the actual measurement height. Likewise, routes should not be planned through tunnels or cuttings. Once the drive routes have been planned, the measurements should be recorded. Differential GPS with dead reckoning should be used whenever possible. Dead reckoning helps to maintain location accuracy when GPS satellite visibility is lost.

Once the measurement data has been recorded it should be filtered, binned, and analyzed. Erroneous data should be removed, as should data which have a signal strength below $-110$ dBm and are less likely to be accurate. If drive routes include elevated sections of road, tunnels, or cuttings, then these measurements should also be removed. Data should be binned according to distance and using a grid that has the same resolution and reference as the DTM. The binned measurements should be analyzed in terms of plotting the number of data points per clutter type and plotting
the number of data points as a function of signal strength and distance from the test site. It may also be necessary to convert the measurement data into a format that the radio network planning tool can import for tuning.

Propagation model tuning involves minimizing the standard deviation of the error between the predicted propagation loss and the measured propagation loss, while maintaining a mean error that is close to 0 dB. There is no single correct way of calibrating a propagation model. Some radio network planning tools offer functionality for automatically tuning a propagation model. The generic propagation model tuning process is iterative and involves the following steps:

- Complete a set of propagation predictions.
- Quantify the mean and standard deviation of the error between the predicted and measured data.
- Adjust one input parameter belonging to the propagation model.
- Recalculate the propagation predictions and determine whether or not the results have improved.
- If the results have improved, keep the change and repeat, otherwise undo the change and repeat.
- Repeat until the mean and standard deviation of the error cannot be reduced any further.

A detailed explanation of each of these steps is available in [7]. This document provides instructions for tuning each type of propagation model.

Once the propagation models have been tuned, they should be validated using some measurements not used for tuning. The measurements should be loaded into the tuning tool and used to determine a mean and standard deviation for the error between the measured and predicted data. The mean and standard deviation of the error should be similar to that obtained at the end of the tuning procedure. Once the propagation models have been finalized and used, they should be audited on a regular basis to ensure they remain valid. Measurements from the prelaunch optimization activity may be used to refine the propagation models. This may be done on a cluster-by-cluster basis, or if the resources are available, then it could be done on a cell-by-cell basis. Some planning tools allow the import of prelaunch or post-launch optimization drive test data for comparison against predictions.

### 4.2.5 Link Budgets

Link budgets are fundamental to understanding system behavior and performance. It is important that generic link budgets are refined on a per-project basis to help ensure input assumptions are aligned with implementation. Link budgets are essential when adopting the path loss-based approach to 3G radio network planning. In this case, the link budget results are used to define signal strength thresholds, which are applied throughout the radio network planning process.
4.2.5.1 Uplink Service DPCH

The generic uplink service link budgets for a suburban area are presented in Table 4.5. A column is included to specify which parameters are directly dependent upon the performance of the RAN.

The uplink bit rates are limited to those supported by the network and by the terminals. Separate link budgets should be completed for CS data and PS data services. The maximum transmit powers are defined by the capability of the terminals. Terminals typically have capabilities of either 21 dBm or 24 dBm. In practice, both transmit power capabilities are likely to be present in a network. Applying a figure of 21 dBm represents a worst-case assumption. Antenna gain and body loss assumptions are relatively open to discussion and agreement on a per-project basis. It may be appropriate to assign higher antenna gains to data services if the terminals are different to those used for the speech service (e.g., a data card). Body loss is usually reduced for data services where the terminal is typically held away from the body. The first interim result from the link budget is the uplink EIRP.

The processing gain is defined by the ratio of the chip rate to the service bit rate expressed in logarithmic units:

\[
\text{ProcessingGain} = 10 \times \log_{10}\left(\frac{\text{ChipRate}}{\text{BitRate}}\right)
\]

Uplink \(E_b/N_0\) assumptions reflect the performance of the NodeB receiver and may vary between vendors. \(E_b/N_0\) figures should be applied for a specific propagation channel, BLER target, and physical layer configuration. The set of uplink \(E_b/N_0\) figures for use within link budgets and radio network planning tools are presented in [8]. These \(E_b/N_0\) figures have values that are less than those within the RNC database. In addition, the definition of \(E_b/N_0\) for the RNC database does not include the DPCCH overhead. The RNC database \(E_b/N_0\) values are currently hidden parameters which cannot be edited. They have been defined to be relatively high to provide a margin when completing admission control and computing the initial uplink SIR target and SIR target range. The C/I requirement for a specific service is defined by the difference between the \(E_b/N_0\) requirement and the processing gain:

\[
\text{ServiceCIR} = E_b/N_0 - \text{ProcessingGain}
\]

The target uplink load should be agreed to on a per-project basis and is typically defined on a per-clutter basis. Urban areas are usually assumed to have higher target loads. This results in a higher uplink capacity and smaller cell range. The rise over thermal noise is computed directly from the target load:

\[
\text{RiseOverThermalNoise} = -10 \times \log(1 - \text{TargetLoad})
\]
<table>
<thead>
<tr>
<th>Service Type</th>
<th>RAN Specific</th>
<th>Speech</th>
<th>CS Data</th>
<th>PS Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uplink bit rate (kbps)</td>
<td>No</td>
<td>12.2</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Maximum transmit power (dBm)</td>
<td>UE dependent</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
</tr>
<tr>
<td>Terminal antenna gain (dBi)</td>
<td>UE dependent</td>
<td>0.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Body loss (dB)</td>
<td>No</td>
<td>3.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Transmit EIRP (dBm)</td>
<td>UE dependent</td>
<td>18.0</td>
<td>23.0</td>
<td>23.0</td>
</tr>
<tr>
<td>Chip rate (Mcps)</td>
<td>No</td>
<td>3.84</td>
<td>3.84</td>
<td>3.84</td>
</tr>
<tr>
<td>Processing gain (dB)</td>
<td>No</td>
<td>25.0</td>
<td>17.8</td>
<td>17.8</td>
</tr>
<tr>
<td>Required $E_b/N_0$ (dB)</td>
<td>Yes</td>
<td>4.4</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Target uplink load (%)</td>
<td>No</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Rise over thermal noise (dB)</td>
<td>No</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Thermal noise power (dBm)</td>
<td>No</td>
<td>−108.0</td>
<td>−108.0</td>
<td>−108.0</td>
</tr>
<tr>
<td>Receiver noise figure (dB)</td>
<td>Yes</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Interference floor (dBm)</td>
<td>No</td>
<td>−102.0</td>
<td>−102.0</td>
<td>−102.0</td>
</tr>
<tr>
<td>Receiver sensitivity (dBm)</td>
<td>Yes</td>
<td>−122.6</td>
<td>−117.8</td>
<td>−117.8</td>
</tr>
<tr>
<td>NodeB antenna gain (dBi)</td>
<td>No</td>
<td>18.5</td>
<td>18.5</td>
<td>18.5</td>
</tr>
<tr>
<td>Cable loss (dB)</td>
<td>No</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Benefit of using MHA (dB)</td>
<td>No</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Fast-fading margin (dB)</td>
<td>Yes</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>Soft handover gain (dB)</td>
<td>Yes</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Building penetration loss (dB)</td>
<td>No</td>
<td>12.0</td>
<td>12.0</td>
<td>12.0</td>
</tr>
<tr>
<td>Indoor location probability (%)</td>
<td>No</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Indoor standard deviation (dB)</td>
<td>No</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Slow fading margin (dB)</td>
<td>No</td>
<td>7.8</td>
<td>7.8</td>
<td>7.8</td>
</tr>
<tr>
<td>Isotropic power required (dBm)</td>
<td>Yes</td>
<td>−121.5</td>
<td>−116.7</td>
<td>−116.7</td>
</tr>
<tr>
<td>Allowed propagation loss (dB)</td>
<td>Yes</td>
<td>139.5</td>
<td>139.7</td>
<td>139.7</td>
</tr>
</tbody>
</table>
The thermal noise power is defined by the assumed temperature of the NodeB receiver.

\[ \text{ThermalNoisePower} = 10 \times \log(kTB) \]
\[ = 10 \times \log(1.4 \times 10^{-23} \times 290 \times 3.84 \times 10^6) \]
\[ = -138 \text{ dBW} = -108 \text{ dBm} \]

The noise figure assumption reflects the performance of the NodeB receiver and may vary between vendors. A typical figure for a NodeB is 3 dB. The second interim result from the link budget is the receiver sensitivity. This is computed by summing the service C/I requirement with the composite interference floor:

\[ \text{ReceiverSensitivity} = \text{ServiceC/I requirement} + \text{ThermalNoisePower} + \frac{\text{RiseOverThermalNoise}}{\text{ReceiverNF}} \]

The NodeB antenna gain should be representative of the antenna type being deployed. A real network is likely to include a range of antenna types with a range of gains, but a figure of 18.5 dBi is typical for a three-sector site. Antenna gains decrease as the horizontal and vertical beamwidths increase and the antenna becomes less directional.

The cable loss assumption has relatively little importance in the uplink link budget when mast head amplifiers are included. The benefit of using mast head amplifiers is typically assumed to equal the cable loss. A more precise calculation can be completed using the Friis equation. The actual benefit of using an MHA is usually greater than the feeder loss. The benefit of using an MHA is less than the feeder loss when the feeder loss is relatively large. In the case of an MHA that has a noise figure of 2 dB and a gain of 12 dB, the benefit of using the MHA becomes less than the value of the feeder loss when the feeder loss is greater than 5 dB.

The set of fast fade margins are presented in [9]. These figures are theoretical and have been derived from simulations. The fast fade margin is dependant upon the UE speed. At lower UE speeds, the uplink inner loop power control is able to track the fast fading and so there is a requirement for a fast fade margin (i.e., the peak UE transmit power is greater than the average UE transmit power for a specific average link loss to the NodeB). At high UE speeds (greater than approximately 50 km/hr), the fast fades are experienced too rapidly for the inner loop power control to track. This causes an increase in the uplink \( E_b/N_0 \) requirement, but a decrease in the fast fade margin. Higher UE speeds are also associated with an increase in the performance of channel coding and interleaving. Channel coding performs best when bit errors are randomly and uniformly distributed throughout the data. In practice, fades cause bursts of errors and so interleaving is used to distribute the errors in a relatively random manner. At low UE speeds, fades tend to be wide and the corresponding bursts of errors also tend to be wide. Wide bursts of errors are more difficult for interleaving to cope with. Interleaving is completed over the duration of
the transmission time interval and a large transmission time interval could be used to improve the performance of channel coding and interleaving but at the expense of an increased delay and buffering requirement.

The set of soft handover gains are presented in [2]. These figures are theoretical and have been derived from simulations, although field trials have been completed to help validate them. The term “soft handover gain” is often defined in different ways. In general, three types of soft handover gain exist: reduction in $E_b/N_0$ requirement as a result of greater diversity in the RAKE receiver; reduction in the fast fade margin as a result of not having to track all of the fast fades; and a reduction in the slow fade margin as a result of not having to track all of the slow fades. The reduction in the $E_b/N_0$ requirement is assumed to be 0 dB in the uplink direction because there is already a significant quantity of diversity in the RAKE receiver (assuming dual branch receive diversity is being used). The soft handover gain appearing in the uplink link budget is the sum of the reductions in the fast and slow fade margins. This is different than the soft handover gain used for 3G simulations in a radio network planning tool because radio network planning tools typically model slow fading explicitly and thus do not require an input parameter to define the associated soft handover gain. In the case of 3G simulations, the uplink soft handover gain is simply the reduction in the fast fade margin as a result of not having to track all of the fast fades.

Building penetration loss assumptions are usually made on a per-clutter basis [10]. These figures have a relatively large uncertainty and have a significant impact upon the final link budget result. They should be defined on a per-project basis and should be agreed to with the operator. Similarly, the indoor location probability and indoor standard deviation have a significant impact upon the final link budget result. These figures should also be agreed upon with the operator. The indoor standard deviation includes the standard deviation associated with slow fading and the standard deviation associated with the uncertainty in the building penetration loss figure. Some recommendations for building penetration loss, indoor location probability, and indoor standard deviation are presented in Table 4.6.

The indoor location probability and indoor standard deviation are used to compute the slow fading margin. The slope required as an input to this function is

<table>
<thead>
<tr>
<th>Building Penetration Losses and Slow Fading Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dense Urban</strong></td>
</tr>
<tr>
<td>Building penetration loss (dB)</td>
</tr>
<tr>
<td>Indoor location probability (%)</td>
</tr>
<tr>
<td>Indoor standard deviation (dB)</td>
</tr>
<tr>
<td>Slow fading margin (dB)</td>
</tr>
</tbody>
</table>
typically assigned a value of 3.4. The third interim result from the link budget is the isotropic power requirement. This is computed by combining the receiver sensitivity with the subsequent set of gains and margins:

\[
\text{IsotropicPowerReq} = \text{ReceiverSensitivity} - \text{AntennaGain} + \text{CableLoss} - \text{MHABenefit} + \text{FastFadeMargin} - \text{SoftHandoverGain} + \text{BuildingPenetrationLoss} + \text{SlowFadeMargin}
\]

The final link budget result represents the maximum allowed uplink propagation loss to achieve the indoor location probability at the assumed uplink load. This is computed by subtracting the third interim result from the first interim result:

\[
\text{AllowedPropagationLoss} = \text{TransmitEIRP} - \text{IsotropicPowerReq}
\]

The uplink service allowed propagation loss should be compared with the downlink service and downlink CPICH allowed propagation losses. The comparison should account for the frequency difference between the uplink and downlink frequency bands. The downlink frequency is 190 MHz greater than the uplink frequency and so has a greater propagation loss associated with it. The frequency dependant term in the Okumura-Hata path loss equation is given by:

\[
\text{FrequencyDependantLoss} = 33.9 \times \text{LOG}(\text{Frequency, MHz})
\]

This equation indicates that the downlink propagation loss over a specific distance is 1.4 dB greater than the corresponding uplink propagation loss. Coverage plots in radio network planning tools are usually generated by computing path loss from the downlink frequency. This means that the uplink maximum allowed path loss figures should be increased by 1.4 dB prior to their use within the radio network planning process. This figure should also be taken into account when comparing the allowed uplink and downlink propagation losses.

4.2.5.2 Downlink Service DPCH

The generic downlink service link budgets for a suburban area are presented in Table 4.7. A column is included to specify which parameters are directly dependant upon the performance of the RAN.

The downlink bit rates are limited to those supported by the network and by the terminals. Similar to the uplink, separate link budgets should be completed for CS data and PS data services. The maximum downlink transmit powers are defined by the RNC admission control functionality. This functionality will vary between vendors. The admission control determines the maximum downlink transmit power for real-time services according to:

\[
\text{MaxRTDLPower} = \text{Min}(43 + \text{PtxDPCHmax}, \text{MaxDLCalculated})
\]
Table 4.7  Generic Downlink Service Link Budgets

<table>
<thead>
<tr>
<th>Service Type</th>
<th>RAN Specific</th>
<th>Speech</th>
<th>CS Data</th>
<th>PS Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downlink bit rate (kbps)</td>
<td>No</td>
<td>12.2</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Maximum transmit power (dBm)</td>
<td>Yes</td>
<td>34.2</td>
<td>37.2</td>
<td>37.2</td>
</tr>
<tr>
<td>Cable loss (dB)</td>
<td>No</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>MHA insertion loss (dB)</td>
<td>Yes</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>NodeB antenna gain (dBi)</td>
<td>No</td>
<td>18.5</td>
<td>18.5</td>
<td>18.5</td>
</tr>
<tr>
<td>Transmit EIRP (dBm)</td>
<td>Yes</td>
<td>50.2</td>
<td>53.2</td>
<td>53.2</td>
</tr>
<tr>
<td>Processing gain (dB)</td>
<td>No</td>
<td>25.0</td>
<td>17.8</td>
<td>17.8</td>
</tr>
<tr>
<td>Required $E_b/N_0$ (dB)</td>
<td>UE dependent</td>
<td>7.9</td>
<td>5.3</td>
<td>5.0</td>
</tr>
<tr>
<td>Target loading (%)</td>
<td>No</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Rise over thermal noise (dB)</td>
<td>No</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
</tr>
<tr>
<td>Thermal noise power (dBm)</td>
<td>No</td>
<td>−108.0</td>
<td>−108.0</td>
<td>−108.0</td>
</tr>
<tr>
<td>Receiver noise figure (dB)</td>
<td>UE dependent</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
</tr>
</tbody>
</table>

(Continued)
Table 4.7  Generic Downlink Service Link Budgets (Continued)

<table>
<thead>
<tr>
<th>Service Type</th>
<th>RAN Specific</th>
<th>Speech</th>
<th>CS Data</th>
<th>PS Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interference floor (dBm)</td>
<td>No</td>
<td>−93.0</td>
<td>−93.0</td>
<td>−93.0</td>
</tr>
<tr>
<td>Receiver sensitivity (dBm)</td>
<td>UE dependent</td>
<td>−110.1</td>
<td>−105.5</td>
<td>−105.8</td>
</tr>
<tr>
<td>Terminal antenna gain (dBi)</td>
<td>UE dependent</td>
<td>0.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Body loss (dB)</td>
<td>No</td>
<td>3.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Fast fading margin (dB)</td>
<td>UE dependent</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Soft handover gain (dB)</td>
<td>UE dependent</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>MDC gain (dB)</td>
<td>UE dependent</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Building penetration loss (dB)</td>
<td>No</td>
<td>12.0</td>
<td>12.0</td>
<td>12.0</td>
</tr>
<tr>
<td>Indoor location probability (%)</td>
<td>No</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Indoor standard deviation (dB)</td>
<td>No</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Slow fading margin (dB)</td>
<td>No</td>
<td>7.8</td>
<td>7.8</td>
<td>7.8</td>
</tr>
<tr>
<td>Isotropic power required (dBm)</td>
<td>Yes</td>
<td>−90.5</td>
<td>−90.9</td>
<td>−91.2</td>
</tr>
<tr>
<td>Allowed propagation loss (dB)</td>
<td>Yes</td>
<td>140.7</td>
<td>144.1</td>
<td>144.4</td>
</tr>
</tbody>
</table>
and for non-real-time services according to:

\[
\text{MaxNRTDLPower} = \min(43 + \text{PtxDPCHmax}, \text{MaxDLCalculated}, \text{PtxDLabsMax})
\]

\text{PtxDPCHmax} and \text{PtxDLabsMax} are the RNC parameters presented in Table 4.5. \text{MaxDLCalculated} is computed from the expression:

\[
\text{MaxDLCalculated} = \text{PTxPrimaryCPICH} - \text{CPICHtoRefRABOffset} + 10 \times \log\left(\frac{10^{\frac{E_b}{N_0}} \times \text{BR}_{\text{SRR}}}{10^{\frac{E_b}{N_0}} \times \text{BR}_{\text{Ref}}} + \left(\frac{10^{\frac{E_b}{N_0}} \times \text{BR}_{\text{Service}}}{10^{\frac{E_b}{N_0}} \times \text{BR}_{\text{Ref}}}ight)\right)
\]

The \(E_b/N_0\) figures that appear in this equation are those from the RNC database (i.e., not those from the link budget). In the case of the speech service, the \(E_b/N_0\) figure used in this equation is that for the class A bits. The \(E_b/N_0\) figures for the class B and class C bits are not used in this equation. The bit rate used for the SRB should include the layer 2 overhead (i.e., a bit rate of 3.7 kbps rather than 3.4 kbps, or 14.8 kbps rather than 13.6 kbps). The bit rate used for the service and the reference service should not include the layer 2 overhead (e.g., 64 kbps rather than 67.2 kbps). The reference service should be specified as the 12.2-kbps speech service. The RNC database parameter DLreferenceTargetBLER can be configured with any value because the look-up table within the RNC includes only a single \(E_b/N_0\) figure for all target BLER figures.

The cable loss should be the same as that assumed for the uplink service link budget. In this case, it is more important because it does not have the benefit of the MHA to compensate for it. A real network is likely to include a range of cable losses but a figure of 2 dB is typical. The MHA insertion loss should also be included as an additional passive loss. The NodeB antenna gain should be the same as that assumed for the uplink. The first interim result from the link budget is the downlink EIRP.

Similar to the uplink, the processing gain is defined by the ratio of the chip rate to the service bit rate expressed in logarithmic units. Downlink \(E_b/N_0\) assumptions reflect the performance of the UE receiver and may vary between terminals. The set of \(E_b/N_0\) figures can be found in [2]. Similar to the uplink, these \(E_b/N_0\) figures are different to those found in the RNC database. The target loading should be agreed to on a per-project basis and is typically defined on a per-clutter basis. The target loading should result in a rise over thermal noise which is representative of the downlink RSSI experienced at the cell edge. This is typically −90 dBm in an interference-limited scenario. The relationship between the target loading and the rise over thermal noise is the same as that specified for the uplink. In this context, the target load does not indicate the percentage of the downlink transmit
power being used. It represents the downlink load that would be calculated from the downlink load equation for a specific number of connections. Thermal noise is calculated in the same way as for the uplink. The noise figure assumption reflects the performance of the UE receiver and may vary between terminals. A typical figure for a UE is 8 dB. The second interim result from the link budget is the receiver sensitivity. This is computed by summing the service C/I requirement with the composite interference floor (equations are presented throughout the uplink link budget description).

The terminal antenna gain and body loss assumptions should reflect the values assumed for the uplink link budget. The fast fade margin in the downlink direction is assumed to be 0 dB. This value is based upon the argument that inner loop power control has less dynamic range and less tracking to perform in the downlink direction. In general, this is true because when the UE is relatively close to a NodeB, then both the desired signal and the interference originate from the same point and experience the same fading dynamics (i.e., the signal-to-noise ratio remains approximately constant because the desired signal and interference fade in time with one another). However, when a UE is located at the cell edge then the desired signal and interference originate from more than a single point and they do not experience the same fading dynamics. Operators are likely to argue that there should be a finite downlink fast fade margin. It is acceptable to use a finite downlink fast fade margin if it is agreed to with the operator.

The set of soft handover gains can be found in [2]. Similar to the uplink, three types of soft handover gains exist: reduction in the $E_b/N_0$ requirement as a result of greater diversity in the RAKE receiver; reduction in the fast fade margin as a result of not having to track all of the fast fades; and a reduction in the slow fade margin as a result of not having to track all of the slow fades. In the case of the downlink, it is not usual to have receiver diversity. This means that there is more likely to be a soft handover gain that reduces the downlink $E_b/N_0$ requirement. This soft handover gain is termed the macro diversity combination (MDC) gain within the link budget. Similar to the uplink, the entry in the link budget termed ”soft handover gain” is the sum of the reductions in the fast and slow fade margins. Again, this is different than the soft handover gain used for 3G simulations in a radio network planning tool because radio network planning tools typically model slow fading explicitly and thus do not require an input parameter to define the associated soft handover gain.

If the frequency dependence of the building penetration loss is ignored, then its value should be the same as that assumed for the uplink. The indoor location probability, indoor standard deviation and slow fading margin should also reflect the values assumed for the uplink. The third interim result from the link budget is the isotropic power requirement. This is computed by combining the receiver sensitivity with the subsequent set of gains and margins.

The final link budget result represents the maximum allowed downlink propagation loss to achieve the indoor location probability at the assumed downlink
load. This is computed by subtracting the third interim result from the first interim result:

\[
\text{AllowedPropagationLoss} = \text{TransmitEIRP} - \text{IsotropicPowerReq}
\]

The downlink service allowed propagation loss should be compared with the uplink service and downlink CPICH allowed propagation losses.

4.2.5.3 **Downlink CPICH**

The generic downlink CPICH link budget for a suburban area is presented in Table 4.8. A column is included to specify which parameters are directly dependent upon the performance of the RAN.

The CPICH link budget is similar to the downlink service link budget. In this case, the transmit power is defined by the PtxPrimaryCPICH RNC database parameter. The downlink service $E_b/N_0$ requirement and processing gain are replaced by the CPICH $E_c/I_o$ requirement. This is equivalent to the downlink service $C/I$ requirement. The terminal antenna gain is assumed to be 0 dB. This represents a worst-case assumption. The CPICH is not combined during soft handover and so there are no soft handover gains for the CPICH link budget. The downlink CPICH allowed propagation loss should be compared with the uplink service and downlink service allowed propagation losses.

4.2.5.4 **Evaluation and Validation**

Once link budgets have been generated for the uplink services, the downlink services and the downlink CPICH, the results should be compared to determine which is the limiting link. Table 4.9 presents a summary of the generic link budgets.

The generic link budgets indicate that the CPICH is the limiting link. However, networks are not usually planned according to coverage thresholds defined by the CPICH. Networks are usually planned according to coverage thresholds defined by either the uplink or downlink service DPCH link budgets. As a result, the CPICH coverage probability will be slightly less. The uplink link budget results have been increased by 1.4 dB to compensate for the lower propagation loss experienced in the uplink frequency band relative to the downlink frequency band. In general, this increase should always be applied, but it is particularly necessary when the link budget results are being used to compute signal strength thresholds for the path loss-based approach to 3G radio network planning (assuming that the radio network planning tool is configured to complete its path loss predictions with a downlink frequency).

Link budgets should be validated once the first phases of the radio network have been deployed. The first task is to ensure that the actual limiting link is the same as that indicated by the link budgets (e.g., the link budgets may indicate that the uplink service coverage is the limiting link, whereas field measurements may
Table 4.8  Generic Downlink CPICH Link Budget

<table>
<thead>
<tr>
<th>Service Type</th>
<th>RAN Specific</th>
<th>CPICH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum transmit power (dBm)</td>
<td>Yes</td>
<td>33.0</td>
</tr>
<tr>
<td>Cable loss (dB)</td>
<td>No</td>
<td>2.0</td>
</tr>
<tr>
<td>MHA insertion loss (dBi)</td>
<td>Yes</td>
<td>0.5</td>
</tr>
<tr>
<td>NodeB antenna gain (dBi)</td>
<td>No</td>
<td>18.5</td>
</tr>
<tr>
<td>Transmit EIRP (dBm)</td>
<td>Yes</td>
<td>49.0</td>
</tr>
<tr>
<td>Required $E_c/I_o$ (dB)</td>
<td>UE dependant</td>
<td>-15</td>
</tr>
<tr>
<td>Target loading (%)</td>
<td>No</td>
<td>80</td>
</tr>
<tr>
<td>Rise over thermal noise (dB)</td>
<td>No</td>
<td>7.0</td>
</tr>
<tr>
<td>Thermal noise power (dBm)</td>
<td>No</td>
<td>-108.0</td>
</tr>
<tr>
<td>Receiver noise figure (dB)</td>
<td>UE dependant</td>
<td>8.0</td>
</tr>
<tr>
<td>Interference floor (dBm)</td>
<td>No</td>
<td>-93.0</td>
</tr>
<tr>
<td>Receiver sensitivity (dBm)</td>
<td>UE dependant</td>
<td>-108.0</td>
</tr>
<tr>
<td>Terminal antenna gain (dBi)</td>
<td>UE dependant</td>
<td>0.0</td>
</tr>
<tr>
<td>Body loss (dB)</td>
<td>No</td>
<td>3.0</td>
</tr>
<tr>
<td>Fast fading margin (dB)</td>
<td>No</td>
<td>0.0</td>
</tr>
<tr>
<td>Building penetration loss (dB)</td>
<td>No</td>
<td>12.0</td>
</tr>
<tr>
<td>Indoor location probability (%)</td>
<td>No</td>
<td>90</td>
</tr>
<tr>
<td>Indoor standard deviation (dB)</td>
<td>No</td>
<td>10</td>
</tr>
<tr>
<td>Slow fading margin (dB)</td>
<td>No</td>
<td>7.8</td>
</tr>
<tr>
<td>Isotropic power required (dBm)</td>
<td>Yes</td>
<td>-85.2</td>
</tr>
<tr>
<td>Allowed propagation loss (dB)</td>
<td>Yes</td>
<td>134.2</td>
</tr>
</tbody>
</table>

indicate that the downlink service coverage is the limiting link. The limiting link can be identified relatively easily from UE drive test data. If the UE is approaching its maximum transmit power capability at the time of a connection failure, then the uplink is limiting. If the UE is requesting large quantities of additional downlink power at the time of a connection failure, then the downlink is limiting. If the CPICH quality is very poor at the time of a connection failure, then the CPICH is limiting. In practice, the links should be relatively well balanced. If the network
has not been prelaunch optimized, it may be difficult to complete a meaningful evaluation of the link budgets. For example, missing neighbors will cause high levels of downlink interference and are likely to make the downlink link budgets appear pessimistic.

Once the limiting link has been validated, there are two subsequent approaches to validating the link budgets. The first approach is to validate the link budget result as a whole without validating the individual input assumptions. This involves post-processing drive test data to extract the path loss values at which connection failures occurred. The link budget results should be adjusted prior to any comparison to account for the drive test data being collected outdoors rather than indoors. The slow fade margin should also be removed to account for the UE experiencing actual slow fading during a drive test. The second approach to validating the link budget is to validate the individual input assumptions. Some input assumptions can be validated relatively easily, but others are more difficult. For example, the $E_b/N_0$ requirement assumptions can be validated relatively easily but building penetration loss assumptions are difficult to validate.

4.2.6 Downlink Common Channel Powers

The downlink common channels are essential to the operation of the radio network. They allow a UE to synchronize to a specific cell, read system information, complete the random access procedure, receive paging messages, transfer signaling, and transfer user data.

3GPP TS25.211 [11] defines the timing relationships between each of the downlink common channels. This timing information should be used when computing either the average or the peak common channel transmit powers.
3GPP TS25.211 and TS25.213 specify that the CPICH is a stream of 1s that is spread with channelization code (256, 0). The value 256 represents the spreading factor and the value 0 represents the position within the code tree. Channelization code (256, 0) is a series of 256 1s and so the channelization code has no impact upon the original stream of 1s. TS25.213 also specifies that the CPICH is scrambled using the primary scrambling code of the cell and TS25.211 specifies that the CPICH has an activity factor of 100%.

3GPP TS25.211 and TS25.213 specify that the P-SCH is a fixed sequence of 256 chips transmitted during the first 10% of every downlink slot. The same sequence is used by every cell belonging to every operator. 3GPP TS25.211 and TS25.213 also specify that the S-SCH is a sequence of 15 blocks of 256 chips. The precise sequence depends upon which of the 64 scrambling code groups has been assigned to the cell. The 15 blocks of 256 chips occupy the first 10% of each slot over every 15-slot radio frame.

3GPP TS25.331 defines the system information content of the BCH transport channel, which is encapsulated by the P-CCPCH. TS25.213 specifies that the P-CCPCH is spread with channelization code (256, 1) and TS25.211 specifies that the P-CCPCH is scrambled using the primary scrambling code assigned to the cell. TS25.211 specifies that the P-CCPCH is broadcast during the last 90% of every slot. The P-CCPCH does not include any TFCI bits or any pilot bits.

3GPP TS25.331 defines the paging content of the PCH transport channel and signaling content of the control plane FACH transport channel which are both encapsulated by the S-CCPCH. The content of the user plane FACH transport channel is outside the scope of the RAN. The channelization code used to spread the S-CCPCH is not standardized and can be selected by the vendor. TS25.211 specifies that when an S-CCPCH encapsulates a PCH transport channel, it must be scrambled using the primary scrambling code. Otherwise, it may be scrambled using either the primary or a secondary scrambling code. Usually, only primary scrambling codes for the S-CCPCH are used. The transmission of either one or two S-CCPCH is supported. The second S-CCPCH is only required if the capacity of a single S-CCPCH is insufficient.

If one S-CCPCH is broadcast, then channelization code (64, 1) is assigned. TS25.211 specifies the set of allowed slot formats for the S-CCPCH. When one S-CCPCH is broadcast, then slot format 8 is applied. This slot format includes 8 TFCI bits, 72 data bits, and 0 pilot bits within each slot. The TFCI bits are broadcast irrespective of whether or not there is any data to transmit. This means the S-CCPCH always has a finite activity. The TFCI bits are transmitted with a greater power than the data bits. The transmit power of the data bits is defined by the RNC database parameter PtxSCCPCH whereas the transmit power of the TFCI bits is defined by the parameter PO1, 60. If the S-CCPCH is assumed to have a transmit power equal to the value of PtxSCCPCH, then the higher transmit power of the TFCI bits can be modeled by increasing the activity factor appropriately. If no data bits are transmitted, then the S-CCPCH has an effective activity of 25%, whereas if
data bits are transmitted continuously, then the S-CCPCH has an effective activity of 115% (based upon the default value of 4 dB for PO1.60).

When one S-CCPCH is broadcast, the FACH-c can be sent simultaneously with the PCH (when the FACH-c uses an intermediate bit rate of 16.8 kbps rather than the maximum bit rate of 33.6 kbps), but the FACH-u cannot be sent in the same TTI as the PCH or in the same TTI as the FACH-c. The MAC layer within the RNC is responsible for managing the priority of the PCH, FACH-c, and FACH-u (i.e., the RNC decides which of these messages are sent first on the S-CCPCH). The priority order is PCH (highest priority), FACH-c, and then FACH-u (lowest priority). This means that FACH-u transport blocks can only be sent when there are no PCH or FACH-c messages to send. The PCH transport channel always has priority, so whenever there are PCH messages to send, the RNC schedules up to one 80-bit paging message (containing a single paging record) per 10-ms TTI. If there are simultaneous PCH and FACH-c messages to send, then the RNC can schedule both during the same time period, but the FACH-c has to make use of the transport format based upon the intermediate bit rate of 16.8 kbps. Scheduling of PCH messages for UE in RRC IDLE and CELL_PCH also needs to account for the DRX cycle length and the associated paging occasions used by the UE. UE in RRC IDLE and CELL_PCH will only listen to the PICH once per DRX cycle. The S-CCPCH frame, which includes the PCH message associated with a specific PICH frame, occurs 7680 chips after the PICH. With our current implementation, there should only ever be one positive paging indication within a PICH frame because currently it is only possible to send one paging record within the associated S-CCPCH frame. If the paging channel is experiencing congestion, it may be necessary to reduce the size of the location areas. A check should also be made to determine whether or not CELL_PCH is enabled. The use of CELL_PCH can significantly reduce the paging load because paging messages are directed to a single cell rather than an entire location area.

If two S-CCPCH are broadcast, the channelization codes with spreading factors 64 and 256 are assigned for the FACH and PCH, respectively. The first S-CCPCH, which encapsulates the control plane FACH and the user plane FACH, makes use of slot format 8. This slot format includes 8 TFCI bits, 72 data bits, and 0 pilot bits within each slot. The TFCI bits are broadcast irrespective of whether or not there is any data to transmit. The activity for this S-CCPCH can be modeled in the same way as for the case when a single S-CCPCH is broadcast. The second S-CCPCH that encapsulates the PCH makes use of slot format 0. This slot format includes 0 TFCI bits, 20 data bits, and 0 pilot bits. This S-CCPCH has an activity defined only by the activity of the data bits, and a transmit power defined by the RNC database parameter PtxSCCPCH2. The PCH capacity of using two S-CCPCH is the same as using one S-CCPCH. In both cases, a maximum of one paging message can be sent per 10-ms TTI.

3GPP TS25.211 specifies that the PICH is a sequence of 288 bits that occupy the first 96% of every 10-ms radio frame. TS25.211 also specifies that the spreading
Table 4.10 Relationship Between the Number of Paging Indicators and the Number of Bits Per Paging Indicator

<table>
<thead>
<tr>
<th>Number of Paging Indicators per PICH Frame</th>
<th>Number of Paging Groups per PICH Frame</th>
<th>Number of bits per Paging Indicator</th>
<th>Total Number of bits per PICH Frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>18</td>
<td>16</td>
<td>288</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>8</td>
<td>288</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>4</td>
<td>288</td>
</tr>
<tr>
<td>144</td>
<td>144</td>
<td>2</td>
<td>288</td>
</tr>
</tbody>
</table>

factor for the PICH is 256. The precise channelization code is not standardized and can be selected by the vendor. For example, Nokia uses channelization code (256, 3). TS25.213 specifies that the PICH is always scrambled using the primary scrambling code assigned to the cell. The 288 bits that form the PICH frame are a concatenation of paging indicators. There may be 18, 36, 72, or 144 paging indicators per PICH frame. This is controlled by the RNC database parameter PLamount. Table 4.10 presents the relationship between the number of paging indicators per PICH frame and the number of bits available to each paging indicator.

Decreasing the number of paging indicators per PICH frame means each paging indicator has a greater number of bits. This increases the level of redundancy in the paging indicator and thus increases its reliability for a fixed transmit power. If the number of paging indicators per PICH frame is decreased, it should be possible to decrease the transmit power of the PICH and maintain the same reliability. However, the default transmit power of the PICH is 8 dB lower than that of the CPICH and the S-CCPCH, so any reductions in the PICH transmit power have little impact upon the total NodeB transmit power. Increasing the number of paging indicators per PICH frame means the UE population can be divided into more paging groups and thus there are less UE within each paging group. This provides the benefit of reducing the frequency with which UE is instructed to read the PCH transport channel on the S-CCPCH (i.e., it reduces UE power consumption). The default number of paging indicators per PICH frame is 72 because the potential reduction in UE power consumption is more significant than the reduction in total downlink transmit power that could be achieved by decreasing the number of paging indicators. In the case of a completely unloaded cell with the default common channel powers, the total downlink transmit power would decrease by 0.2 dB if the PICH power was decreased by 3 dB. This decrease would be smaller if the cell was loaded.

3GPP TS25.211 specifies that the AICH is a chip sequence that can occupy up to 80% of each 20-ms PRACH frame. TS25.211 also specifies that the spreading factor for the AICH is 256. The precise channelization code is not standardized and
Table 4.11 Calculation of the Average Downlink Transmit Power for the Common Channels

<table>
<thead>
<tr>
<th>Service Type</th>
<th>Default Power</th>
<th>Minimum Activity</th>
<th>Minimum Average Power</th>
<th>Maximum Activity</th>
<th>Maximum Average Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPICH</td>
<td>33 dBm</td>
<td>100%</td>
<td>33 dBm</td>
<td>100%</td>
<td>33 dBm</td>
</tr>
<tr>
<td>P-SCH</td>
<td>30 dBm</td>
<td>10%</td>
<td>20 dBm</td>
<td>10%</td>
<td>20 dBm</td>
</tr>
<tr>
<td>S-SCH</td>
<td>30 dBm</td>
<td>10%</td>
<td>20 dBm</td>
<td>10%</td>
<td>20 dBm</td>
</tr>
<tr>
<td>P-CCPCH</td>
<td>28 dBm</td>
<td>90%</td>
<td>27.5 dBm</td>
<td>90%</td>
<td>27.5 dBm</td>
</tr>
<tr>
<td>S-CCPCH</td>
<td>33 dBm</td>
<td>25%</td>
<td>27 dBm</td>
<td>115%</td>
<td>33.6 dBm</td>
</tr>
<tr>
<td>PICH</td>
<td>25 dBm</td>
<td>96%</td>
<td>24.8 dBm</td>
<td>96%</td>
<td>24.8 dBm</td>
</tr>
<tr>
<td>AICH</td>
<td>25 dBm</td>
<td>0%</td>
<td>—</td>
<td>80%</td>
<td>25 dBm</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>—</td>
<td>—</td>
<td>35.5 dBm</td>
<td>80%</td>
<td>37.5 dBm</td>
</tr>
</tbody>
</table>

can be selected by the vendor. For example, Nokia uses channelization code (256, 2). TS25.213 specifies that the AICH is always scrambled using the primary scrambling code assigned to the cell.

Table 4.11 presents the minimum and maximum average downlink transmit powers for the common channels. The difference between the minimum and maximum average transmit powers is determined by the activities of the S-CCPCH and the AICH.

The activity of the S-CCPCH has a significant impact upon the total common channel downlink transmit power. These figures define the upper limit for the CPICH $E_c/I_0$. The figures in Table 4.11 indicate that when a UE is in an area of good dominance, it would have a maximum possible CPICH $E_c/I_0$ of $-2.5$ dB. This figure would be reduced if the cell had some activity, if the UE moved into an area where it incurred inter-cell interference or if the UE moved into an area that was thermal noise limited.

It may be necessary to adjust the common channel powers to suit a specific scenario. For example, if a CEC NodeB is facing a ROC NodeB, then the common channel powers belonging to the CEC NodeB can be reduced by typically 3 dB. This helps improve the balance of soft handover radio links when a UE is simultaneously connected to both a CEC NodeB and a ROC NodeB. The ROC NodeB includes a 5.6 dB splitter in the downlink direction and so the CPICH power is significantly less than that for a CEC NodeB. Reducing the power at the CEC NodeB helps improve the balance.

Table 4.12 presents the peak downlink transmit powers required by the common channels at the start and end of a radio frame time slot.
Table 4.12 Calculation of the Peak Downlink Transmit Power for the Common Channels

<table>
<thead>
<tr>
<th>Service Type</th>
<th>Active at the Start of a Slot</th>
<th>Default Power</th>
<th>Active at the End of a Slot</th>
<th>Default Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPICH</td>
<td>Yes</td>
<td>33 dBm</td>
<td>Yes</td>
<td>33 dBm</td>
</tr>
<tr>
<td>P-SCH</td>
<td>Yes</td>
<td>30 dBm</td>
<td>No</td>
<td>—</td>
</tr>
<tr>
<td>S-SCH</td>
<td>Yes</td>
<td>30 dBm</td>
<td>No</td>
<td>—</td>
</tr>
<tr>
<td>P-CCPCH</td>
<td>No</td>
<td>—</td>
<td>Yes</td>
<td>28 dBm</td>
</tr>
<tr>
<td>S-CCPCH</td>
<td>Yes (TFCI bits)</td>
<td>37 dBm</td>
<td>Yes (data bits)</td>
<td>33 dBm</td>
</tr>
<tr>
<td>PICH</td>
<td>Yes</td>
<td>25 dBm</td>
<td>Yes</td>
<td>25 dBm</td>
</tr>
<tr>
<td>AICH</td>
<td>Yes</td>
<td>25 dBm</td>
<td>Yes</td>
<td>25 dBm</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>39.8 dBm</td>
<td>—</td>
<td>37.2 dBm</td>
</tr>
</tbody>
</table>

The instantaneous downlink transmit power requirement for the common channels at the start of a time slot is relatively high. This is caused by the S-CCPCH TFCI bits coinciding with the CPICH, the P-SCH, and the S-SCH. The frame structure of the S-CCPCH is offset in time relative to that of the CPICH, the P-SCH, and the S-SCH. For example, Nokia’s implementation uses an offset of exactly three time slots, which means the start of each slot still coincides. This relatively high power is required during the first 10% of each time slot. The RNC does not have visibility of this peak transmit power. The RNC is only informed of the average downlink transmit power. This figure is averaged over the duration of a radio resource indication period, which is typically 20 radio frames.

In general, simulations and field trials should be used to determine appropriate common channel transmit powers. However, a sanity check can be completed by comparing the approximate link budget of the common channels with the link budget of an example downlink service. Table 4.13 presents the parameters used to compute the maximum downlink transmit power for the 64-kbps data service. The resulting maximum downlink transmit power is also included.

This transmit power can be compared with the transmit power assigned to each of the common channels. The difference should be equal to the difference in the C/I requirements. The C/I requirement is a function of the processing gain and the $E_b/N_0$ requirement. The $E_b/N_0$ requirements of the downlink common channels are not well known and have been excluded from this analysis. Excluding them introduces an uncertainty in the order of 1 dB. Table 4.14 presents a comparison of the processing gain differences and the transmit power differences for the P-CCPCH and S-CCPCH.
Table 4.13 The Maximum Downlink Transmit Power for the 64-kbps Data Service

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PtxPrimaryCPICH</strong></td>
<td>33 dBm</td>
</tr>
<tr>
<td>CPICH to RefRAB Offset</td>
<td>2 dB</td>
</tr>
<tr>
<td>User plane bit rate</td>
<td>64 kbps</td>
</tr>
<tr>
<td>User plane RNC $E_b/N_0$</td>
<td>4.5 dB</td>
</tr>
<tr>
<td>Signaling radio bearer (SRB) bit rate</td>
<td>3.7 kbps</td>
</tr>
<tr>
<td>Signaling radio bearer (SRB) RNC $E_b/N_0$</td>
<td>8.0 dB</td>
</tr>
<tr>
<td>Reference service bit rate</td>
<td>12.2 kbps</td>
</tr>
<tr>
<td>Reference service $E_b/N_0$</td>
<td>8.0 dB</td>
</tr>
<tr>
<td>Maximum downlink transmit power</td>
<td>35.2 dBm</td>
</tr>
</tbody>
</table>

If the downlink common channels have the same coverage as the downlink 64-kbps data service, then the processing gain delta should equal the transmit power delta. These figures indicate that the P-CCPCH and S-CCPCH have similar coverage to the 64-kbps downlink data service when the default RNC database is used. The calculations could be repeated for other downlink services and similar results should be obtained (i.e., the maximum downlink transmit power is computed such that each downlink service has approximately the same coverage).

4.2.7 Downlink Transmit Power Calculations

A radio link represents the physical connection across the air interface between a NodeB and a UE. Admission control functionality within the RNC is responsible for calculating the maximum, minimum, and initial downlink transmit power for each radio link. Calculations are completed for each of the following scenarios:

- A UE moves from RRC Idle into CELL_DCH to establish a new dedicated radio link.

Table 4.14 Comparison of the P-CCPCH and S-CCPCH Link Budgets with the 64-kbps Data Service Link Budget

<table>
<thead>
<tr>
<th></th>
<th>Bit Rate</th>
<th>Default Transmit Power</th>
<th>Processing Gain Delta</th>
<th>Transmit Power Delta</th>
<th>Link Budget Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-CCPCH</td>
<td>12.3 kbps</td>
<td>28 dBm</td>
<td>7.2 dB</td>
<td>7.2 dB</td>
<td>0.0 dB</td>
</tr>
<tr>
<td>S-CCPCH</td>
<td>33.6 kbps</td>
<td>33 dBm</td>
<td>2.8 dB</td>
<td>2.2 dB</td>
<td>0.6 dB</td>
</tr>
</tbody>
</table>
A UE moves from CELL_FACH to CELL_DCH to establish a new dedicated radio link.
- The configuration of an existing radio link is changed while in CELL_DCH.
- A soft handover radio link addition is triggered while in CELL_DCH.

4.2.7.1 UE Moves from RRC Idle to CELL_DCH

When a UE moves from RRC Idle to CELL_DCH, it establishes a new radio link. The new radio link encapsulates four stand-alone signaling radio bearers (stand-alone SRB), which are multiplexed into a single DCH transport channel and a single DPCH physical channel. Admission control calculates the maximum, minimum, and initial downlink transmit powers for the new radio link. The NodeB is informed of the results using an NBAP: Radio Link Setup Request message. A stand-alone SRB can be configured to have a bit rate of either 3.4 kbps or 13.6 kbps. These bit rates correspond to transmission time intervals (TTIs) of 40 ms and 10 ms, respectively. Admission control uses a different set of equations for each bit rate. The maximum downlink transmit power is computed using the equations:

\[
\text{StandaloneSRBMaxDLPower} = \min(Ptx\text{max} + PtxDPCH\text{max}, \text{MaxDLCalculated})
\]

where,

\[
Ptx\text{max} = 43 \text{ dBm for a 20-W cell and } Ptx\text{max} = 46 \text{ dBm for a 40-W cell.}
\]

\[
\text{MaxDLCalculated}(3.4 \text{ kbps}) = PTxPrimaryCPICH - CPICHtoRefRABOffset
\]

\[
+ 10 \times \log \left[ \frac{10^{E_{b}/N_{0} \text{SRB}}}{10^{E_{b}/N_{0} \text{Ref}}} \times 3.7 \right] + 2
\]

and

\[
\text{MaxDLCalculated}(13.6 \text{ kbps}) = PTxPrimaryCPICH - CPICHtoRefRABOffset
\]

\[
+ 10 \times \log \left[ \frac{10^{E_{b}/N_{0} \text{SRB}}}{10^{E_{b}/N_{0} \text{Ref}}} \times 14.8 \right]
\]

The equation for the 3.4-kbps stand-alone SRB includes an additional 2 dB that is hard-coded within the RNC implementation. This factor has been included to help improve coverage. The stand-alone SRB bit rates used in these equations include the MAC and RLC layer overheads. The MAC layer uses a 4-bit header to indicate which SRB is being used at any point in time. The RLC layer uses an 8-bit header.
for unacknowledged mode SRB and a 16-bit header for acknowledged mode SRB. The primary content of the RLC header is the sequence number.

The minimum downlink transmit power equation is the same for both stand-alone SRB bit rates. The minimum downlink transmit power is computed using the equation:

\[
StandaloneSRBMinDLPower = \text{Max}(StandaloneSRBMaxDLPower} - P\text{Crang}eDL, PtxMax + PtxDPCCHmin)
\]

The initial downlink transmit power is computed using the equations:

\[
InitialSRBDLPower(3.4 \text{ kbps}) = 10 \times \text{LOG} \left\{ \left( \frac{10^{\frac{E_b}{N_0} \text{ SRB}}}{\text{ChipRate}} \times 3.7 \right) \right\}
\]

\[
\times \left[ \frac{10^{\frac{PtxPrimaryCPICH}{10}}}{10^{\frac{CPICH.E_c/I_o}{10}}} - \alpha \times \frac{10^{\text{PtxTotal}}}{10} \right] \}
\]

and

\[
InitialSRBDLPower(13.6 \text{ kbps}) = 10 \times \text{LOG} \left\{ \left( \frac{10^{\frac{E_b}{N_0} \text{ SRB}}}{\text{ChipRate}} \times 14.8 \right) \right\}
\]

\[
\times \left[ \frac{10^{\frac{PtxPrimaryCPICH}{10}}}{10^{\frac{CPICH.E_c/I_o}{10}}} - \alpha \times \frac{10^{\text{PtxTotal}}}{10} \right] \}
\]

These equations rely upon the UE providing a CPICH \( E_c/I_o \) measurement within the RRC: RRC Connection Request message and the NodeB providing a PtxTotal measurement within an NBAP: Radio Resource Indication message. If the UE does not provide a CPICH \( E_c/I_o \) measurement, these equations cannot be applied and the initial downlink transmit power is set equal to the maximum downlink transmit power. The equation for the 3.4-kbps stand-alone SRB includes an additional 6 dB, which is subtracted from the CPICH \( E_c/I_o \) measurement. This 6 dB, is hard-coded within the RNC implementation and has been included to help the performance of initial synchronization across the air interface. Similar to the equations used for the maximum downlink transmit power, the MAC and RLC overheads are included as part of the stand-alone SRB bit rates. A NodeB transmits at the initial downlink transmit power until both downlink and uplink air-interface synchronization has been achieved. Inner loop power control manages the downlink transmit power once synchronization has been achieved.
4.2.7.2 UE Moves from CELL_FACH to CELL_DCH

UE are instructed to move from CELL_FACH to CELL_DCH when either an up-link or downlink capacity request has been triggered by exceeding specific RLC buffer thresholds. These thresholds are defined by the RNC parameters NASsign-VolThrUL, NASsignVolThrDL, TrafVolThresholdULLow, and TrafVolThresholdDLLow. The first two of these parameters are based upon only SRB 3 and 4. The third parameter is based upon all SRB plus any non-real time radio bearer traffic. The fourth parameter is based upon SRB 3 and 4 plus any non-real time radio bearer traffic. UE are also instructed to move from CELL_FACH to CELL_DCH when there is a request for a CS domain service.

When a UE moves from CELL_FACH to CELL_DCH, it establishes a new radio link. The new radio link may encapsulate only four stand-alone signaling radio bearers (stand-alone SRB) multiplexed into a single DCH transport channel and a single DPCH physical channel. This is the case when the transition is triggered for signaling purposes or for SMS (SMS make use of SRB 3 and 4). If the new radio link encapsulates only four stand-alone SRB, then the downlink transmit power calculations are the same as those used when a UE moves from RRC Idle to CELL_DCH.

Alternatively, the new radio link may encapsulate four SRB multiplexed into one DCH transport channel while a user plane bearer is fed into a second DCH transport channel. The two DCH transport channels are multiplexed into a single physical channel. It is also possible for there to be more than a single user plane transport channel. For example, if the transition from CELL_FACH to CELL_DCH has been triggered by a request for the speech service, there will be three user plane transport channels (for the class A, class B, and class C bits), plus the SRB transport channel, multiplexed into a single physical channel. Admission control calculates the maximum, minimum, and initial downlink transmit powers for the new radio link by accounting for both the SRB and the user plane transport channel(s). The calculation for the maximum downlink transmit power is dependent upon the traffic class of the user plane transport channel(s) (i.e., whether it is, or they are, being used to support conversational, streaming, interactive, or background services). The NodeB is informed of the results using an NBAP: Radio Link Setup Request message. The maximum downlink transmit power is computed using the equations:

$$\text{MaxDLPower(Conversational/Streaming)} = \min(P_{\text{txmax}} + P_{\text{txDPCHmax}}, \text{MaxDLCalculated})$$

and

$$\text{MaxDLPower(Interactive/Background)} = \min(P_{\text{txmax}} + P_{\text{txDPCHmax}}, \text{MaxDLCalculated, PtxDLabMax})$$
where,

\[ P_{\text{txmax}} = 43 \text{ dBm for a 20-W cell and } P_{\text{txmax}} = 46 \text{ dBm for a 40-W cell} \]

\[ \text{MaxDLCalculated} = PTxPrimaryCPICH - \text{CPICHtoRefRABOffset} + 10 \]

\[ \times \log \left( \left( \frac{\frac{10}{10^{E_b/N_0 \text{SRB}}}}{10^{3.7}} \right) + \left( \frac{\frac{10}{10^{E_b/N_0 \text{Serv}}}}{10^{B_{\text{Serv}}}} \right) \times \frac{10^{E_b/N_0 \text{Ref}}}{10^{B_{\text{Ref}}}} \right) \]

The SRB bit rate includes the MAC and RLC layer overheads (i.e., the bit rate is 3.7 kbps rather than 3.4 kbps). Only the 3.4-kbps SRB bit rate is applicable when the SRB is multiplexed with a user plane transport channel. This is independent of whether or not the RNC database parameter StandAloneDCCHBitRate has been configured with a value of 13.6 kbps. The service bit rates used in this equation do not include any layer 2 overheads (i.e., the bit rates should be 12.2 kbps, 64 kbps, 128 kbps, or 384 kbps). In the case of the speech service, the \( E_b/N_0 \) requirement for the class A bits is used. If dynamic link optimization (DyLO) is applicable to a specific interactive or background service, the maximum downlink transmit power is effectively 2 dB less than the calculated result. This is because DyLO is triggered once the RNC is informed that the downlink transmit power has exceeded a threshold that is 2 dB less than the maximum. Short term increases above this threshold can be experienced without triggering DyLO if the average downlink transmit power reported to the RNC remains below the threshold.

The minimum downlink transmit power equation is the same for all traffic classes. The minimum downlink transmit power is computed using the equation:

\[ \text{MinDLPower} = \text{Max}(\text{MaxDLPower} - P_{\text{CRangeDL}}, P_{\text{txmax}} + P_{\text{txDPCHmin}}) \]

The initial downlink transmit power is computed using the equation:

\[ \text{InitialDLPower} = 10 \times \log \left\{ \left( \frac{10^{E_b/N_0 \text{SRB}}}{10^{3.7}} \right) + \left( \frac{10^{E_b/N_0 \text{Serv}}}{10^{B_{\text{Serv}}}} \right) \times \frac{10^{E_b/N_0 \text{Ref}}}{10^{B_{\text{Ref}}}} \right\} \]

\[ \times \left[ \frac{PTxPrimary\text{CPICH}}{10^{\text{CPICHtoRef}E_b/I_o}} - \alpha \times 10^{\text{PtxTotal}} \right] \]

This equation relies upon the UE providing a CPICH \( E_b/I_o \) measurement and the NodeB providing a PtxTotal measurement within an NBAP: Radio Resource
Indication message. If the UE does not provide a CPICH $E_c/I_o$ measurement, then these equations cannot be applied and the initial downlink transmit power is set equal to the maximum downlink transmit power. Similar to the equation used for the maximum downlink transmit power, the MAC and RLC overheads are included as part of the SRB bit rate (i.e., the bit rate is 3.7 kbps rather than 3.4 kbps). The service bit rate does not include any layer 2 overheads (i.e., the bit rate should be 12.2 kbps, 64 kbps, 128 kbps, or 384 kbps). In the case of the speech service, the $E_b/N_o$ requirement for the class A bits is used. A NodeB transmits at the initial downlink transmit power until both downlink and uplink air-interface synchronization has been achieved. Inner loop power control manages the downlink transmit power once synchronization has been achieved.

4.2.7.3 Configuration of an Existing Radio Link is Changed

If a UE has moved from RRC Idle to CELL_DCH for the transfer of user plane data (i.e., for the speech service, CS data service, or PS data service), then the initial radio link configured for the stand-alone SRB is reconfigured during RAB establishment. This reconfiguration allows the radio link to accommodate the user plane data (i.e., user plane transport channels are added). Alternatively, a radio link may be reconfigured to accommodate a change in an existing user plane data rate. For example, the use of Dynamic Link Optimization (DyLO) may reduce the bit rate during an interactive or background packet switched data session. Packet switched bit rates may also be reduced if pre-emption is triggered or if the cell enters the overload state. The user plane packet switched bit rate may be increased if RLC buffer thresholds are exceeded and an associated capacity request is generated. Reconfiguration of the radio link involves changes to the maximum, minimum, and initial downlink transmit powers.

The calculation for the maximum downlink transmit power is dependant upon the traffic class of the user plane transport channel(s) (i.e., whether it is, or they are, being used to support conversational, streaming, interactive, or background services). The NodeB is informed of the results using an NBAP: Radio Link Reconfiguration Prepare message. The maximum downlink transmit power is computed using the equations:

$$\text{MaxDLPower}(\text{Conversational/Streaming}) = \min(\text{Ptxmax} + PtxDPCHmax, \text{MaxDLCalculated})$$

and

$$\text{MaxDLPower}(\text{Interactive/Background}) = \min(\text{Ptxmax} + PtxDPCHmax, \text{MaxDLCalculated}, \text{PtxDLabsMax})$$
where,

\[ P_{tx_{max}} = 43 \text{ dBm for a 20-W cell and } P_{tx_{max}} = 46 \text{ dBm for a 40-W cell.} \]

\[
MaxDL_{Calculated} = PTx_{PrimaryCPICH} - CPICHtoRefRABOffset + 10 \\
\times \log \left( \frac{10^{E_b/N_0_{SRB}} \times 3.7} {10^{E_b/N_0_{Ref}}} \times BR_{NewServ} \right) \\
\times \log \left( \frac{10^{E_b/N_0_{NewServ}} \times BR_{NewServ}} {10^{E_b/N_0_{SRB}}} \times BR_{Ref} \right)
\]

The service bit rates used in this equation do not include any layer 2 overheads (i.e., the bit rates should be 12.2 kbps, 64 kbps, 128 kbps, or 384 kbps). This is in contrast to the SRB bit rate which does include the layer 2 overheads. If the reconfiguration is for the addition of user plane transport channels to a 13.6-kbps stand-alone SRB, then the SRB bit rate is reduced to 3.4 kbps. In the case of the speech service, the \( E_b/N_0 \) requirement for the class A bits is used. If dynamic link optimization (DyLO) is applicable to a specific interactive or background service, the maximum downlink transmit power is effectively 2 dB less than the calculated result. This is because DyLO is triggered once the RNC is informed that the downlink transmit power has exceeded a threshold which is 2 dB less than the maximum. Short-term increases above this threshold can be experienced without triggering DyLO if the average downlink transmit power reported to the RNC remains below the threshold.

The minimum downlink transmit power is computed using the equation:

\[ MinDL_{Power} = \text{Max}(MaxDL_{Power} - P_{CraneDL}, PtxMax + Ptx_{DPCH_{min}}) \]

Under normal circumstances, the initial transmit power of the reconfigured radio link is based upon the \( P_{tx_{Average}} \) measurements provided to the RNC from the NodeB. Assuming these measurements are available, the initial transmit power is calculated using one of the following equations. The first equation is applied when the reconfiguration is from a stand-alone SRB and there are no existing user plane transport channels.

\[
InitialDL_{Power} = 10 \times \log \left[ \frac{10^{E_b/N_0_{SRB}} \times 3.7} {10^{E_b/N_0_{SRB}}} \times BR_{NewServ} \right] \\
\times \log \left( \frac{10^{E_b/N_0_{NewServ}} \times BR_{NewServ}} {10^{E_b/N_0_{SRB}}} \times BR_{SRB} \right) \\
+ P_{tx_{Average}}_{DPDCCH}
\]
The following equation is applied when there are existing user plane transport channels (e.g., a change in bit rate resulting from DyLO).

\[
\text{InitialDLPower} = 10 \times \log \left( \frac{10}{\frac{E_b}{N_0} \times 3.7} + \frac{10}{\frac{E_b}{N_0} \times 3.7} \times BR_{NewServ} \left( \frac{10}{\frac{E_b}{N_0} \times 3.7} + \frac{10}{\frac{E_b}{N_0} \times 3.7} \times BR_{OldServ} \right) \right)
\]

\[+ \text{PtxAverage}_{DPDCH}\]

The service bit rates used in these equations do not include any layer 2 overheads (i.e., the bit rates should be 12.2 kbps, 64 kbps, 128 kbps, or 384 kbps). This is in contrast to the SRB bit rate which does include the layer 2 overheads. In the case of the speech service, the \(E_b/N_0\) requirement for the class A bits is used. The value of PtxAverage_{DPDCH} is an adjusted value of the measurement result provided by the NodeB. The measurement result is based upon the DPCCH pilot bits and needs to have the value of PO3 subtracted to obtain the DPDCH power. The value of PO3 is configured using the hidden RNC database parameter PowerOffsetDLpachPilot. This parameter is currently configured with a value of 0 dB. If the PtxAverage measurement is not available, then PtxAverage_{DPDCH} is replaced by the last calculated value for the initial downlink transmit power. In the case of radio link reconfiguration, the UE and NodeB are already synchronized across the air-interface. This means that inner loop power control is able to change the initial downlink transmit power as soon as it is applied.

4.2.7.4 Soft Handover Radio Link Additions

When a new radio link is added to a UE’s active set, the RNC admission control calculates the maximum, minimum, and initial downlink transmit powers. The new radio link may be for either soft or softer handover. Radio links can be added while there is a stand-alone SRB or an SRB multiplexed with user plane data. Radio link addition can be triggered by either measurement reporting event 1a or 1c. The latter involves a radio link deletion as well as a radio link addition. These measurement reporting events are only applicable while a UE is in CELL_DCH. If a new radio link is added while there is only a stand-alone SRB configured, the maximum and minimum downlink transmit powers are calculated according to the equations used when a UE moves from RRC_Idle to CELL_DCH. If a new radio link is added while there are both SRB and user plane transport channels configured, then the maximum and minimum downlink transmit powers are calculated according to the equations used when a UE moves from CELL_FACH to CELL_DCH.

In the case of soft handover, if a new radio link is added while there is only a stand-alone SRB configured, then the initial downlink transmit power is computed...
according to the equations used when a UE moves from RRC_Idle to CELL_DCH. In the case of soft handover, if a new radio link is added while there are both SRB and user plane transport channels configured, then the initial downlink transmit power is computed according to the equations used when a UE moves from CELL_FACH to CELL_DCH. These equations rely upon the UE providing a CPICH $E_c/L_e$ measurement within the RRC: RRC Connection Request message and the NodeB providing a PtxTotal measurement within an NBAP: Radio Resource Indication message. If the UE does not provide a CPICH $E_c/L_e$ measurement, then these equations cannot be applied and the initial downlink transmit power is set equal to the highest measured downlink transmit power from the existing active set radio links. In the case of soft handover, when a new radio link is added to the active set the NodeB does not start transmitting at the initial transmit power. The NodeB software instructs the NodeB to transmit at the minimum transmit power until uplink synchronization has been achieved. Once uplink synchronization has been achieved, the NodeB transmits at the initial transmit power and inner loop power control is able to operate in its normal way. This approach has been adopted to help reduce differences in the downlink transmit powers during soft handover and to help avoid potential increases in uplink interference. If a NodeB was to start transmitting at its initial transmit power before achieving uplink synchronization, the UE would achieve synchronization and its downlink SIR would increase. The UE would then instruct the active set cells to power down. All of the active set cells except the new cell would power down. The new cell would not power down because it had not achieved uplink synchronization and would not be receiving power control commands. The original radio links would then have relatively poor quality and the UE would start to discard their TPC commands. The UE would obey the relatively high-quality TPC commands from the new radio link which, during the synchronization phase, instruct the UE to increase its transmit power. Transmitting at the minimum downlink transmit power during the period prior to uplink synchronization means that the UE is less likely to achieve downlink synchronization, and if it does then the increase in its SIR will be less.

In the case of softer handover, the initial downlink transmit power is set equal to the transmit power of the existing radio link belonging to the same NodeB. A NodeB maintains a single uplink synchronization state machine for all radio links associated with a specific UE (i.e., all radio links are combined within the same RAKE receiver). This means that a NodeB is already synchronized when a softer handover radio link is added to the active set. The issues associated with soft handover do not exist for softer handover and it is not necessary for the NodeB to start transmitting at the minimum downlink transmit power.

### 4.2.8 Uplink Open Loop Power Control

Uplink open loop power control is completed by the UE as part of the random access procedure required whenever the UE communicates with the network in RRC states.
Table 4.15  Node B Commissioning Parameters Relevant to Uplink Open Loop Power Control

<table>
<thead>
<tr>
<th>Name</th>
<th>Range</th>
<th>Default (MHA Present)</th>
<th>Default (MHA not Present)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MHA_in_use</td>
<td>Yes, No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>L_Feeder</td>
<td>0 to 99, step 0.1 dB</td>
<td>3 dB or actual feeder loss</td>
<td>0 dB</td>
</tr>
<tr>
<td>G_mha</td>
<td>0 to 99, step 0.1 dB</td>
<td>12 dB</td>
<td>0 dB</td>
</tr>
</tbody>
</table>

IDLE mode, CELL_FACH, CELL_PCH, or URA_PCH. Uplink open loop power control is also required whenever the UE is instructed to establish a dedicated channel and enter RRC state CELL_DCH. If the uplink open loop power control calculations are inaccurate, then the UE may transmit with too little power and messages may be lost, or transmit with too much power and excessive interference may be generated at the NodeB receiver.

4.2.8.1 NodeB Commissioning Parameters

The NodeB commissioning parameters relevant to uplink open loop power control are presented in Table 4.15.

4.2.8.2 PRACH Concepts and Approaches

3GPP TS25.331 [11] specifies the open loop power control equation for the PRACH. This equation, presented next, determines the transmit power that the UE applies to the first PRACH preamble.

\[
\text{PRACHInitialPower} = \text{ReceiverPowerRequirement} + \text{LinkLoss} = (\text{PRACHRequiredReceivedCI} + \text{ULRSSI}) + (\text{PtxPrimaryCPICH} - \text{CPICH_RSCP})
\]

The PRACHRequiredReceivedCI is an RNC database parameter with a default value of –25 dB. It is read by the UE from System Information Block 5 of the BCH. Its value can be compared with the C/I requirement for the speech service, which is typically –21 dB. The C/I requirement for the PRACH preamble can be lower because the NodeB receiver only needs to detect the PRACH scrambling code and PRACH signature. There are no data bits to decode. In addition, TS25.214 specifies that if the first PRACH preamble is not acknowledged by a downlink AICH, then further preambles can be transmitted. Each preamble is transmitted with a power greater than the preceding preamble. The increase in power between consecutive preambles is defined by the RNC database parameter PowerRampStepPRACH-preamble. This parameter has a default value of 1 dB. The maximum number of
preambles that can be transmitted in a single power ramping cycle is defined by the RNC database parameter PRACH_preamble_retrans. This parameter has a default value of 8, which means that the final preamble belonging to a cycle would have a transmit power that is 7 dB greater than the first. A preamble cycle may be stopped before transmitting the final preamble if the commanded preamble power is 6 dB greater than the maximum allowed PRACH transmit power. If the UE does not receive an AICH during a preamble cycle, then it may start further preamble cycles. The maximum number of preamble cycles is defined by the RNC database parameter RACH_tx_Max. The power ramping that occurs during a PRACH preamble cycle means it is not critical if the open loop power control calculation generates an initial transmit power which is 2 or 3 dB too low. However, generating an initial power that is lower than this could reduce the reliability of the PRACH procedure when the UE is in a fading radio environment. The requirement for further PRACH preambles and preamble cycles has a relatively small impact upon the connection establishment delay.

The uplink RSSI figure that appears in the PRACH open loop power control equation is read from System Information Block 7 of the BCH. This figure is measured and provided by the NodeB. If this measurement is inaccurate, it will make the PRACH open loop power control calculation inaccurate. The Release 99 version of TS25.215 specifies that the measurement reference point for the uplink RSSI is at the output of the NodeB’s pulse shaping filter. The Release 4 versions of TS25.215 and TS25.104 specify that if an MHA is not installed, then the measurement reference point for the uplink RSSI is at the NodeB cabinet antenna connector, and that if an MHA is installed, then the measurement reference point is at the air-interface side of the MHA. In the case of this measurement, the Release 4 versions of TS25.215 and TS25.104 have been implemented. This means that when an MHA is installed, the NodeB must complete a power measurement within its WTR and then calculate the corresponding power at the air-interface side of the MHA. The NodeB completes this calculation using the parameters configured in the NodeB commissioning file. If these parameters are configured inaccurately, then the resultant RSSI figure will also be inaccurate. The calculation completed by the NodeB involves compensating for the automatic gain control within the WTR, the gain provided by the WAF, cable and connector losses between the NodeB cabinet and the MHA, and the MHA gain. If it is assumed that the NodeB has accurate information regarding the automatic gain control within the WTR, the gain provided by the WAF, then the calculation becomes:

\[ ULRSSI(MHA\_installed) = RSSI\_NodeB\_Cabinet + FeederLoss - MHA\_Gain \]

The feeder loss and MHA gain in this equation are the values that have been configured during the NodeB commissioning. If NodeB commissioning has been completed using a default feeder loss value rather than the actual feeder loss value, then inaccuracies will be introduced across the network. If the commissioned feeder
loss value is less than the actual feeder loss value, then the uplink RSSI result will be too low. If the commissioned feeder loss value is greater than the actual feeder loss value, then the uplink RSSI result will be too high. The same argument can be applied to the MHA gain although an MHA has a fixed gain of 12 dB with a narrow tolerance. When an MHA is not installed, then the measurement reference point should be kept at the NodeB cabinet antenna connector. In this case, the calculation of uplink RSSI depends upon the version of the NodeB software being used. In the case of WN1 software, the NodeB completes the uplink RSSI calculation according to the following equation:

$$ULRSSI(MHA\_not\_installed\_WN\_1) = RSSI\_NodeB\_Cabinet + FeederLoss$$

The feeder loss value configured during NodeB commissioning should be assigned a value of 0 dB. If a non-zero value is assigned, then the uplink RSSI will appear too high and will cause the UE to transmit with an increased initial power. In the case of WN2 or later software, the NodeB completes the uplink RSSI calculation according to the following equation:

$$ULRSSI(MHA\_not\_installed\_WN\_2) = RSSI\_NodeB\_Cabinet$$

In this case, the feeder loss value configured during NodeB commissioning is not involved in the uplink RSSI measurement.

The CPICH transmit power figure that appears in the PRACH open loop power control equation is read from System Information Block 5 of the BCH. This figure reflects the value of the RNC database parameter PtxPrimaryCPICH. The measurement reference point for this parameter is at the NodeB cabinet antenna connector. This means that when an MHA is installed then the uplink RSSI and the downlink CPICH transmit power have different measurement reference points. This is a source of error in the PRACH open loop power control calculation. Future RAN releases will make use of the RNC database parameters CableLoss and MHA to move the CPICH transmit power measurement reference point out to the air-interface side of the MHA. This is not implemented for the PRACH open loop power control in RAN1.5.2.ED2. The use of different measurement reference points means that the UE overestimates the link loss, which leads to an increased initial PRACH transmit power. This can be viewed as introducing some margin into the calculation, or the PRACHRequiredReceivedCI parameter could be reduced by the value of the feeder loss to compensate. It should also be noted that a downlink link loss measurement is being used for an uplink transmit power calculation without accounting for propagation differences between the uplink and downlink frequencies. The propagation loss is greater in the downlink direction, meaning that further margin is introduced.

The CPICH RSCP figure that appears in the PRACH open loop power control equation is measured by the UE. 3GPP TS25.133 specifies that under normal conditions the CPICH RSCP measurement can be up to 6 dB greater than or 6 dB less than...
the actual value. This is a further potential source of error that indicates it is beneficial to include some margin in the PRACH open loop power control calculation.

4.2.8.3 DPCH Concepts and Approaches

The uplink DPCH open loop power control is not standardized in as much detail as the PRACH open loop power control. 3GPP TS25.331 [11] specifies the open loop power control equation for the uplink DPCH as:

$$UL_{DPCH{InitialPower}} = DPCCH{PowerOffset} - CPICHRSCP$$

The definition of the DPCCH{PowerOffset} is vendor dependent. For example, Nokia’s implementation is given by:

$$DPCCH{PowerOffset} = PtxPrimaryCPICH + RSSI + UL_{SIR} - SF - Pcomp$$

$$MHA = 0 \Rightarrow Pcomp = 0$$

$$MHA = 1 \Rightarrow Pcomp = CableLoss$$

This implementation can be understood if the complete equation is presented in the same format as the PRACH equation, that is:

$$UL_{DPCH{InitialPower}} = ReceiverPowerRequirement + LinkLoss$$

$$= (UL_{SIR} - SF + RSSI) + (PtxPrimaryCPICH - Pcomp - CPICHRSCP)$$

The combination of the uplink SIR and the spreading factor is equivalent to the PRACH C/I requirement. The spreading factor is subtracted from the SIR because the 3GPP definition for the uplink SIR is given in TS25.215 as:

$$UL_{SIR} = RSCP / ISCP + SF$$

Including the spreading factor in this definition normalizes the SIR values for different bit rates and reduces the range of SIR values that the network is required to handle. The uplink SIR values are calculated by the RNC from the $E_b/N_o$ tables, which are hidden parameters within the RNC database. In general, the $E_b/N_o$ values in these tables are relatively high and introduce some margin in the DPCH open loop power control calculation. The $E_b/N_o$ values in the RNC database tend to be applicable to harsh propagation conditions.

The uplink RSSI figure which appears in the DPCH open loop power control equation is read from System Information Block 7 of the BCH. This figure is the same as that used during the PRACH open loop power control and has the same issues associated with inaccuracies in the NodeB commissioning file. If an MHA is installed, then the NodeB commissioning parameter for feeder loss should be configured accurately. If an MHA is not installed, then the NodeB commissioning parameter for feeder loss should be configured with a value of 0 dB.
The CPICH transmit power figure which appears in the DPCH open loop power control equation is read from System Information Block 5 of the BCH. This figure is the same as that used during the PRACH open loop power control. However, the RAN1.5.2.ED2 implementation for the DPCH open loop power control includes compensation to move the CPICH transmit power reference point to the same point as the uplink RSSI measurement reference point. This is done using the variable Pcomp and the RNC database parameters MHA and CableLoss. If MHA is configured with a value of 1 to indicate that an MHA is installed, then the CPICH transmit power is reduced by a quantity equal to the value of the cable loss parameter. This increases the accuracy of the DPCH open loop power control relative to the accuracy of the PRACH power control.

The CPICH RSCP figure that appears in the DPCH open loop power control equation is measured by the UE in the same way it is measured for the PRACH open loop power control. 3GPP TS25.133 specifies that under normal conditions the CPICH RSCP measurement can be up to 6 dB greater than or 6 dB less than the actual value.

An important issue raised regarding the initial uplink DPCH transmit power is that the inner loop power control behavior can potentially lead to uplink power spikes at the NodeB receiver. 3GPP TS25.214 specifies that during radio link initialization the NodeB can transmit TPC commands that are either a continuous stream of power-up commands, or a pattern of alternating power-up and power-down commands but with an additional power-up command in every 10-ms radio frame. Usually the latter is implemented, which has the effect of increasing the UE transmit power by the power control step size once every 10 ms. If the NodeB does not synchronize rapidly, then a UE can significantly increase its transmit power. Figure 4.8 illustrates the signaling and timing associated with uplink and downlink air-interface synchronization.

![Figure 4.8 The signaling and timing associated with uplink and downlink air-interface synchronization.](image)
The NodeB starts to transmit its DPCCH once it has received the NBAP radio link setup message from the RNC. This DPCCH includes the pattern of TPC commands which instruct an increase in the uplink power once every 10 ms. The UE receives information regarding the format of the downlink DPCCH in the RRC Connection Setup message. The UE is then able to synchronize with the downlink DPCCH. Once the UE has synchronized, it starts to transmit its uplink DPCCH. The initial power of the uplink DPCCH is determined by the DPCH open loop power control calculation, but the UE then obeys the TPC commands appearing in the downlink DPCCH. The UE thus starts to increase its transmit power by one step size every 10 ms. The NodeB attempts to synchronize with the uplink DPCCH. If it achieves synchronization, then inner loop power control starts to behave in the normal way. If synchronization is not achieved or if the NodeB takes a relatively long time to achieve synchronization, then the UE transmit power can be increased to the extent that interference is incurred by the NodeB.

Usually it is suggested that the CableLoss RNC parameter should be increased by 15 dB to help avoid generating spikes of uplink interference. Increasing the cable loss parameter by 15 dB meant that the UE will start to transmit its DPCCH with 15 dB less power. Initially this will make it more difficult for the NodeB to achieve uplink synchronization, but it will also give the NodeB more time to synchronize before incurring large quantities of uplink interference. It has been shown by lab tests that the connection establishment time was increased by approximately 70 ms when adopting this approach. However, product lines have now withdrawn Technical Note 47 and replaced it with Technical Note 62. Technical Note 62 explains that the additional 15 dB is unlikely to be required and that the CableLoss parameter should be configured with a value equal to the feeder loss if an MHA is being used.

4.2.9 Soft Handover

The soft handover procedure makes use of intra-frequency reporting events 1a, 1b, and 1c. These events are specified by 3GPP TS25.331 [11]. They can be based upon either path loss, CPICH RSCP, or CPICH $E_c/I_o$. In most cases, CPICH $E_c/I_o$ is used because the associated measurements are more accurate than either CPICH RSCP or path loss. Reporting events 1a, 1b, and 1c are evaluated by the UE at layer 3 after layer 3 filtering has been completed. Layer 3 of the UE receives CPICH $E_c/I_o$ measurements from layer 1 of the UE. Layer 1 of the UE records these measurements over a finite period of time. This introduces some filtering at layer 1 to help remove the effects of fast fading. In general, further filtering is required at layer 3. Layer 3 filtering means that soft handover events are less likely to be triggered by short-term changes in the radio conditions. It also means that soft handover is less responsive. Scenarios which have a requirement for very rapid soft handover (e.g., high-speed trains) can have layer 3 filtering disabled. Layer 3 filtering is configured by the RNC, which broadcasts the filter coefficient within SIB11 and SIB12. The RNC also informs the UE of the filter coefficient using a dedicated measurement
control message when entering connected mode state CELL_DCH. Layer 3 filtering is specified by 3GPP TS25.331 using the equation:

$$\text{Filter\_Result}_n = (1 - a) \times \text{Filter\_Result}_{n-1} + a \times \text{Meas}_n$$

where,

$$a = 0.5^{\text{Filter\_Coefficient}/2}$$

The Release 99 version of TS25.331 does not specify the units of the measurements that form the input to the filter (i.e., they could be linear or logarithmic). The Release 5 version of TS25.331 specifies that the units should be logarithmic. This is intended to make the reporting events more responsive. If the filter coefficient is configured with a value of 0, then $a = 1$ and layer 3 filtering is disabled (i.e., the filter result equals the input measurement). As the value of the filter coefficient increases, so too does the memory of the filter, and previous input measurements have a greater influence upon the filter result. The measurement period for the filter is specified by 3GPP TS25.133 to be 200 ms. This means that the layer 3 filter expects an input measurement every 200 ms and generates an output result every 200 ms. However, the time-to-trigger associated with reporting events 1a, 1b, and 1c can be specified to have durations as small as 10 ms. If layer 3 filtering generates a result every 200 ms, then all time-to-trigger values between 10 and 200 ms would lead to equal performance. In practice, layer 1 of the UE provides layer 3 of the UE with measurements more frequently than every 200 ms. The precise rate is implementation dependant and will vary from one UE vendor to another. If a UE implementation generates filter results every 50 ms, then time-to-trigger values of 10, 20, and 40 ms would lead to equal performance, but time-to-trigger values of 60, 80, and 100 ms would lead to a different performance. The rate at which layer 1 of a UE generates measurements may depend upon the number of active set cells and neighbors being measured (i.e., if less cells are being measured, then those cells may be reported more frequently). When layer 3 filtering is completed at a rate that is more rapid than the 200 ms specified by 3GPP, then the equation used to complete the filtering must be modified to ensure the impulse response of the filter remains consistent. The impulse response of the filter represents the time history of the output when a single “1” is provided as an input. Figure 4.9 illustrates the impulse response of the filter when input measurements are provided at a rate of 200 ms and when input measurements are provided at a rate of 100 ms. The latter assumes that the filter equation has been modified appropriately.

If the filter equation was not modified when the rate of input measurements was increased to once every 100 ms, the memory of the filter would halve. In practice, it is understood that most UE use measurement input rates of between 50 and 100 ms. This means that time-to-trigger values should not be optimized with a resolution of less than 50 ms (i.e., 10, 20, and 40 ms would lead to the same performance).
Figure 4.9 Impulse response of the layer 3 filter when inputs are provided every 200 and 100 ms.

Reporting event 1a is used to add a neighbor to the active set. Event 1a is only applicable to monitored set cells and when the active set size is less than its maximum. Usually the active set size is limited to 3. This helps avoid excessive soft handover overheads and places the emphasis upon planning areas of good dominance. 3GPP TS25.331 specifies the criteria for reporting event 1a as:

\[
10\log[\text{Meas}_{\text{neigh}}] + \text{Offset}_{\text{neigh}} \geq W \times 10\log \left[ \sum_{i=1}^{N} \text{Meas}_{i} \right] + (1 - W) \times 10\log [\text{Meas}_{\text{best}}] - \text{Add}_\text{Win}
\]

where,

- \( \text{Meas}_{\text{neigh}} \) is the candidate monitored set cell CPICH \( E_c/I_n \) measurement after layer 3 filtering.
- \( \text{Offset}_{\text{neigh}} \) is the RNC database parameter \( \text{AdjEcNoOffset} \) for the candidate cell.
- \( W \) is the RNC database parameter \( \text{ActiveSetWeightingCoefficient} \).
- \( N \) is the number of active set cells that are not forbidden to affect the reporting range.
- \( \text{Meas}_{i} \) is the active set cell CPICH \( E_c/I_n \) measurement after layer 3 filtering.
- \( \text{Meas}_{\text{best}} \) is the best active set cell CPICH \( E_c/I_n \) measurement after layer 3 filtering.
- \( \text{Add}_\text{Win} \) is the RNC database parameter \( \text{AdditionWindow} \).

The default value of the RNC database parameter \( \text{ActiveSetWeightingCoefficient} \) is 0 and so the equation for event 1a simplifies to:

\[
10\log[\text{Meas}_{\text{neigh}}] + \text{Offset}_{\text{neigh}} \geq 10\log[\text{Meas}_{\text{best}}] - \text{Add}_\text{Win}
\]
Active set cells can be forbidden from affecting the reporting range by configuring the RNC database parameter AdjsDERR. The parameters for event 1a are broadcast within SIB11 and SIB12. They are also transmitted using a dedicated measurement control message when entering connected mode state CELL_DCH. Within these messages the addition window is signaled using a value twice as large as the actual value (i.e., the signaled value should be divided by 2 to obtain the actual value).

Reporting event 1b is used to remove a cell from the active set. Event 1b is only applicable to active set cells and when the active set size is greater than 1. 3GPP TS25.331 specifies the criteria for reporting event 1b as:

$$10\log [\text{Meas}_{\text{active}}] + \text{Offset}_{\text{active}} \leq W \times 10\log \left( \sum_{i=1}^{N} \text{Meas}_{i} \right)$$

$$+ (1 - W) \times 10\log [\text{Meas}_{\text{best}}] - \text{Drop} \cdot \text{Win}$$

where,

- $\text{Meas}_{\text{active}}$ is the candidate active set cell CPICH $E_{c}/I_{n}$ measurement after layer 3 filtering;
- $\text{Offset}_{\text{active}}$ is the RNC database parameter AdjsEcNoOffset for the candidate cell;
- $W$ is the RNC database parameter ActiveSetWeightingCoefficient;
- $N$ is the number of active set cells that are not forbidden to affect the reporting range;
- $\text{Meas}_{i}$ is the active set cell CPICH $E_{c}/I_{n}$ measurement after layer 3 filtering;
- $\text{Meas}_{\text{best}}$ is the best active set cell CPICH $E_{c}/I_{n}$ measurement after layer 3 filtering;
- $\text{Drop} \cdot \text{Win}$ is the RNC database parameter DropWindow.

The default value of the RNC database parameter ActiveSetWeightingCoefficient is 0 and so the equation for event 1b simplifies to:

$$10\log [\text{Meas}_{\text{active}}] + \text{Offset}_{\text{active}} \leq 10\log [\text{Meas}_{\text{best}}] - \text{Drop} \cdot \text{Win}$$

Active set cells can be forbidden from affecting the reporting range by configuring the RNC database parameter AdjsDERR. The parameters for event 1b are broadcast within SIB11 and SIB12. They are also transmitted using a dedicated measurement control message when entering connected mode state CELL_DCH. Within these messages, the drop window is signaled using a value twice as large as the actual value (i.e., the signaled value should be divided by 2 to obtain the actual value).

Reporting event 1c is used to replace an existing active set cell by a higher-quality neighbor. Event 1c involves both active set and monitored set cells. It is only applicable when the active set size is at its maximum. 3GPP TS25.331 specifies the
criteria for reporting event 1c as:

\[ 10\log[Meas_{neigh}] + Offset_{neigh} \geq 10\log[Meas_{active\_lowest}] + Offset_{active\_lowest} + Replace_{Win}/2 \]

where,

- \( Meas_{neigh} \) is the candidate monitored set cell CPICH \( E_c/I_o \) measurement after layer 3 filtering;
- \( Offset_{active} \) is the RNC database parameter AdjsEcNoOffset for the candidate monitored set cell;
- \( Meas_{active\_lowest} \) is the candidate active set cell CPICH \( E_c/I_o \) measurement after layer 3 filtering;
- \( Offset_{active\_lowest} \) is the RNC database parameter AdjsEcNoOffset for the candidate active set cell;
- \( Replace_{Win} \) is the RNC database parameter ReplacementWindow.

It is important to recognize that the replacement window is divided by a factor of 2. It is common to think of the replacement window as the difference between the candidate active set cell CPICH \( E_c/I_o \) and the candidate monitored set cell CPICH \( E_c/I_o \). For example, if replacement is completed when a monitored set cell has a quality which is 1 dB greater than an active set cell, it is common to think of the replacement window as 1 dB. However, the actual value of the replacement window in this example is 2 dB. In addition, the signaled value of the replacement window is twice as large as the actual value. This means that the RNC database parameter ReplacementWindow could be configured with a value of 2 dB and a value of 4 is then signaled to the UE within SIB11, SIB12, or a dedicated measurement control message. The UE divides the signaled value by a factor of 2 to obtain the actual value of 2 dB and this corresponds to what is commonly interpreted as a 1 dB replacement window.

The performance of soft handover is optimal when the active set radio links are received with equal signal-to-noise ratios (SNR). If the radio links have unequal SNR, then the benefits of soft handover decrease. If the difference in SNR becomes too great, then weaker radio links are likely to fail. If two macrocells are configured with different CPICH transmit powers, then the soft handover area will be closer to the macrocell, which has the lower CPICH transmit power (assuming that offsets have not been applied to the UE CPICH measurements). This means that the dedicated channel radio link to the cell with the higher CPICH transmit power will be weaker. Alternatively, if neighboring cells are unequally loaded, then the cell with the higher load will experience weaker SNR during soft handover. If a cell configured with an MHA is neighbored to a cell not configured with an MHA, then the cell not configured with an MHA will experience weaker SNR during soft handover.
In addition, UE that are in soft handover between an indoor solution and a macrocell are likely to experience differences in their radio link SNR. Each of these scenarios should be studied on a case-by-case basis. The following paragraphs illustrate how an analysis can be completed.

The point at which a UE enters and leaves soft handover is defined by the CPICH $E_c/I_0$. CPICH $E_c/I_0$ is computed by the UE using CPICH RSCP and RSSI measurements:

$$CPICH\ E_c/I_0 = CPICH\ _RSCP - RSSI$$

The RSSI measurement can be assumed to be equal for all CPICH RSCP measurements recorded at a specific time. This means that the point at which a UE enters and leaves soft handover is effectively defined by the CPICH RSCP. The CPICH RSCP received by a UE is given by:

$$CPICH\ _RSCP = PtxCPICH - DL\ _Link\ _Loss$$

A UE enters soft handover when a neighboring cell CPICH RSCP approaches the best active set cell CPICH RSCP within a range defined by the addition window. This leads to the expression:

$$(PtxCPICH\ _{active1} - DL\ _Link\ _Loss_{active1}) - (PtxCPICH\ _{neigh} - DL\ _Link\ _Loss_{neigh}) = Addition\ _Window$$

Consider the example of a UE that has one cell in the active set and one neighboring cell. Assume that the CPICH transmit power assigned to one of the cells is 3 dB less than the CPICH transmit power assigned to the other. Also assume that the addition window has been configured with its default value of 4 dB. It is then possible to specify two conditions for radio link addition:

If the active set cell has 3 dB less CPICH TX power,

$$DL\ _Link\ _Loss_{neigh} - DL\ _Link\ _Loss_{active1} = 7$$

If the active set cell has 3 dB greater CPICH TX power,

$$DL\ _Link\ _Loss_{neigh} - DL\ _Link\ _Loss_{active1} = 1$$

The first of these equations indicates that there is a 7 dB difference in downlink link loss when a UE adds a neighboring cell that has 3 dB greater CPICH transmit power. Assuming that both cells have equal loading, both are configured with MHA and both make use of uplink receive diversity, then the two cells are likely to have similar uplink link budgets. The UE transmit power will be controlled by the cell that has 7 dB less link loss. This means the other cell will, on average, receive
7 dB less power than necessary. This radio link will be more susceptible to loss of synchronization and subsequent failure.

A UE leaves soft handover when one of the active set cells has a CPICH RSCP that falls outside the range defined by the soft handover drop window. This leads to the expression:

\[
(PtxCPICH_{active2} - DL\_Link\_Loss_{active2}) - (PtxCPICH_{active1} - DL\_Link\_Loss_{active1}) = Drop\_Window
\]

Consider the example of a UE that has two macrocells in the active set. Assume that the CPICH transmit power assigned to one is 3 dB less than the CPICH transmit power assigned to the other. Also assume that the drop window has been configured with its default value of 6 dB. It is then possible to specify two conditions for radio link removal from the active set:

When moving away from a cell with 3 dB less CPICH power,

\[
DL\_Link\_Loss_{active1} - DL\_Link\_Loss_{active2} = 3
\]

When moving away from a cell with 3 dB greater CPICH power,

\[
DL\_Link\_Loss_{active1} - DL\_Link\_Loss_{active2} = 9
\]

The second of these equations indicates there is a 9 dB difference in downlink link loss when a UE is removing a cell from the active set that has a 3 dB greater CPICH transmit power. Assuming that both cells have equal loading, both are configured with MHA and both make use of uplink receive diversity, then the two cells will have similar uplink link budgets. The UE transmit power will be controlled by the cell that has 9 dB less link loss. This means the other cell will, on average, receive 9 dB less power than necessary. This radio link will be more susceptible to loss of synchronization and subsequent failure.

These imbalances in soft handover radio links form the justification for why it is recommended that neighboring cells should not be configured with CPICH transmit powers that have a difference of more than 3 dB. For scenarios where neighboring cells have different uplink link budgets, the difference in those link budgets should also be accounted for within the analysis. For example, if a cell configured with an MHA is neighbored to a cell not configured with an MHA, then differences in the uplink noise figure have an impact upon the soft handover radio link imbalance. A cell with an MHA typically has an uplink noise figure of 3 dB (referenced to the air-interface side of the MHA). A cell without an MHA typically has an uplink noise figure of 5 dB (referenced to the air-interface side of the feeder and assuming a feeder loss of 2 dB). This introduces a 2 dB difference in uplink sensitivity and could increase the 9 dB imbalance shown above to 11 dB.

The use of soft handover generates overheads in terms of Iub, NodeB hardware resources and NodeB transmit power. The use of softer handover generates overheads
in terms of NodeB transmit power. These overheads mean that the quantity of UE in soft and softer handover should be limited. The quantity of soft and softer handover can be limited by careful radio network planning (i.e., site location, antenna type, height, azimuth and downtilt, or by adjusting the RNC database). The radio network plan should be used to manage the quantity of soft handover whenever possible. The RNC database should only be used when absolutely necessary. If the radio network plan has areas of poor dominance, then the quantities of soft handover will be relatively high. The radio network plan should minimize areas of poor dominance and thus minimize the soft handover overhead. The soft handover addition window could be reduced to limit the quantity of soft handover. However, doing so is likely to cause inefficient use of the air-interface (i.e., UE will not be able to add cells into the active set, which would normally provide a benefit). Instead, these cells will cause interference. It may be better to incur increased levels of soft handover overhead rather than to force a reduced overhead at the cost of degraded air-interface performance. If the RNC database is used to reduce the quantity of soft handover, then the soft handover parameter set for non-real-time services should be considered before the parameter set for real-time services. Non-real-time services typically have higher bit rates and thus create larger overheads although the quantity of non-real-time traffic may be less than the quantity of real-time traffic. Non-real-time services are also more tolerant to the relatively poor radio conditions that may be generated by reducing the soft handover addition window. The quantity of soft handover should be monitored during prelaunch optimization using drive test data. The quantity of soft handover should be monitored during post-launch optimization using RNC counters and their associated KPI. It is possible to monitor the quantity of soft handover using either an average active set size KPI or a soft handover overhead KPI. These KPI have different definitions but provide similar information. The target soft handover overhead is typically 40%. This may increase to 50% in urban areas where it is more difficult to plan the radio network with good dominance.

Soft handover gains and their associated definitions are discussed in Section 4.2.5. In general, there are three types of soft handover gains: reduction in $E_b/N_0$ requirement as a result of greater diversity in the RAKE receiver; reduction in the fast fade margin as a result of not having to track all of the fast fades; and a reduction in the slow fade margin as a result of not having to track all of the slow fades. Differences exist between the soft handover gains assumed during link budget analysis and those assumed during 3G simulations. These differences result from 3G simulations explicitly modeling slow fading (i.e., the gain that results from slow fading should not be included within the soft handover gain figures, otherwise it would be double counted).

### 4.2.10 Scrambling Code Planning

3GPP TS25.213 [11] specifies that there are 512 downlink primary scrambling codes. Each primary scrambling code has 15 associated secondary scrambling codes. Additional scrambling codes are available for use during compressed mode. Each
cell within the radio network plan must be assigned a primary scrambling code. There is no need for planners to assign either secondary scrambling codes or the compressed mode scrambling codes. The most important rule for scrambling code planning is that the isolation between cells which are assigned the same scrambling code should be sufficiently great to ensure that a UE never simultaneously receives the same scrambling code from more than a single cell.

3GPP TS25.213 specifies that the 512 downlink primary scrambling codes are organized into 64 groups of 8. Scrambling codes 0 to 7 belong to the same group, as do scrambling codes 8 to 15 and scrambling codes 16 to 23. The organization of scrambling codes into groups allows the UE to complete a three-step cell synchronization procedure using the primary and secondary synchronization channels (P-SCH and S-SCH) and the CPICH. This procedure is applied whenever a UE needs to access a cell or measure the quality of a cell (i.e., during cell selection, cell re-selection, and soft handover). The three-step synchronization procedure is:

- **Step 1**: UE uses the P-SCH to achieve slot synchronization.
- **Step 2**: UE uses the S-SCH to achieve frame synchronization and identify the scrambling code group.
- **Step 3**: UE uses the CPICH to identify the primary scrambling code.

Step 2 involves selecting 1 group out of 64, whereas Step 3 involves selecting 1 code out of 8. Step 3 is likely to be more reliable but also requires more UE processing (i.e., has a greater potential impact upon UE battery life).

It is possible to adopt a scrambling code planning strategy that places the emphasis upon either Step 2 or Step 3. Placing the emphasis upon Step 2 can be achieved by planning the scrambling codes such that neighbors belong to different scrambling code groups. Placing the emphasis upon Step 3 can be achieved by planning the scrambling codes such that neighbors belong to the same scrambling code group. Placing the emphasis upon Step 2 is intended to reduce UE power consumption, whereas placing the emphasis upon Step 3 is intended to improve the reliability of the cell synchronization procedure. The precise difference between the two strategies will depend upon the UE implementation. The difference has not been quantified in the field, and in practice is likely to be very small. It is recommended to plan the scrambling codes such that neighbors belong to the same scrambling code group (i.e., placing the emphasis upon Step 3 to increase reliability). However, other scrambling code strategies can be accepted.

One approach to scrambling code planning, which has been tested in the field and found to be problematic, is to plan the scrambling codes such that each cell belonging to the same NodeB belongs to the same scrambling code group, and also to configure the Tcell RNC database parameter with a value of 0 chips for all cells. If the cells belong to the same scrambling code group, then both their P-SCH and S-SCH will be the same. Configuring Tcell with a value of 0 for all cells means the P-SCH and S-SCH belonging to a specific NodeB will be transmitted simultaneously. This increases the signal strength of the P-SCH and S-SCH in the softer handover regions.
and is intended to improve the reliability of the cell synchronization procedure. However, it has been discovered that some UE implementations do not function properly with this strategy. Transmitting the P-SCH simultaneously from three cells belonging to a NodeB means that a UE observes a single P-SCH rather than three P-SCH (assuming that differences in the propagation distance are small). Some UE interpret this as meaning there is only a single cell present (i.e., they detect the first cell and then stop searching). Other UE complete an exhaustive search and detect all three cells. It is recommended to avoid this scrambling code planning strategy and apply the default configuration for the Tcell RNC database parameter.

The scrambling code planning strategy should account for future network expansion. Future network expansion could mean the inclusion of additional NodeB, increased sectorization of existing NodeB, or the evolution of ROC NodeB to CEC NodeB. Scrambling codes should be excluded from the original plan so they can be assigned when additional cells are introduced. For example, a ROC NodeB scrambling code plan could be based upon using the first two scrambling codes in each group. Neighboring ROC NodeB could be paired and then assigned a pair of scrambling codes from the same group. This is illustrated in Figure 4.10.

Then when the ROC NodeB are upgraded to CEC NodeB, an additional four scrambling codes can be assigned from each group. This would leave two scrambling codes in each group for further network expansion. Making allowances for network expansion in this way means it is more difficult to maximize the number of neighbors which belong to the same scrambling code group. However, it is more important to have a practical process for coping with network expansion and being able to introduce additional scrambling codes without having to re-plan large sections of the network. An approach for a network of CEC NodeB could be to limit the initial scrambling code plan to code groups 0 to 33 and to reserve code groups 34 to 63.
for future network expansion. NodeB could be paired in the same way shown in Figure 4.10, but in the case of CEC NodeB assigning six codes from groups 0 to 33.

The isolation between cells assigned the same scrambling code should be sufficiently great to ensure a UE never receives a scrambling code from one cell while it is expecting to receive the same scrambling code from a second cell (i.e., the second cell is neighbored while the first is not). This scenario can lead to failed active set updates and the network releasing the RRC connection with cause “unspecified.”

Additional rules for scrambling code planning are required at locations close to international borders where there may be another 3G operator using the same RF carrier. Local regulatory bodies should be consulted for national regulations that may have been stipulated. In the case of European countries, the ERC has formulated recommendation “01-01 Border Coordination of UMTS/IMT-2000 Systems.” This recommendation prioritizes the use of specific scrambling code groups on either side of an international border. It also recommends maximum allowed signal strengths for transmissions that cross international borders. In practice, operators are also coordinating the use of RF carriers at international borders.

Scrambling code planning can be completed independently for different RF carriers. If a radio network includes NodeB, which is configured with two or three RF carriers, then it is recommended that the same scrambling code plan be assigned to each carrier. This reduces system complexity and helps reduce the work associated with planning and optimizing the network.

Scrambling code planning should be completed in conjunction with neighbor list planning. Audits should be completed to determine whether or not the neighbor lists reflect the intended scrambling code planning strategy (e.g., neighbors belong to the same scrambling code group). Audits should also be completed to ensure there are no duplicate scrambling codes in any of the neighbor lists. A check should be made to ensure no cells are neighbored to two or more cells that have neighbor lists including the same scrambling code. Cells neighbored to two or more cells that have neighbor lists including the same scrambling code can lead to scrambling code conflicts when neighbor lists are combined for UE that are in soft handover (i.e., one of the neighbors has to be removed from the composite neighbor list). Audits can also be combined with path loss predictions to identify cells that have the same scrambling code and relatively low isolation.

4.3 Site Deployment and Configuration

This section examines the site deployment problem with typical configuration assumptions for WCDMA network. Optimal site locations can be found in an automatic manner by applying site rollout and site selection algorithms, in which a trade-off between coverage, capacity, and costs (CAPEX and OPEX) is achieved.
4.3.1 Site Selection

The site selection targets at optimizing mobile radio networks. It provides flexible methods to modify the configuration of a network in such a way that key performance measures are optimized and pivotal performance targets are met [12].

The working engine behind the site selection is a fast construction and solution of downlink and/or uplink cell equations for a given network configuration from which most performance measures can be deduced. Based on an analysis of the "permitted configurations," a preprocessing tree is constructed that contains all partial coefficients of the cell equations that might be relevant for the construction of the downlink/uplink/combined cell equations of an arbitrary permitted network configuration. This preprocessing tree then allows for an efficient accumulation of the coefficients of the equation system, which in turn yields a fast calculation of the cell transmit/interference powers/activities from which most performance measures can be deduced. One can observe how many configurations are evaluated by looking at the number of evaluations in the status messages (which are issued about once a second) when the algorithm is running after preprocessing.

Based on this fast evaluation, an optimization of the network is performed by evaluating all neighboring configurations of the current configuration and moving to the best of them if this improves the current network configuration. As long as an improvement can be obtained, this optimization step is iterated. When no improvement can be found, the last configuration is stored as the end design. On top of this basic procedure (construct preprocessing tree—perform descent to local minimum), there is the possibility for a repetition (since when many sites are switched off the coefficients in the preprocessing tree might become more and more irrelevant and yield too conservative cell equations) and for a division of large problems into smaller ones, where one part of the network is optimized after another in a circular way.

A key role in the simple local descent iteration is played by the comparison operator between configurations. Here the algorithm allows choosing the relevant performance measures/constraints by assigning priorities to them. For example, one often assigns the monetary cost the highest priority and the coverage constraint the second highest (non-zero) priority.

The site selection can be used, for optimizing cell parameters and selecting sites/cells. It can start from given configurations or empty/full networks. It can look through neighborhoods with selectable depths and iterate through these neighborhoods with a deterministic steepest or gradient descent, or a greedy random descent. However, this flexibility is at the price of a more complex user interaction. Through a large number of parameters, the user has to tell the program what kind of optimization is intended. In addition, in large optimization problems, the preprocessing tree requires a huge amount of computer memory and if a large number of partial interferer coefficients are stored, the evaluation can become slow. Partial coefficients that cannot be stored are accumulated in a so-called “remainder coefficient.” This remainder coefficient can accumulate a large number of small interferers and then...
makes sure these interferers are not neglected in the cell equations. This saves computation time and computer memory, but might yield over-conservative cell transmit powers/channel activities, when the number of stored coefficients becomes too small or when the interferers that belong to the stored coefficients are not active (e.g., are switched off). In these cases, one might have to recalculate the preprocessing tree or allow for a larger number of coefficients within the nodes of the tree. Or one could divide a large problem into smaller ones, which also reduces the preprocessing tree.

4.3.1.1 Candidate Sites and Permitted Configurations

The site selection algorithm starts from a description of the permitted network configurations. Such descriptions consist of a set of potential cells (configured cells which might appear in a network design) and subsets of these cells which we call selection sets and choice sets.

The meaning of a selection set is that all potential cells in this set have to appear together in a permitted network configuration or none of them. In a site selection problem, one can think of a selection set as the set of cells that belong to a site: One has to select all of them or none of them. Since selection sets can consist of a single cell, one can also define “cell selection” problems, where individual cells are selected by putting each potential cell into an individual selection set.

The meaning of a choice set is that exactly one of the potential cells in this set has to appear in a permitted network configuration. In a tilt choice problem, such a set would consist of all potential cells that model the same cell but with different tilt settings. Defining such a choice set means to tell the optimization kit it should choose exactly one of these cells for a solution design. Through a choice set that contains only one potential cell, one can tell the program that this cell must appear in a solution design.

In fact, these sets are hidden from the user: The user just tells the algorithm what kind of problem should be solved by setting the “Permitted Configurations” parameter to either “site selection,” “cell selection,” “tilt choice,” or “azimuth choice.” The program then automatically generates the corresponding selection and choice sets. But the underlying concept is extensible: It is not difficult to use it for further network optimization problems in the future.

4.3.1.2 Optimization Algorithm

Given this definition of permitted configurations and the results of the preprocessing, the algorithm can walk through the permitted configurations and try to improve the performance measures of interest during this walk. The user can choose between several different manners of walking toward an optimized configuration by either “local steepest descent,” “local gradient descent,” “random greedy descent,” or “local immediate descent.”

The “local steepest descent” method evaluates all neighbor network configurations and then replaces the current with the best one found, where the comparison
checks the selected performance measures exactly according to their priority. The
walk stops if no neighbor configuration improves the current network or if the
maximum number of configuration steps has been performed.

The “local gradient descent” method evaluates all neighbor network configurations
and then replaces the current one with the best one, where the comparison
is based on gradients instead of the absolute values of the performance measures.
The walk stops if no neighbor configuration improves the current network, or if the
maximum number of configuration steps has been performed.

The “random greedy descent” method chooses randomly one new configuration
in the neighborhood of the current one and moves to it if it performs better than
the old one. The walk stops if the maximum number of configuration steps has
been performed or if one has evaluated the maximum number of random neighbor
configurations without finding one better than the current one.

The “local immediate descent” is an exotic procedure where improvements are
immediately accepted and the search continues from the improved configuration.
This can speed up the algorithm, but at the cost of perhaps not giving as good results
as the preceding more-thorough search methods.

In all cases, the walk moves from the current configuration to a configuration
within a certain neighborhood of the current one. The neighborhood is defined as all
configurations that can be reached by a given number of permitted elementary steps.
An elementary step is either changing a given permitted configuration by switching
one selection set on or off (adding its cells to the configuration or removing them)
or modifying one cell in a choice set (replacing it by another one of the same
choice set).

However, increasing the search depth to more than 1 usually dramatically in-
creases the computation time because a large number of configurations might have
to be considered before accepting a move. This increase can be controlled through
algorithm parameters.

4.3.1.3 Performance Evaluation and Comparison

Two groups of performance measures exist: ordinary performance measures and per-
formance constraints, which additionally have a target value that should be reached.
The ordinary performance measures are:

- **ActiveCells**: The number of active cells in the evaluated network configura-
tion. Small values are better than large ones.
- **ActiveSites**: The number of active sites. Small values are better than large
ones.
- **MaxOtherCoefficient**: The maximum of the non-diagonal coefficients in
the coupling matrix. Small values are better than large ones.
- **MaxOwnCoefficient**: The maximum diagonal coefficient in the coupling
matrix. Small values are better than large ones.
MaxSiteCostPerAccess: The maximum first-year cost of one basestation location (including hardware) divided by its sum of area and traffic access coverage in percent. Small values are better than large ones.

MaxUserLoadInPercent: The maximum user load of a cell in the network. Small values are better than large ones. If this measure has high priority, the optimization seeks a configuration in which the maximum user load of a cell is as small as possible.

OverloadedCells: The number of overloaded cells. Small values are better than large ones.

TotalFirstYearCost: The most important (nontechnical) performance measure in site selection, namely the total first-year cost of a given network configuration. Small values are better than large ones.

The performance constraints are:

AreaCoverageInPercent: The percentage of the area that can be served (= considered pixels that have a large enough receive signal strength from at least one of the active cells) by the network configuration. Its target value is the area coverage defined in the underlying optimization profile. Large values are better than small ones.

AccessCoverageInPercent: The number of users on the served area of a configuration as a percentage of the number of users in the total considered area. The target value is the access coverage from the underlying optimization profile. Large values are better than small ones.

MinCoverageGapInPercent: Here one looks at the differences of the area coverage in percent and its target value and the traffic coverage in percent and its target value. The smaller of these two differences is the MinCoverageGapInPercent. Large values are better than small ones. The target value of this constraint is 0.

TrafficCoverageInPercent: After solving the cell equations, one can assess the number of customers that can be served by the network. The target value is the traffic coverage from the underlying optimization profile. Large values are better than small ones.

Only performance measures are calculated and displayed during the optimization for which the priority is strictly positive. The one with the largest positive value has highest priority; the one with the lowest positive value, the lowest priority. The positive priorities should be different.

When two evaluations of network configurations are compared, first the number of violations (i.e., number of performance constraints, where the target is not met) is compared. The configuration with fewer violations is better than the other one.

Next, if both configurations have the same nonzero number of violations, the violation with the highest priority is considered. The configuration where the corresponding performance measure has a better value is considered better than the other.
one. If both values agree, the performance measure with a violation and next highest priority is considered, and so on.

If there are no violations or the performance measures of all violated constraints agree, the performance measure with the highest priority is considered: The configuration that has the better value of this performance measure is considered to be better than the other one. If both values agree, one looks at the performance measure with the second highest priority, and so on.

Since the steepest descent algorithm accepts only “better” permitted configurations, this evaluation first tries to reach the performance targets and then to optimize the high-priority measures.

If the optimization method is set to “local gradient descent,” the decision whether a neighbor of the current configuration is better than another neighbor of the current configuration is slightly more complex: Namely, instead of the absolute values, one considers gradients with respect to the current configuration.

### 4.4 Optimization of Cell Configuration

During the optimization phase after the first rollout, the network is still subject to be further optimized. The optimization problem still remains NP hard [13]. The parameters can be finely tuned and targets are analyzed and modeled for suitable heuristic search algorithms. A multi-dimensional optimization process is performed in order to configure the WCDMA system optimally.

#### 4.4.1 Optimization Parameters and Targets

The targets of the radio network optimization are mainly twofold. First target is to minimize the interference caused by the individual cells, while a sufficient coverage over the planning area is maintained. This is in general a trade-off and needs to be balanced (e.g., tilting down the antenna causes lower coverage, but also lower interference in neighboring cells and thus a potentially higher network capacity). Second target is the traffic distribution between cells. It is desirable to maintain similar cell loading of neighboring cells in order to minimize blocking probabilities and maximize spare capacity for traffic fluctuations and a future traffic evolution.

The most effective parameter in network optimization is the antenna tilt. Antenna tilts need to be set such that the traffic within the “own” cell is served with maximum link gain, but at the same time the interference in neighboring cells is minimized. The possible tilt angles are typically restricted because of technical and civil engineering reasons. Especially in the case of collocated sites with multiband antennas, there might be strong restrictions on the possible tilt angles to be taken into account during optimization.

The transmitted pilot channel power and the other common channel powers, which are typically coupled by a fixed offset, are also vital parameters of network
optimization. It needs to be assured that these channels are received with sufficient quality by all users in the serving cell. At the same time, a minimization of the common channel powers yields significant capacity gains: First, additional power becomes available for other (user traffic) channels, and second, the interference is reduced. The gains obtained from reducing the pilot power are often underestimated. It is important to note that in a capacity-limited WCDMA network (e.g., in urban areas) the reduction of pilot power levels by a certain factor also reduces the total transmit power of cells and as a consequence the cell loading by up to the same factor.

Optimization of azimuth angles of sectored sites is of great importance in particular in case of antennas with rather small horizontal beamwidth (e.g., 65 degree versus 90 degree in case of three-sectored sites). In this case, the difference between antenna gains in the direction of the main lobe and the half-angle between neighboring sectors is comparatively large, and cells of neighboring sites might need to be adjusted such that maximum coverage is achieved. It is observed that during optimization, azimuth changes are in particular introduced in order to reduce coverage problems. For possible azimuth angles, typically even stronger restrictions apply than for the tilt angles.

The antenna height is also often a degree of freedom for the optimization. Higher antennas can provide better coverage, but on the other hand also cause more interference in neighboring cells. Additional important parameters are the antenna type and the number of deployed sectors at a site. Both parameters are closely coupled, as a larger number of sectors also suggest the use of an antenna pattern with smaller horizontal beamwidth. The choice of sectorization is typically a trade-off between increased network capacity and higher monetary cost.

4.4.2 Advanced Search Algorithms

The optimization method described in the previous section is well suited for an initial planning and in cases where the level of completeness or accuracy of input data is limited. For a detailed optimization that takes the full set of input data into account, a search approach is proposed [14]. That is, the space of possible configurations denoted as search space is explored in order to find the point in the search space that is optimal with respect to a certain criterion. This point is denoted as the global optimum. An exhaustive search traverses the complete search space in a systematic manner. As all points in the search space are visited, with exhaustive search it is guaranteed to find the global optimum. The search space is very large for typical applications in network planning. For each site there can easily be several hundreds of possible configurations. Furthermore, configurations of different sites cannot be considered independently, so the amount of possible network configurations grows exponentially with the number of sites. Hence targeting this area, an exhaustive search is too time-consuming and local search algorithms are commonly used for network optimization purposes.
Local search algorithms start at some point in the search space denoted as initial solution and subsequently move from the present to neighboring solutions, if they fulfill some criterion (i.e., appear to be better or more promising). Local search algorithms cannot guarantee to find the global optimum. The objective of the search algorithm—developed or tailored for a particular problem—is to find a solution that is at least close to the global optimum. Local search algorithms are thus often classified as heuristics [15].

The basic procedure of the local search is independent of the actual search algorithm applied. Starting from the initial solution in each search step first a search neighborhood is generated. The search neighborhood is a subset of points from the search space that are close to the current solution (i.e., that have some attributes in common with the current solution). The point that is most appropriate with respect to some criterion is selected from the search neighborhood and accepted as a new initial solution for the next search step. If no appropriate new solution is found (or some other stop criterion is fulfilled), the search is terminated. The comparison of points from the search space is carried out by means of cost values associated with them. The cost values are generated from a cost function, in the literature often also referred to as objective function. The objective function maps a given point in the search space to a cost value. The cost value can be a scalar but could also be represented by a vector. In the latter case, an appropriate function to compare cost values needs to be defined.

Local search algorithms are very much application-specific. However, several search paradigms have been developed in the last three decades. The simplest search paradigm is the descent method. This method always selects the solution from the neighborhood that has lowest cost. If this value is lower than the lowest value in the last search step, the solution is accepted as a new solution, otherwise the algorithm is terminated. The algorithm hence explores the search space by always moving in the direction of the greatest improvement, so it typically gets trapped in a local minimum. A local minimum is a solution that is optimal with respect to the search neighborhood but which generally is worse than the global optimum. In order to escape from local minima, among several others, one widely applied approach is to carry out restarts—that is, the local search is restarted from a new solution selected from a different area of the search space. The new start solutions are often selected randomly. If restarts are applied, the algorithm, strictly speaking, is not a local search algorithm anymore.

Another option for escaping from local minima is to also accept cost-deteriorating neighbors under certain conditions. The most prominent local search paradigms that apply this strategy are simulated annealing and tabu search [15, 16].

Simulated annealing is based on an analogy with the physical annealing process. In simulated annealing, improving points from the neighborhood are always selected when exploring the search neighborhood, while non-improving points are accepted as new solutions with a certain probability. The probability of acceptance is a function of the level of deterioration, but also gradually decreases during the
algorithm execution. The reduction of the probability of acceptance is determined by the cooling scheme [16].

In contrast to the simulated annealing which comprises randomness, classical tabu search is deterministic. The basic operation is equivalent to the descent method, with the difference that the best point from the neighborhood is also accepted if it is worse than the current solution. In this way, the search is directed away from local minima. In order to avoid a move back to already visited solutions, a tabu list is introduced. The tabu list typically contains sets of attributes of solutions that have already been visited. If a point from the neighborhood exhibits one of the sets of attributes stored in the tabu list, the point is only accepted as a new solution if its quality (i.e., cost) exceeds a certain aspiration level. The tabu list is updated, keeping the individual entries only for a number of iterations. The size of the tabu list is a very important design parameter of the tabu search. It, in particular, needs to be chosen large enough to prevent cycling, but a too large list might introduce too many restrictions. Several enhancements to the basic operation of the tabu search have been introduced, most of which modify the handling of the tabu list. These include intensification and diversification schemes [16].

4.4.3 Optimization Process

The basic structure of the local search algorithm that has been developed for an optimization of WCDMA networks is depicted in Figure 4.11.

The algorithm comprises the basic elements of a local search method that have been presented in the previous section. The local search starts from an initial solution, which can for example be the current configuration of the network to be optimized, a manually planned solution, or a solution suggested by the fast heuristics presented in the previous section.

At the beginning of each search step, the search neighborhood is generated. At first, a cluster of cells is selected for which parameter changes are considered. Based on the selected cells, the search neighborhood is generated and explored to yield a new solution.

The quality of a certain solution is assessed by a performance analysis. The choice of the method depends on the particular application and is a trade-off between accuracy and the speed of the optimization process. From the results of the performance analysis, a cost value is generated by means of a cost function. The cost function is basically a linear combination of the evaluated quantities. In addition, penalty components are added if certain thresholds are exceeded for any of the different cost function components (e.g., coverage probability below some design target). The search process can be guided by appropriately setting weights for the different cost function components.

As a search paradigm, either a descend method or a tabu search can be applied. The tabu list is maintained independent of the selected search paradigm. The search paradigm only influences the way in which the search is terminated. In case of the
The performance of the local search method strongly depends on the applied performance evaluation. The choice between the methods is a trade-off between accuracy and running time. The basic static method is the fastest, but as was shown, it has some weaknesses in terms of the accuracy of results. The presented statistical methods significantly outperform the latter method in accuracy of results, but even if implemented efficiently are of higher computational complexity, especially if the experimental analysis is applied for evaluating quantities per pixel. The local search optimization presented in this section can be extended to yield a hybrid method that makes use of two methods for performance evaluation. The exploration of the neighborhood is split into two parts. In a first step, the neighborhood is explored by the use of a simple and fast basic performance evaluation method. As a result, a list of candidate solutions is generated. The list is sorted with respect to cost values. The next candidate solution is selected from this list using a more accurate but also more time-consuming advanced performance evaluation. Either the first improving solution from the list or the best solution from a subset of most promising solutions ("short list") is selected.
4.5 Summary

WCDMA radio network planning has to take a set of system parameters into account, and poses the problem to select antenna locations and configurations with respect to contradictory goals: low costs versus high performance. This chapter discusses the radio network planning objective, process, and challenges. Two fundamental approaches to WCDMA radio network planning path loss-based approach and simulation-based approach are described. The important factors that affect the coverage and capacity analysis are discussed as well, including site selection, propagation modeling, link budgets, power planning, soft handover, and scrambling code planning. It has been analyzed that WCDMA radio network planning is no more straightforward than the classic network planning method.

Furthermore, this chapter presents automated methods for selecting optimal antenna locations, configuring antenna parameters and optimizing transmit powers. Choosing a powerful optimization tool in order to search for the optimal network design in mass combinations of possibilities is always placed as the first task before the commercial launch of the mobile network. The network planning methods described in this chapter are basically applicable to other similar air interfaces, such as CDMA2000, TD-SCDMA, LTE, and WiMAX. A new trend exists that network operators utilize a common platform embedded with multistandard multiband technologies. In such cases, the proposed methods can be installed in the common Operation and Maintenance Center for the purpose of automatically optimizing the multi-standard system in a real-time manner.
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5.1 Physical Layer of TD-SCDMA

5.1.1 Transport Channels

A typical TD-SCDMA wireless network can be divided into two parts: radio access network (RAN) and core network (CN) [1]. The physical layer offers data transport services to higher layers via the transport channel. A transport channel is defined by how the data is transferred over the air interface. In 3GPP specifications, transport channels are classified into two groups [2]: dedicated transport channel (DTrCH) and common transport channel (CTrCH).
DTrCH uses inherent addressing of user equipment (UE). The data on the DTrCH is only transmitted to a single user per time slot. The user is identified by the physical channel (i.e., code, time slot, and frequency) in TD-SCDMA systems. Only one type of DTrCH in TD-SCDMA systems is used to bear the user information or control information between the network and the specific user of either up- or downlinks.

CTrCH uses explicit addressing of UE if addressing is needed. The CTrCH is always shared among many users. And the user’s ID is needed only while the CTrCH offers services to a specific user. Six types of CTrCH exist in TD-SCDMA systems: broadcast channel (BCH), paging channel (PCH), forward access channel (FACH), random access channel (RACH), uplink shared channel (USCH), and downlink shared channel (DSCH). The main characteristics of these channels are listed next.

- **BCH**, a downlink transport channel used to broadcast system or cell information to all UEs in a cell.
- **PCH**, a downlink transport channel used to transmit control information to a mobile station when the system does not know the location of the mobile station.
- **FACH**, a downlink transport channel used to transmit control information to a mobile station when the system knows the location cell of the mobile station; may also carry short user packets.
- **RACH**, an uplink transport channel used to carry control information from the mobile station; may also carry short user data packets.
- **USCH**, an uplink transport channel shared by several UEs carrying dedicated control or traffic data.
- **DSCH**, a downlink transport channel shared by several UEs carrying dedicated control or traffic data.

### 5.1.2 Physical Channels

The physical channel in TD-SCDMA systems takes a four-layer structure with respect to time slots/codes, subframe, radio frames, and system frame. The radio frame and time slot resources can be flexibly configured according to the service requirement by the upper layer radio resource management (RRM) entity.

A physical channel in TD-SCDMA systems is a burst, which also appears as a time slot in a preconfigured radio frame. The radio frame configuration can be continuous (i.e., the time slots in all frames are distributed to a certain physical channel) or discontinuous that is, only the time slots of part frames are distributed to a physical channel. The time slots are used in the sense of a TDMA component to separate different user signals in the time domain. A typical time slot is the combination of a data part, a midamble and a guard period. A transmitter could send several bursts at a time. However, in this case, the data part is distinguished by different orthogonal
variable spreading factor (OVSF) channelization codes, but should be scrambled by the same scrambling code. The midamble parts of different data are obtained by the different shifts of the same basic midamble sequence. Therefore, the codes are used to separate different user signals in the code domain. Above all, a physical channel in TD-SCDMA systems is defined by frequency, time slot, channelization code, burst type, and radio frame number.

The specific radio frame structure in TD-SCDMA systems is depicted in Figure 5.1. A subframe contains seven 675 μs normal time slots and three special time slots. The three special time slots are downlink pilot time slot (DwPTS), guard period (GP), and uplink pilot time slot (UpPTS). The seven normal time slots are assigned to either up- or downlink for data transmission. In TD-SCDMA systems, TS0 is always allocated for downlink while TS1 is always allocated for uplink. The time slots for up- and downlink are separated by switching points. In each subframe of 5 ms, there are two switching points. One is the special time slot GP, the other is located in time slots TS1 to TS6. The flexible time slot resource distribution between up- and downlink depends on the second switch point setting among TS1 to TS6. In future service requirements, spectrum efficiency for asymmetric data transmission is a key challenge. Asymmetric data services are distinguished by very different traffic loads on up- and downlink. Consequently, WCDMA and CDMA2000 with symmetric paired frequency bands lead to low utilization of the spectrum. In contrast, by a flexible switching point configuration, the TD-SCDMA scheme allows full frequency utilization and application of both symmetric and asymmetric traffic loads.

![Figure 5.1 TD-SCDMA radio frame structure.](image-url)
From the preceding introduction, it is known that there are four kinds of time slots in TD-SCDMA systems: DwPTS, UpPTS, GP, and the normal time slot. Their characteristics and structures are listed as follows.

- **DwPTS**: DwPTS is used for downlink synchronization and channel estimation. The time slot contains a synchronization downlink sequence (SYNC-DL) of 64 chips and a guard period of 32 chips, whose structure is shown in Figure 5.2. The SYNC-DL in TD-SCDMA systems is a group of pseudo-noise (PN) codes, which is also used for cell identification. Two main advantages can be obtained via configuring a single time slot for DwPTS: (1) getting downlink synchronization quickly and (2) mitigating the interference to/from other downlink signals.

- **UpPTS**: UpPTS is used for uplink synchronization. The time slot contains a synchronization uplink sequence (SYNC-UL) of 128 chips and a guard period of 32 chips, whose structure is shown Figure 5.3. The SYNC-UL in TD-SCDMA systems is also a group of pseudo-noise (PN) codes, which is used for user identification in the random access procedure.

- **GP**: GP is the switching point from transmitting to receiving at base station (BS) node. The duration of GP is 96 chips, from which we can calculate the basic cell radius:

  \[ R = \frac{1}{2} \times \frac{96 \text{ chips}}{1.28 \times 10^6 \text{ chips/s}} \times 3 \times 10^5 \text{ km/s} = 11.25 \text{ km} \]

  where \( 1.28 \times 10^6 \text{ chips/s} \) is the chip rate of TD-SCDMA. Basically, the GP should be long enough to avoid interference between up- and downlink.

- **Normal Time Slot**: A normal time slot consists of two data symbol fields, a midamble of 144 chips and a guard period. The data fields of the burst are
352 chips long. The length of the guard period is 16 chips. A normal time slot structure is presented in Figure 5.4. The midamble doesn’t carry any data information. It is only a pilot for channel estimation, synchronization, and radio resource measurement, etc.

5.1.3 Mapping of Transport Channels to Physical Channels

The physical channels in TD-SCDMA systems can be divided into two types: the dedicated physical channel (DPCH) and common physical channel (CPCH). The details of physical channels are introduced in Figure 5.5.

The mapping of transport channels to physical channels in TD-SCDMA can be obtained from Figure 5.6.
5.1.4 Physical Layer Procedures in TD-SCDMA Systems

5.1.4.1 Power Control

In TD-SCDMA systems, the system capacity is limited due to the near/far problem, code asynchronicity and the spreading code non-orthogonality. In order to solve these problems, the power control technology has been adopted. The basic purpose of power control is to limit the interference level within the system, thus mitigating the inter-cell interference and reducing the power consumption in the UE. The characteristics of power control in TD-SCDMA systems are summarized in Table 5.1.

5.1.4.2 Uplink Synchronization

In CDMA systems, the downlink signals are broadcast to all users. Thus, the downlink synchronization at all UE nodes is perfect. In contrast, the uplink synchronization requires that the signals transmitted from different users who are distributed at different geographic positions arrive at the BS node simultaneously. Therefore, to obtain uplink synchronization in TD-SCDMA systems is a key step that influences the whole system performance.

Table 5.1 Power Control Characteristics of TD-SCDMA

<table>
<thead>
<tr>
<th></th>
<th>Uplink</th>
<th>Downlink</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power control rate</td>
<td>Variable closed loop:</td>
<td>Variable closed loop:</td>
</tr>
<tr>
<td></td>
<td>0–200 cycles/sec.</td>
<td>0–200 cycles/sec.</td>
</tr>
<tr>
<td></td>
<td>Open loop: about 200</td>
<td></td>
</tr>
<tr>
<td></td>
<td>us–3575 us delay</td>
<td></td>
</tr>
<tr>
<td>Step size</td>
<td>1, 2, 3 dB (closed loop)</td>
<td>1, 2, 3 dB (closed loop)</td>
</tr>
</tbody>
</table>
The uplink synchronization procedure contains preparation, establishment, and maintenance. When a UE is powered on, it first needs to establish the downlink synchronization with the targeted cell. Only after the UE has established the downlink synchronization, it will start the uplink synchronization procedure. The establishment of uplink synchronization is done during the random access procedure and involves the UpPCH and the PRACH. Although the UE can receive the downlink signal from the BS, the distance to the BS is still uncertain. This would lead to unsynchronized uplink transmission. Therefore, the first transmission in the uplink direction is performed in a special time slot UpPTS or other uplink access position indicated by RAN to reduce interference in the traffic time slots. After the detection of the synchronization uplink sequences in the searching window, the BS will evaluate the timing, and reply by sending the adjustment information to the UE to modify its timing for the next transmission. This is done with the FPACH within the following four subframes. After sending the PRACH, the uplink synchronization is established. The uplink synchronization procedure will also be implemented when uplink is out of synchronization. Uplink synchronization is maintained in TD-SCDMA systems by sending the uplink advanced in time with respect to the timing of the received downlink. For the maintenance of the uplink synchronization, the midamble field of each uplink burst can be used. In each uplink time slot, the midamble for each UE is different. The BS may estimate the timing by evaluating the channel impulse response of each UE in the same time slot. Then, in the next available downlink time slot, the BS will signal synchronization shift (SS) commands to enable the UE to adjust its transmission timing properly.

5.1.4.3 Cell Search

The UE in the cell search procedure is aimed at obtaining the DwPTS synchronization, scrambling code, and basic midamble code of the targeted cell, meanwhile controlling the multiframe synchronization and reading the BCH. The entire procedure is carried out in four steps:

- **Search for DwPTS:** By the SYNC-DL (in DwPTS), UE requires downlink synchronization to the targeted cell. This step is typically realized by one or more filters (or any similar device) matched to the received SYNC-DL, which is chosen from the PN sequences set. During this procedure, the UE needs to identify which of the 32 possible synchronization downlink sequences is used.

- **Scrambling and Basic Midamble Codes Identification:** The UE receives the midamble of the P-CCPCH, which is followed by the DwPTS. In TD-SCDMA systems, each DwPTS code corresponds to a group of four different basic midamble codes. Therefore, there are a total of 128 midamble codes and these codes do not overlap. Since the 32 SYNC-DL and the group of 32 basic midamble codes of the P-CCPCH are related (i.e., once the SYNC-DL is detected, the four midamble codes can be determined), the UE knows which four basic midamble codes are used after detecting the SYNC-DL. Then the UE
can determine the used basic midamble code using a trial-and-error technique. The same basic midamble code will be used throughout the frame. Since each basic midamble code is associated with a scrambling code, the scrambling code is also known by that time. According to the result of the search for the right midamble code, UE may go to the next step or go back to the previous step.

- **Control Multiframe Synchronization:** The UE searches for the master indication block (MIB) of the multiframe of the BCH. The control multiframe is positioned by a sequence of QPSK symbols modulated on the DwPTS. Consecutive DwPTSs are sufficient for detecting the current position in the control multiframe. According to the result of the control multiframe synchronization for the right midamble code, UE may go to the next step or go back to the previous step.

- **Read the BCH:** The broadcast information of the found cell in one or several BCHs is read. According to the result, the UE may move back to previous steps or the initial cell search will be finished.

### 5.1.4.4 Random Access Procedure

The physical random-access procedure is performed as follows:

**UE side:**

1. Set the signature re-transmission counter to $M$ (allocate eight SYNC-UL sequences to UpPTS).
2. Set the signature transmission power to Signature\_Initial\_Power.
3. Based on the type of random access and the transport format indicated by the media access control (MAC) layer, an E-RUCCH or unique RACH used for the radio access is chosen. Then randomly select one UpPCH subchannel and one signature, respectively, from the available ones for the given access service class (ASC). The random function shall be such that each of the allowed selections is chosen with equal probability.
4. Transmit the signature at UpPCH or other uplink access positions indicated by higher layers using the selected UpPCH subchannel at the signature transmission power. Should the commanded signature transmission power exceed the maximum allowed value, set the signature transmission power to the maximum allowed power.
5. After sending a signature, listen to the relevant FPACH for the next $N$ (the maximum signature subframe number ensured on the network side) subframes to get the network acknowledgement. The UE will read the FPACH $i$ associated with the transmitted UpPCH only in the subframes fulfilling the following relation:

\[
(SFN' \mod L_i) = n_{RACH_i}; \quad n_{RACH_i} = 0, \ldots, N_{RACH_i} - 1 \quad (5.1)
\]
Here, FPACH to which UE should listen is decided according to the following formula:

\[ FPACH_i = N \mod M \] (5.2)

where \( FPACH_i \) denotes the \( i \)th FPACH, \( L_i \) is the length of the RACH transport block, \( n_{RACH_i} \) is the PRACH that corresponds to the \( i \)th FPACH, \( N_{RACH_i} \) is the PRACH total number that the \( i \)th FPACH corresponds to, \( N \) denotes the signature number (0...7) and \( M \) denotes the maximum number of FPACHs defined in the cell.

6. In case no valid answer is detected in the due time, increase the signature transmission power by \( \Delta P_0 = \text{Power Ramp Step}[dB] \), decrease the signature re-transmission counter by one and if it is still greater than 0, then repeat the steps starting from step 3; otherwise report a random access failure to the MAC sublayer.

7. In case a valid answer is detected in the due time:
   a. Set the timing and power level values according to the indication received by the network in the \( FPACH_i \).
   b. Send at the subframe coming two subframes after the one carrying the signature acknowledgement, the RACH message on the relevant PRACH. In case \( L_i \) is bigger than one and the subframe number of the acknowledgement is odd, the UE will wait one more subframe. The relevant PRACH is the \( n_{RACH_i} \)th PRACH associated to the \( FPACH_i \) if the following equation is fulfilled:

\[ (SFN' \mod L_i) = n_{RACH_i} \] (5.3)

Here \( SFN' \) is the subframe number of the arrival of the acknowledgement.

On both UpPCH and PRACH, the transmit power level should never exceed the indicated value signaled by the network.

Network side:

1. The Node B will transmit the \( FPACH_i \) associated with the received UpPCH only in the subframes fulfilling the following relation:

\[ (SFN' \mod L_i) = n_{RACH_i}; n_{RACH_i} = 0, \ldots, N_{RACH_i} - 1 \] (5.4)

where FPACH number \( i \) is selected according to the following formula based on the acknowledged signature:

\[ FPACH_i = N \mod M \] (5.5)
where $N$ denotes the signature number ($0 \ldots 7$) and $M$ denotes the maximum number of FPACH defined in the cell.

2. The Node B will not acknowledge UpPCHs transmitted more than $N$ subframes ago.

3. At the reception of a valid signature, measure the timing deviation with respect to the reference time, $T_{ref}$ of the received first path in time from the UpPCH and acknowledge the detected signature sending the FPACH burst onto the relevant FPACH.

### 5.1.5 Physical Layer Techniques in TD-SCDMA Systems

Because of the special physical-layer structure of TD-SCDMA, many advanced wireless transmission techniques could be applied to improve the spectral efficiency. The techniques also have an impact on network planning and optimization. Some key techniques of TD-SCDMA are introduced in this section. And we also briefly point out how these radio transmission techniques influence the strategies in network planning and optimization.

- **TDD:** In the TDD mode \[3\], the paired frequency bands for up- and downlink is not necessary. The time slots in the TDD physical channel are divided into transmission and receiver types. Though compared with the FDD mode, the TDD brings new challenges in system design, such as small coverage, difficulty in supporting high-speed mobile users and the requirement of high-precision synchronization. The TDD mode also has many attractive advantages. For instances, channel state information (CSI) reciprocity on up- and downlink, higher spectral efficiency, lower power control requirements, high-quality receiver at UE, and a more convenient way to adopt smart antenna technology. Furthermore, the resources planning in TDD mode are more flexible than that in FDD mode. For instance, in TD-SCDMA systems, the time slots could be allocated to up- and downlink according to the service types.

- **Synchronization:** The main difference of the synchronization procedure between TD-SCDMA and other 3G standards is that a special time slot in the TD-SCDMA frame is used for quick and accurate synchronization. As a consequence, the synchronized signals are subject to lower interference in TD-SCDMA systems, and the UE and BS nodes can synchronize quickly. The synchronization procedure has been introduced before. It should be noted that the basic SYNC-UL and SYNC-DL codes distribution to different cells is always the first step in code planning, which is related to the planning of midamble and channelization codes. The specific details will be introduced in the section on resource planning.

- **Joint Detection:** Joint detection is one of the multiuser detection techniques. In CDMA systems, different users’ signals overlap on both the
time- and frequency-domain. Thus an efficient signal processing technique is needed to distinguish the overlapped signals at the receiver. If the spreading codes of different users are non-orthogonal, the traditional single-user detection cannot eliminate the multiple access interference (MAI). Consequently, the recovered signal quality degrades severely. The joint detection technique takes into account all users’ data and can separate all users’ signals simultaneously at the BS node. Furthermore, the MAI can be eliminated totally and the near/far problem is solved perfectly. The specific details about joint detection can be found in [4–6]. As the joint detection technique is adopted in TD-SCDMA system, the interference among different users at the same time slot can be restrained effectively and the system capacity is improved, which should be considered fully when implementing network planning and optimization. For instance, because the MAI is eliminated in TD-SCDMA systems, the cell-breathing effect in TD-SCDMA is less severe than that in WCDMA. It also means the relation between coverage and capacity in TD-SCDMA is not as close as that in WCDMA. And different services always have the same coverage radius in TD-SCDMA, which means that in-network planning coverage planning and capacity planning can be separated.

**Dynamic Channel Allocation:** The radio resources in TD-SCDMA systems contain frequency, time slot, code, power, and space. The physical channels are marked by their frequency, codes, and time slots. In the dynamic channel allocation (DCA) algorithm, the channels do not belong to a single cell inherently, but can be distributed to many cells. In realistic cases, the radio network controller (RNC) plays the role of RRM. The resources distribution should consider the whole network parameters, system load, and quality of service (QoS) parameters. The DCA technology is applied to TD-SCDMA conveniently due to the special frame structure. And higher spectral efficiency and system capacity can be obtained by applying the technique. Furthermore, the resources planning in TD-SCDMA systems is simplified because of the utilization of the DCA technique.

**Baton Handoff:** It has been known that the soft handoff in CDMA systems is more reliable and efficient than the hard handoff, and the soft handoff technique has been used in WCDMA and CDMA2000 systems. However, a deficiency of soft handoff is that the procedure needs more channel resources because the UE still connects the primary BS when it switches to a new BS. Considering the trade-off between handoff quality and resources utilization, a handoff technique called baton handoff is used in TD-SCDMA systems. When a UE implements the baton handoff, it builds the signaling connection with a new BS at first. Then the UE cuts off the service connection with the primary BS and moves the service connection to the new BS. If the service handoff is successful, the UE cuts off the signaling connection with the primary BS. After these procedures, the baton handoff is finished and the UE only communicates with the new BS. As the UE could be positioned precisely due to smart antenna
and synchronization techniques in TD-SCDMA systems, the baton handoff can be implemented and the system loads will be reduced. Consequently, the system performance gets optimized.

■ **Smart Antenna:** Smart antenna as a kind of space duplex multi-access (SDMA) technique can separate the signals occupying the same time-frequency-code resources. The smart antenna technique has been researched widely, and many specific technique details can be found in [7, 8]. Now in the three mainstream 3G standards, only TD-SCDMA has declared it would adopt the smart antenna technique. In contrast, the discussion is continued in WCDMA and CDMA2000. One major reason for the utilization of smart antenna technology in TD-SCDMA systems is that the TDD frame structure is suited to obtain CSI reciprocity between up- and downlink. Thus the implementation complexity is reduced in TDD systems. Because of the utilization of smart antenna, the system capacity and spectral efficiency are improved, and a great convenience is brought when we do network planning and optimization.

■ **Software-Defined Radio:** In the software-defined radio technique [9, 10], all protocols and commands are implemented on a programmable hardware platform by software control. It means that we can provide different services via the same hardware platform, which is very attractive from the aspect of the operator. In TD-SCDMA systems asymmetric services are supported, which means the resources allocated to up- and downlink are also asymmetric. Because of the application of the software-defined radio technique, the resources allocation in different services is self-planning. Another important use of software-defined radio is that the smart antenna technology is dependant on software control according to the transmission environment.

### 5.2 Coverage Planning

A coverage planning is the initial step in network construction. The initial coverage quality always determines the increase in subscribers and the profit obtained from this network. Therefore, coverage planning is one of the decisive factors in whether the network operates in a healthy manner.

#### 5.2.1 Coverage Region Partition

A coverage region partition is a complicated work. There needs to be a great deal of work done regarding data preparation before detailed implementation is carried out. Furthermore, influences from these kinds of factors should be taken into account so the optimal scheme is chosen. For instance, we should do some research to find out the potential user’s number of the network, the population destiny in a region, the geographic environment information, the existing network coverage and their operation, the demand of each service, etc. After obtaining the information, we
can estimate the minimum system capacity, the required BS node number, and the position and coverage radius of each BS in the region. Another important factor that should be considered in the initial coverage planning is that the network will be extended in the future. The initial planning should be convenient for the network extension.

Though many factors should be considered in coverage region partitions, two key characteristics of a region should have high priority: geographic environment and services distribution.

Information on the geographic environment should be obtained first in network planning, which contains terrain, distribution of buildings, building materials, and the traffic situation. And we should analyze the environment characteristics’ impact on the transmission of electromagnetic waves. Then, according to the information, we can choose the proper wireless transmission channel model, and decide the BS position and the coverage radius. From the operators’ aspect, the total environments can be classified into five categories: intensive urban, general urban, suburban, rural, and sparsely populated area. Each scenario has its own characteristics and should be treated differently.

The services distribution contains the network user’s number in a region and their requirement. The services can be classified into different categories according to their service users and QoS requirement. For instance, the voice services have a relatively low transmission rate and can tolerate some distortion, but the total delay must be less than about 100 ms or else it becomes noticeable to the users. Therefore, these real-time services need to occupy the physical channel constantly. In contrast, the data services always require a high transmission quality with the low BERs (a BER of $10^{-6}$ or less) but do not need a small delay. The radio resources allocated for these non-real-time services can be noncontinuous and shared among users. For a specific service, the connection probability is always as the indicator of coverage quality. The connected probability is defined as the probability that the users communicate with the BS node successfully within the coverage region. Specifically, the edge coverage probability is an important indicator of coverage quality, for the cell-edge users always receive the worse QoS. In realistic cases, the coverage region partition according to the service requirements load can be classified as intensive service region, high-density service region, normal-density service region, and low-density service region.

We have mentioned before that low interference exists in a time slot due to the utilization of smart antenna and DCA techniques. Therefore, different services in TD-SCDMA systems almost have the same coverage radius. And the service planning can be separated from propagation environment for convenience. However, it doesn’t mean that the service is independent with the propagation environment. Instead, the service and the geographic environment contact with each other closely and should be considered together for the optimal planning. For instance, in rural areas, the voice services are the main service requirement and the demand of data services is little, whereas both the data and voice services are the main demands in urban areas.
As the initial work in coverage planning, the coverage region partition determines the network size and the initial investment budget. So we should collect enough information and analyze this information comprehensively. Either way, it is aimed at obtaining as high a profit as possible with the most acceptable cost.

### 5.2.2 Link Budget

Link budget is an efficient method to analyze the wireless network coverage, which is also applied in the whole procedure of network planning and optimization. According to the pre-collected information and the initial coverage partition, the link budget can obtain the permitted maximum power loss so the maximum allowable path loss of each service can be calculated. The maximum allowable path loss is an important reference used for cell parameter configuration, such as the BS position and cell radius.

The specific procedures of up- and downlink budgets are almost the same. But their budget results are used for different purposes. The UE is constrained by transmitted power, so the uplink budget is always used to determine the cell coverage radius. At BS node, the total power will be shared among users. The downlink capacity is also constraint as the access users’ numbers increase. Thus the downlink budget is always used to estimate the system capacity. The general link budget model is depicted in Figure 5.7. It is shown that the whole link budget procedure contains three parts: equivalent isotropically radiated power (EIRP) calculation, space propagation loss calculation, and the minimum input level sensitivity calculation.

#### 5.2.2.1 EIRP

The EIRP is the effective power transmitted from BS, after variable gains and attenuations, which can be calculated as the following formula:

$$P_{\text{EIRP}} = P_t + G_t - L_t,$$

(5.6)
Table 5.2 UE Power Classes

<table>
<thead>
<tr>
<th>Power Class</th>
<th>Nominal Maximum Output Power</th>
<th>Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+30 dBm</td>
<td>+1 dB/−3 dB</td>
</tr>
<tr>
<td>2</td>
<td>+24 dBm</td>
<td>+1 dB/−3 dB</td>
</tr>
<tr>
<td>3</td>
<td>+21 dBm</td>
<td>+2 dB/−2 dB</td>
</tr>
<tr>
<td>4</td>
<td>+10 dBm</td>
<td>+4 dB/−4 dB</td>
</tr>
</tbody>
</table>

where $P_t$ denotes the real transmitted power at BS node, $G_t$ is the transmission antenna gain, and $L_t$ is the feeder loss at transmission node. The downlink $P_t$ denotes the transmitted power on physical channel at BS node. A time slot of TD-SCDMA contains 16 channels. Thus, a physical channel only transmits $1/16$ of the total transmitted power. And the transmitted power of each service is determined by the channel number occupied by the service. For instance, 12.2 kbps voice service occupies two physical channels in a time slot and its transmitted power is $1/8$ of the total transmitted power. In uplink, the $P_t$ only denotes the DPCH transmitted power. According to the 3GPP specification [11], four types of power classes are defined for TD-SCDMA, which are given in Table 5.2.

### 5.2.2.2 Space Propagation Loss

The space propagation loss refers to the large scale fading caused by the wireless propagation environment and the transmission distance. The propagation loss contains path loss and shadowing and is modeled as a function of the transmission distance. The specific details about space propagation loss model can be found in [12, 13]. In coverage radius planning, the maximum permitted space propagation loss needs to be estimated first. Then, according to the transmission environment, a proper space propagation loss model should be chosen. Last, we obtain the permitted coverage radius by calculating the propagation loss function. In the following link budget procedure, $L_s$ is used to denote the allowable space propagation loss.

### 5.2.2.3 Minimum Input Level Sensitivity

The minimum input level sensitivity contains two parts: the effective input power and the interference. The effective input power is given by

$$P_i = P_r + G_r - L_r$$  \hspace{1cm} (5.7)

where $P_r$ denotes the received power, $G_r$ is the receiver antenna gain, and $L_r$ is the feeder loss at receiver node. The interference can be divided into three parts: intra-cell interference, inter-cell interference, and noise.
\[ I = I_{\text{intra}} + I_{\text{inter}} + N \]  (5.8)

where \( I_{\text{intra}}, I_{\text{inter}}, \) and \( N \) denotes intra-cell interference, inter-cell interference, and noise, respectively.

In realistic systems, each service has its required minimum input level sensitivity value \( \gamma \). It should be guaranteed that the received signal-to-interference-plus-noise ratio (SINR) is larger than this sensitivity, i.e.,

\[ \frac{P_i}{I} \geq \gamma \]  (5.9)

5.2.2.4 Maximum Coverage Radius Calculation

An important function of the link budget is to calculate the maximum coverage radius of a BS node. The calculation procedure follows the steps:

1. According to the transmitted power \( P_t \), transmission antenna gain \( G_t \), and transmission feeder loss \( L_t \), calculate the EIRP \( P_{\text{EIRP}} \).
2. According to the required minimum input level sensitivity \( \gamma \) and the estimated total interference \( I \), calculate the effective input power \( P_i = \gamma I \).
3. According to Equation 5.7, calculate the received power \( P_r = P_{\text{EIRP}} - L_r - G_r \).
4. Calculate the space propagation loss \( L_s = P_{\text{EIRP}} - P_r \).
5. According to the propagation environment, choose the proper wireless propagation loss model \( L_s = f(r) \), where variable \( r \) is the transmission distance.

At last, calculate the coverage radius \( r = f^{-1}(L_s) \).

5.2.3 Link Balance

The link budget only focuses on a single service coverage planning. In realistic TD-SCDMA coverage analysis, many factors should be considered simultaneously, which is also called link balance and contains three types: different service link balance, up- and downlink balance, control and service channel balance.

In a network, the QoS requirement and coverage region of each service is different. Consequently, the coverage radii of different services estimated by the link budget also are not the same. In practical coverage planning, all of the services should be available to all users in a cell. In order to achieve the requirement, the link budget of each service is calculated first. Then, we can choose the link budget result of the strictest requirement service as the network planning reference.

For a wireless network, the coverage radii of up- and downlink obtained by the link budget are always different. The UE performance is always limited by power, in contrast, the power is not a problem at BS node. As a result, there is a gap between the power transmitted from up- and downlink. If the uplink signals are too weak and the downlink signals are too strong, many problems will be caused in a handoff.
procedure. For example, the downlink pilot signal indicates the UE to implement the handoff, but the signals transmitted from UE are not strong enough to connect to another cell. As a result, the transmission link will be cut off. In order to avoid the unanticipated situation, the up- and downlink balance should be obtained after the link budget. As the uplink budget is always the reference of coverage, the uplink budget result is considered the coverage reference in system construction.

Another factor that should be taken into account in link coverage analysis is the balance between the control and service channel. In the TD-SCDMA system, the control information is broadcast to the whole cell. Thus, the control signals should be strong enough. Meanwhile, the power for the service channel also should be strong enough to guarantee the QoS will not be impacted. The balance of the control channel and the service channel not only denote the power allocation balance, but also the code and time slot allocation. Generally speaking, in the initial access period, the BS and UE need to transmit control signals to get cell search and synchronization, etc. Thus, the control channel should occupy more radio resources. In contrast, in the service providing period, the service channel should be allocated more radio resources.

5.3 Capacity Planning

5.3.1 Factors Influencing System Capacity

The system capacity of a wireless network is determined by the usable radio resources. A compound access scheme containing time duplex, frequency duplex, code duplex, and space duplex is adopted in TD-SCDMA systems. Therefore, the usable radio resources include time slot, frequency, code, and space. On the other hand, any technique that can improve the resource utilization efficiency can improve the system capacity. Except those general factors influencing system capacity in all 3G networks, some factors should be analyzed, especially in TD-SCDMA systems, which are caused by the special physical layer structure and techniques that we have introduced before. We list these main factors as follows:

- **Smart Antenna and Joint Detection**: Mitigate the MAI caused by the non-orthogonal codes and improve the QoS. Then, more users can be supported at the same time, thus increasing the system capacity.
- **Dynamic Channel Allocation**: Centralized management of the radio resources and improving the channel resources utilization efficiency.
- **Baton Handoff**: Improves the success probability of handoff; meanwhile, saves the resources consumed in the handoff process.
- **Uplink Synchronization**: Precise and quick synchronization makes it possible to use the smart antenna and joint detection techniques in TD-SCDMA systems.
Power Control: Allocates the power resource among users reasonably so it improves the efficiency of power usage.

5.3.2 Service Types in TD-SCDMA Systems

According to the 3GPP specification [14], the provided services in 3G networks are categorized into four types in terms of the required QoS: conversational, streaming, interactive, and background. Many examples about how to apply these services in typical environments can be found in [15]. Another important step in capacity planning is to obtain the model of each service. In TD-SCDMA systems, according to the switch technologies, we always classify the services into two kinds: circuit service (CS) and packet service (PS). CS and PS denote that the services are transported by the circuit switch technique and the packet switch technique, respectively. More technique details about circuit switch and packet switch can be found in [16]. The services provided by TD-SCDMA systems according to the transmission rate include 12.2 kbps CS voice service, 64 kbps CS, 64 kbps PS, 128 kbps PS, and 384 kbps PS. In the enhanced TD-SCDMA standard, high-speed downlink packet access (HSDPA), 2 Mbps and even higher rate data services can be provided. In order to obtain the capacity planning information in a region, we should estimate the coverage and distribution of each service. The coverage analysis of each service has been introduced in section coverage planning. Thus, we mainly focus on the service distribution in a typical environment in this section. The distribution information of each service should be evaluated comprehensively, which includes application requirements, population density, economic levels, and so on. An example is given in Table 5.3, which shows the service distribution in some typical environments in TD-SCDMA systems, where the percent values denote the service demand probability that is required in a region. Taking this distribution information as a reference, the operator can pre-estimate the service types and demand for a certain region in network planning.

To obtain the service model accurately, many parameters should be taken into account. These parameters of CS and PS are introduced as follows.

5.3.2.1 CS

The CS in TD-SCDMA systems are related to the low rate voice services or circuit domain data services, such as audio service and video telephone, which includes 12.2 kbps and 64 kbps. When we model or evaluate a CS, the main indicators that should be considered are listed as follows:

- **Busy hour call attempts (BHCAs):** The service conversation times per hour.
- **Average time length per call (Tc):** The statistic of the average persistence time per service conversation; unit: second.
Table 5.3 An Example of Service Distribution in TD-SCDMA Network

<table>
<thead>
<tr>
<th>Services</th>
<th>Bearer (kbit/s) (Uplink/Downlink)</th>
<th>Intensive Urban</th>
<th>General Urban</th>
<th>Suburban</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice</td>
<td>CS (12.2/12.2)</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Video conference</td>
<td>CS (64/64)</td>
<td>30%</td>
<td>20%</td>
<td>5%</td>
</tr>
<tr>
<td>Internet services</td>
<td>PS (64/64)</td>
<td>70%</td>
<td>60%</td>
<td>30%</td>
</tr>
<tr>
<td>High-speed streaming media</td>
<td>PS (64/144)</td>
<td>30%</td>
<td>20%</td>
<td>0%</td>
</tr>
<tr>
<td>High-speed video</td>
<td>PS (64/384)</td>
<td>10%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

- **Average voice volume per user** (\( V \) Erl/user): The value can be calculated by the formula \( V = BHCA \times T_s / 3600 \); unit: Erl.
- **Activation factor** (\( \beta \)): \( \beta = \frac{R_s}{R_t} \), where \( R_s \) is the service data rate and \( R_t \) is the total data rate.
- **Blocking rate** (\( \eta \)): \( \eta = \frac{N_{\text{unsuccessful}}}{N_{\text{total}}} \), where \( N_{\text{unsuccessful}} \) is the unsuccessful call times and \( N_{\text{total}} \) is the total call times.

### 5.3.2.2 PS

The PS in TD-SCDMA systems are related to data services, which includes 64 kbps, 144 kbps, and 384 kbps. The data services are asymmetrical between up- and downlink, and the downlink always affords more data transmission. Therefore, the up- and downlink should be taken into account respectively in capacity planning. The main indicators that should be considered in a PS model are listed as follows:

- **Packet size**: The transmission size per packet in PS service, unit: Byte.
- **Busy hour call attempts (BHCA)**: The data packet transmission times per hour.
- **Average data streaming rate of the downlink** \( R_d \): The downlink should take more data service than uplink, thus \( R_d \) is also an indicator in PS; unit: Byte.
- **Activation factor** (\( \beta \)): \( \beta = \frac{R_s}{R_t} \), where \( R_s \) is the service data rate and \( R_t \) is the total data rate.
5.3.3 Interference Analysis

In TD-SCDMA systems, there are three kinds of interferences that influence the QoS quality: noise, inter-system interference, and intra-system interference. The noise interference inherently exists in the communication system. We cannot avoid it, only mitigate the noise affect via some advanced signal process techniques. The inter-system interference exists when other networks operate with TD-SCDMA systems in the same region. Thus in network planning, we also should take into account the frequency bands, coverage, and the operation state of the existing networks. The intra-system interference exists in the system itself, which is the main factor influencing the system performance and which should be paid more attention to in network planning. The intra-system interference is also the main content introduced in this section.

TD-SCDMA is a self-interference cellular system. The intra-system interference also can be categorized into inter-cell interference and intra-cell interference. The inter-cell interference mainly influences the cell-edge users’ QoS, which degrades the whole system’s performance. The intra-cell interference is a more severe problem compared to inter-cell interference because it impacts all users’ QoS. Anyway, both the inter- and intra-cell interference decrease the whole system capacity and should be mitigated as much as possible. In the following, we will introduce some intra-system interferences that exist widely in TD-SCDMA systems, which may happen inter- or intra-cell.

5.3.3.1 Multiple Access Interference (MAI)

The MAI exists in all CDMA-based systems. Thus we only introduce it briefly and give some solutions adopted in TD-SCDMA systems. In CDMA-based systems, a UE is identified by its frequency, time slot, channelization code, and space beam director. The space duplex multiple access (SDMA) technique is only considered as an interference mitigation method now. Thus in TD-CDMA systems, the MAI generally refers to the interference among users who occupy the same time-frequency resources but their channelization codes are non-orthogonal or the channelization codes’ orthogonality has been destroyed.

The MAI could be intra- or inter-cell interference. In the same cell, the orthogonal variable spreading factor code (OVSFC) is used as channelization codes to distinguish different users who share the same time-frequency resources in TD-SCDMA systems. The intra-cell MAI exists when the orthogonality of OVSFC is destroyed by synchronization errors. In contrast, the inter-cell MAI generally refers to the non-orthogonality among different users’ scrambling codes. In TD-SCDMA systems, the solution for mitigating MAI is called the interference cancelation technique, which contains multiuser joint detection and smart antenna for mitigating the intra-cell MAI, the dynamic channel allocation technique for mitigating the inter-cell MAI.
5.3.3.2 Up- and Downlink Interference

In TD-SCDMA systems, the pair frequency band is not necessary. Thus, up- and downlink occupy the same frequency bandwidth. In some slots, some cell BSs or UEs are possible in the state “BSs transmitting and UEs receiving.” Meanwhile, other cell BSs or UEs are in the state “BSs receiving and UEs transmitting.” As a consequence, the up- and downlink interference exists (i.e., the up- and downlink time slots overlap), and the up- and downlink interference problem degrades the system QoS severely. The up- and downlink interference only happens in TDD mode systems. Therefore, compared with other FDD 3G standards, the up- and downlink interference is particular in TD-SCDMA systems.

Three things cause up- and downlink interference: (1) The up- and downlink switching points among neighborhood cells are conflicting. (2) The same up- and downlink switching point configuration is used, but the synchronization errors exist among neighborhood cells. (3) The transmission delay is larger than the guard period.

1. The up- and downlink switching point among neighborhood cells is conflicting: TD-SCDMA contains six service slots TS1–TS6 in each subframe. TS1 is always allocated to uplink, and TS2–TS6 can be allocated to either up- or downlink flexibly according to the corresponding services load. Two switching points exist in a TD-SCDMA subframe. The first switching point is located between DwPTS and UpPTS as GP. The second is flexibly located within TS2 and TS6. As shown in Figure 5.10, cell A adopts symmetrical time slots allocation that distributes three time slots to the up- and downlink, respectively. Then, the switching point is between TS3 and TS4. Cell B adopts an asymmetrical time slots allocation that distributes two time slots to uplink and four time slots to downlink. Then, the switching point is between TS2 and TS3. It is clearly shown in Figure 5.8 that the TS3

![Figure 5.8 The switching point conflict among neighborhood cells.](image-url)
Figure 5.9 Synchronization error among neighborhood cells.

is “overlapped.” When the BS in cell B is transmitting signals, the BS in cell A is receiving signals. Consequently, the up- and downlink interference exists in TS3. In order to avoid the conflicting switching point among cells situation, some protections should be used in network planning:

a. According to the up- and downlink services characteristics, all cells in a region have the same switching point configuration.

b. At the edge of neighborhood cells that possess different switching point configurations, if the testing shows the interference in the “overlapped” slot cannot be ignored, then discard these slots.

2. With the same up- and downlink switching point configuration, the synchronization errors exist among neighborhood cells:

Although the neighborhood cells have the same switching point configuration, the up- and downlink interference may exist if these BSs cannot get transmitter synchronization. Figure 5.9 shows an example of the interference caused by synchronization errors between two neighborhood cells. Cell A and cell B have the same switching point configuration. However, the frame starting points of the two cells are different due to the synchronization errors, so the shadowed parts that denote the interference exist in each time slot. According to 3GPP specification [17], in realistic systems, the frame starting point error should be less than \( \frac{3}{9262} \) s (about 3.85 chips in TD-SCDMA) so that the synchronization can be ignored. In TD-SCDMA systems, BSs adopt the external reference clock (such as GPS or the Galileo satellite system) to get frame synchronization.

3. The transmission delay is larger than the guard period: We have introduced in the former section that the maximum cell coverage radius in TD-SCDMA systems is 11.25 km. If the coverage radius exceeds 11.25 km, the propagation delay between DwPTS and UpPTS will be longer than the guard period. This case will cause the unanticipated situation where a cell BS is transmitting DwPTS and another cell BS is receiving UpPTS. As a result,
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up- and downlink interference also exists among neighborhood cells. However, in sparsely populated areas, the cell coverage radius is always in excess of 11.25 km in order to obtain wide coverage. In these cases, because of fewer cell-edge users accessing the network, the interference has nearly no impact to the whole system capacity.

5.3.4 Capacity Analysis

System capacity generally has two kinds of definitions: (1) The maximum user number that a single cell can support simultaneously under required communication QoS conditions for all users. (2) The average data throughput of a single cell under required BER conditions.

Although many advanced interference mitigation techniques, such as smart antenna and joint detection, have been adopted in TD-SCDMA systems, the algorithm complexity and signal processing delay should be considered in realistic cases to achieve a compromise between performance and cost. Thus, the TD-SCDMA system capacity is also limited by interference. Besides interference, another important factor impacting system capacity in the TD-SCDMA system is the limited code resources. In the following sections, we will analyze the system capacity from two aspects: the interference-limited and the code-resource-limited situations.

The system upper bound capacity is a theoretical value and is only used as a reference in project implementation. In practical terms, the system capacity is smaller than the theoretical value due to the existing unpredicted interference. Therefore, we always use the ultimate capacity multiplied with a load factor \( \eta (\eta < 1) \) to estimate the realistic system capacity. The load factor \( \eta \) can be obtained from the testing or experience, which is omitted in the section. The reader can look up the content about load factor \( \eta \) calculation from some project manuals according to the specific system structure. Thus, the following capacity analysis are under ideal and theoretical conditions.

5.3.4.1 Interference Limited Capacity

Smart antenna and joint detection technologies can improve system capacity. Considering the performance gains brought by these advanced interference mitigation techniques, the single service SINR of a targeted user can be expressed as follows:

\[
\frac{C}{T} = \frac{p}{(1 - \beta + \eta)Np\eta A - (1 - \beta)p\eta A + N_0}
\]  

where \( \nu \) is the activating factor; \( A \) is the performance gain brought by smart antenna; \( \beta \) is the joint detection efficient factor; \( N_0 \) is the thermal noise; \( N \) is the user number supported by the service simultaneously; \( p \) is the received power from a single user.
Table 5.4 The Upper Bound of the TD-SCDMA Uplink Capacity in an Interference-Limited Situation

<table>
<thead>
<tr>
<th>Services</th>
<th>$C/I$ (dB)</th>
<th>$\beta$</th>
<th>$A$</th>
<th>$i$</th>
<th>$V$</th>
<th>$N_{\text{ultimate}}$</th>
<th>Interference Margin</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMR 12.2 kbps</td>
<td>-2.61</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>0.67</td>
<td>16.25</td>
<td>2.88</td>
</tr>
<tr>
<td>64 kbps CS</td>
<td>4.39</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>1</td>
<td>2.38</td>
<td>7.55</td>
</tr>
<tr>
<td>64 kbps PS</td>
<td>3.12</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>1</td>
<td>3.10</td>
<td>4.15</td>
</tr>
<tr>
<td>128 kbps PS</td>
<td>5.97</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>1</td>
<td>1.72</td>
<td>3.13</td>
</tr>
<tr>
<td>384 kbps PS</td>
<td>8.55</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>1</td>
<td>1.06</td>
<td>0.55</td>
</tr>
</tbody>
</table>

at BS node; and $i = P_{\text{inter}}/P_{\text{intra}}$, where $P_{\text{inter}}$ and $P_{\text{intra}}$ are the total received power from inter- and intra-cell, respectively.

From Equation 5.10, we can calculate the ultimate user number supported by a single service:

$$N_{\text{upper}} = \frac{(1 - \beta) \nu A + (C/I)^{-1}}{(1 - \beta + i) \nu A} \quad (5.11)$$

According to the Equations 5.10 and 5.11, the ultimate system capacities of different services in TD-SCDMA systems are listed in Tables 5.4 and 5.5, where “AMR” denotes the adaptive multirate voice coder.

The values in the two tables can be used as the reference in network planning. As the technology develops, the required $C/I$ of each service will decrease and the system capacity will be further improved.

Table 5.5 The Upper Bound of the TD-SCDMA Downlink Capacity in an Interference-Limited Situation

<table>
<thead>
<tr>
<th>Services</th>
<th>$C/I$ (dB)</th>
<th>$\beta$</th>
<th>$A$</th>
<th>$i$</th>
<th>$V$</th>
<th>$N_{\text{ultimate}}$</th>
<th>Interference Margin</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMR 12.2 kbps</td>
<td>-2.61</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>0.67</td>
<td>16.25</td>
<td>2.88</td>
</tr>
<tr>
<td>64 kbps CS</td>
<td>4.39</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>1</td>
<td>2.38</td>
<td>7.55</td>
</tr>
<tr>
<td>64 kbps PS</td>
<td>4.32</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>1</td>
<td>2.41</td>
<td>7.24</td>
</tr>
<tr>
<td>128 kbps PS</td>
<td>6.77</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>1</td>
<td>1.47</td>
<td>4.18</td>
</tr>
<tr>
<td>384 kbps PS</td>
<td>10.05</td>
<td>0.8</td>
<td>0.2</td>
<td>0.65</td>
<td>1</td>
<td>0.53</td>
<td>0.80</td>
</tr>
</tbody>
</table>
5.3.4.2 Code Resources Limited Capacity

A channel is comprised of a carrier frequency, time slot, and spreading code, which is also called a base resource unit (BRU). In TD-SCDMA systems, the BRU is denoted as the radio resources occupied by a 16-length spreading code physical channel. Thus, a time slot can provide 16 BRUs. If the symmetrical time slot allocation scheme is adopted, there are three time slots in up- and downlink, respectively (i.e., both up- and downlink have $3 \times 16 = 48$ BRUs). Different services have different spreading codes, so they occupy different BRU numbers. For example, 12.2 kbps voice service occupies two 16-length spreading code channels, so a time slot only provides eight voice services and each service occupies 2 BRUs. The user number the downlink can support simultaneously is $48/2 = 24$. For uplink, the maximum voice service user number that can be supported is $8 \times 3 - 1 = 23$ (2 BRUs are allocated to the random access channel), which is also listed in Table 5.6. The supported user number of up- and downlink is very different in asymmetrical services. Take the 384 kbps data service, for example, one service occupies 40 BRUs in downlink and 8 BRUs in uplink, respectively. Thus, we can calculate the user number supported by up- and downlink as follows: uplink, $(48–2)/8 = 5.75$, the user number supported by uplink is 5; downlink, $48/40 = 1.2$; the user number supported by downlink is 1.

5.3.4.3 Capacity Estimation

In TD-SCDMA systems, there are only 16 channels per time slot. Because of the utilization of DCA, smart antenna, and joint detection techniques, the interference in a time slot is small. The self-interference of TD-SCDMA can be mitigated further due to the combination of time duplex and frequency duplex. Generally speaking, three factors influence the system capacity: network organization mode, the radio propagation environment, and the maturity of TD-SCDMA systems.

### Table 5.6 The BRUs Occupied by Each Service

<table>
<thead>
<tr>
<th>Services</th>
<th>PS 12.2 kbps</th>
<th>CS 64 kbps</th>
<th>PS 64 kbps</th>
<th>PS 128 kbps</th>
<th>PS 384 kbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downlink single service</td>
<td>2 BRUs</td>
<td>8 BRUs</td>
<td>8 BRUs</td>
<td>16 BRUs (one TS)</td>
<td>40 BRUs (three TSs)</td>
</tr>
<tr>
<td>Uplink single service</td>
<td>2 BRUs</td>
<td>8 BRUs</td>
<td>8 BRUs</td>
<td>8 BRUs</td>
<td>8 BRUs</td>
</tr>
<tr>
<td>Uplink PCCUCH</td>
<td>1–2 BRUs (RACH)</td>
<td>1–2 BRUs (RACH)</td>
<td>1–2 BRUs (RACH)</td>
<td>1–2 BRUs (RACH)</td>
<td>1–2 BRUs (RACH)</td>
</tr>
<tr>
<td>Downlink users number</td>
<td>24</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Uplink users number</td>
<td>23</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
In network planning simulation and system testing, TD-SCDMA can operate in a full channel situation (i.e., every slot is allocated with 16 channels). That is because TD-SCDMA adopts TDD mode, and multiuser interference mitigation techniques are utilized. Therefore, the capacity of TD-SCDMA is mainly limited by the code resources instead of interference. However, because the network optimization and the maturity of TD-SCDMA techniques are still under development, it is impossible to allocate 16 channels per time slot in practical cases. We should also reserve some channels for the interference margin, even though the system capacity will decrease.

In order to make capacity planning clearly, we can estimate the system capacity roughly at first. In TD-SCDMA capacity estimation, the capacity calculation can follow some methods for simplification.

- The capacity estimation is mainly from the code resources planning aspect.
- The capacity estimation may be under the assumption that the TD-SCDMA operates in the ideal case (i.e., 16 channels in each time slot).
- In multiple carrier frequency cells, the interference among different carrier frequencies can be ignored.
- Set the symmetrical up- and downlink time slot allocation case as reference.

According to each service mode, the capacity in a typical cell sector is listed in Table 5.7, where “RAB” denotes radio access bearer.

<table>
<thead>
<tr>
<th>Region/Model</th>
<th>Intensive Service Region</th>
<th>High-Density Service Region</th>
<th>Normal Density Service Region</th>
<th>Low-Density Service Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMR 12.2 kbps RAB</td>
<td>92.00%</td>
<td>95.80%</td>
<td>98.40%</td>
<td>99.80%</td>
</tr>
<tr>
<td>64 kbps CS RAB</td>
<td>4.00%</td>
<td>2.52%</td>
<td>1.12%</td>
<td>0.16%</td>
</tr>
<tr>
<td>64 kbps PS RAB</td>
<td>2.40%</td>
<td>1.26%</td>
<td>0.48%</td>
<td>0.04%</td>
</tr>
<tr>
<td>128 kbps PS RAB</td>
<td>1.44%</td>
<td>0.42%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>384 kbps PS RAB</td>
<td>0.16%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Voice channel (Erl)</td>
<td>7.56</td>
<td>11.40</td>
<td>16.36</td>
<td>17.58</td>
</tr>
<tr>
<td>Video phone (Erl)</td>
<td>0.33</td>
<td>0.30</td>
<td>0.19</td>
<td>0.03</td>
</tr>
<tr>
<td>Downlink data throughput (kbps)</td>
<td>33.82</td>
<td>15.99</td>
<td>5.11</td>
<td>0.46</td>
</tr>
</tbody>
</table>
5.4 Radio Resource Planning

5.4.1 Radio Parameters in TD-SCDMA Systems

Before presenting more details about radio resources planning, many parameters in TD-SCDMA systems are introduced first. These parameters are related to the network identification, cell identification, and some important indicators that impact the network planning and operation.

5.4.1.1 Network Identity Parameters

These parameters are always used as the unique identity of a UE, so the core network can provide services to the UE effectively. The identity of a UE is a hierarchical structure. We briefly introduce these parameters from the upper layer structure to the lower layer structure.

- **Mobile Country Code**: The unique code identity of the country that a mobile user belongs to. The mobile country code is managed by International Telecommunications Union (ITU).
- **Mobile Network Code**: The unique code to identify which mobile network a user belongs to, which is managed by each country.
- **Location Area Code and Location Area Identity**: A location area is the smallest unit that the network pages a user. Thus, the coverage of a location area needs to be planned properly in the initial network coverage planning. A location area code is a unique identity of the corresponding location area. In mobile networks, the core network provides the CS by identifying a UE position according to the location area identity. The location area identity is composed of mobile country code, mobile network code, and location area code.
- **Route Area Code and Route Area Identity**: Similar to the location area code, a location area code is divided into many route areas. For packet services, the core network identifies a UE position according to the route area identity, which contains location area identity and route area code.
- **Radio Network Controller Identity**: The radio network controller (RNC) identity of each RNC is unique in a network. A RNC area can contain several location area identities.
- **Cell Identity**: The cell identity is used so a cell can be identified by a RNC. The cell identity is unique in a RNC, but cells in different RNCs could have the same cell identity.
- **Cell Identifier**: The cell identifier (CI) is the unique identity in a network, which is comprised of the RNC identity data (RNCID) and the cell identity data (CID):

\[
CI = RNCID \times 65536 + CID
\]  

The CI is calculated automatically by the system.
Cell Global Identity: As a worldwide cellular network, TD-SCDMA should allocate a unique global identity to each cell. The cell global identity is comprised of mobile country code, mobile network code, location area identity, and cell identifier.

5.4.1.2 Cell Basic Parameters

We have introduced the hierarchical structure that identifies a unique global cell in a TD-SCDMA network. In this section, more details related to the cell parameters are listed as follows.

- Frequency: The frequency parameters in a cell contain the center frequencies and bandwidths. Frequency planning among cells is an important step that determines the inter-cell interference level and impacts the QoS of the whole network, especially in TDD systems. The details of frequency planning will be introduced in Section 5.4.3.
- Cell Parameter Identity Data: The cell parameter identity data uniquely indicates the code resources that a cell uses, which includes the downlink synchronization sequence, the scrambling code, and midamble. The codes planning also impacts the interference among neighborhood cells.
- Cell Carrier Frequency Priority: In an \( N \) \((N > 1)\) carrier frequencies network, a cell can utilize several carrier frequencies. The cell carrier frequency priority coefficient indicates the choice priority among carrier frequencies in a cell.
- Cell Slot Priority: The cell slot priority is the parameter imputed into the dynamic channel allocation algorithm. It indicates which time slot will be allocated for users with high priority by the dynamic channel allocation algorithm.

5.4.1.3 Power Coverage Parameters

The transmitted power from BS to UE should be strong enough so that the QoS can be maintained. On the other hand, we should control the transmitted power in order to avoid the inter-cell interference. In this section, the power coverage parameters that indicate the transmitted power level in cellular networks are introduced.

- The Maximum Transmitted Power on the Up- and Downlink: The downlink maximum transmitted power denotes the allowable total power on a carrier frequency transmitted from BS node, which determines the cell coverage as introduced in Section 5.2.2. The uplink maximum transmitted power is that allowable from the UE, which is related to the UE characteristics and service types.
- PCCPCH Transmitted Power: The PCCPCH transmitted power determines the coverage of the broadcasting message in a cell, which should be transmitted to all users in a cell.
■ **DwPCH Transmitted Power:** The DwPCH transmitted power determines the coverage of the downlink pilot channel, which should also be configured properly.

■ **SCCPCH Transmitted Power:** The SCCPCH transmitted power determines the coverage of the paging channel and the access channel.

■ **PICH Transmitted Power:** The PICH transmitted power determines the power of the paging indicator channel, which impacts the coverage and performance of cell paging.

■ **DPCH Transmitted Power:** The DPCH transmitted power contains the maximum and minimum transmitted power, which denotes the power control level of DPCH.

■ **PRACH Transmitted Power:** The PRACH transmitted power determines the uplink access coverage and performance of a network, which is configured at the UE node.

### 5.4.1.4 Cell Access Parameters

The cell access parameters are related to the random access process. Two parameters should be noted.

■ **The Required UpPCH Power:** The required UpPCH power should guarantee that the uplink synchronization sequence can be detected correctly by the BS node. If the required UpPCH power value is too high, the realistic coverage will be limited and the inter-cell interference will increase. But if the value is too low, the QoS performance will degrade.

■ **The Maximum Transmitted FPACH Power on the Downlink:** After the BS node detects the effective UpPCH value, the BS node transmits acknowledgement information and measurement parameters in the FPACHs of the following four subframes. The downlink maximum transmitted FPACH power impacts the UE access success rate.

### 5.4.2 Radio Resources in TD-SCDMA Systems

It has been mentioned before that the multiple access schemes in TD-SCDMA systems include frequency duplex, time duplex, and code duplex. In the future, the space duplex method will be adopted for higher spectral efficiency. Thus, the radio access resources in TD-SCDMA include frequency, time slot, code, and space resources. The space duplex multiple access (SDMA) is always considered as a future advanced technique and only as an interference mitigation technique now. Another kind of resource that should be considered is power resource, which also has an impact on the whole system capacity. But the power allocation is only implemented at the BS node and the power resource can be maintained and is not a problem in many cases. Therefore, the radio resource planning in TD-SCDMA systems mainly
focuses on the frequency, time slot, and code resources planning now. The details will be introduced in the following sections.

### 5.4.3 Frequency Resource Planning

Sometimes only parts of frequency bands are suitable for transmitting wireless signals in the realistic propagation environment. Thus, the frequency is the most precious resource in wireless networks due to its scarcity. Furthermore, the users need large bandwidth for high data rate transmissions in the future. Thus, how to take full advantage of the existing frequency resource is a hot research issue in network planning.

The frequency bandwidth allocated to TD-SCDMA in China includes 1880–1920 MHz, 2010–2025 MHz, and 2300–2400 MHz. In the TD-SCDMA standard, one carrier frequency occupies a 1.6 MHz bandwidth. Take the frequency 2010–2025 MHz as an example. There are nine carrier frequencies, which are listed in Table 5.8.

In the following sections, we will introduce some frequency planning techniques in the TD-SCDMA system, according to the available frequency resources shown in Table 5.8.

#### 5.4.3.1 Interference Brought by Frequency Reuse

In TD-SCDMA systems, the interference includes adjacent channel interference (ACI) or the co-channel interference (CCI). The ACI exists due to the non-ideal filter.

<table>
<thead>
<tr>
<th>Number</th>
<th>Carrier Frequency (MHz)</th>
<th>Carrier Frequency Scope (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1</td>
<td>2010.8</td>
<td>2010–2011.6</td>
</tr>
<tr>
<td>f2</td>
<td>2012.4</td>
<td>2011.6–2013.2</td>
</tr>
<tr>
<td>f3</td>
<td>2014</td>
<td>2013.2–2014.8</td>
</tr>
<tr>
<td>f4</td>
<td>2015.8</td>
<td>2015–2016.6</td>
</tr>
<tr>
<td>f5</td>
<td>2017.4</td>
<td>2016.6–2018.2</td>
</tr>
<tr>
<td>f6</td>
<td>2019</td>
<td>2018.2–2019.8</td>
</tr>
<tr>
<td>f7</td>
<td>2020.8</td>
<td>2020–2021.6</td>
</tr>
<tr>
<td>f8</td>
<td>2022.4</td>
<td>2021.6–2023.2</td>
</tr>
<tr>
<td>f9</td>
<td>2024</td>
<td>2023.2–2024.8</td>
</tr>
</tbody>
</table>
which can be avoided by improving the equipment quality or using the frequency guard between adjacent channels. As the hardware technique continues developing, the ACI can be ignored in most cases. In contrast, the CCI is an important problem that should be paid more attention to in wireless networks. In order to obtain a high spectral efficiency and get more profit, the limited frequency will be reused in different cells. When the distance between two cells with the same carrier frequency is less than the minimum required value, the communication quality in both cells degrades severely. Therefore, planning the frequency resources in cells properly is the first step in resources planning. Of course, the frequency reuse factor may be 1 in the future with the interference cancelation scheme. In this case, the advanced scheduling algorithm should be adopted in order to mitigate interference among cells. However, if the user number is large and most of the frequency resources have been used, only a few resources can be scheduled. Consequently, the algorithm efficiency is too low. Thus, the multi-frequency network is considered at the initial network planning step. As the service requirement and user numbers increase, we can evolve the multi-frequency network into a single-frequency network, or the mixture of the two-network organization mode.

5.4.3.2 Single-Cell Carrier Frequency Configuration

Because a carrier frequency in a TD-SCDMA system only occupies a 1.6 MHz bandwidth, the number of carrier frequencies is abundant in TD-SCDMA compared with that in WCDMA or CDMA2000. The available carrier frequency number in a cell can also be flexible.

1. Single carrier frequency configuration: A single carrier frequency configuration denotes that each cell only is configured with a carrier frequency. Each carrier frequency has its own PCUCCH, broadcast channel, DwPTS, and UpPTS. If several carrier frequencies are allocated to the sectors of a cell, then each carrier frequency should be treated as a logical cell, which means these carrier frequencies are independent of each other. The single carrier frequency configuration is depicted in Figure 5.10.

   In realistic network organizations, many problems will appear in the single carrier frequency configuration as the network capacity increases, such as the difficulty of cell search and handoff, the high complexity of UE measurement, high interference, and small coverage radius.

2. Multi-carrier frequency configuration: Multi-carrier frequency configuration denotes that several carrier frequencies belong to the same cell. Choose one of these carrier frequencies as a primary carrier frequency; the others will be secondary carrier frequencies. All the carrier frequencies can carry different data information, but only the primary carrier frequency has the broadcast channel, DwPTS and UpPTS. All carrier frequencies have the same scrambling and midamble codes.
5.4.3.3 Network Organization Mode

How to reuse limited frequency resources among cells is the main subject of frequency resource planning. Generally speaking, two kinds of network organization modes also exist: the multi-frequency network (MFN) and the single-frequency network (SFN).

- **MFN:** The neighboring cells possess the different frequency bands. The MFN has small inter-cell interference, but the whole system capacity is limited because the spectrum efficiency is low. An example of MFN is shown in Figure 5.12, where the frequency reuse factor is 3.

- **SFN:** The neighboring cells possess the same frequency band. Thus, the inter-cell interference is a severe problem in SFN. In TD-SCDMA SFN, many

---

**Figure 5.10** The single-carrier frequency configuration cell. Frequency factor is 3.

The multi-carrier frequencies configuration is depicted in Figure 5.11. Adoption of the multi-carrier frequencies configuration can avoid problems that exist in single carrier frequency configuration with the sacrifice of spectral efficiency.
advanced interference mitigation and resource scheduling techniques are applied for inter-cell interference mitigation, such as DCA and smart antenna. The aim of SFN is to obtain a high system capacity and spectrum efficiency, but the network planning of SFN is also more complicated. Figure 5.13 shows an example of multi-carrier frequencies configuration SFN.

In network construction initial steps, because of the low service demand and only a fewer users accessing it, we can choose the MFN mode for simplification. As the network extends and users increase, the MFN can be evolved to SFN. In TD-SCDMA systems, the multi-carrier frequencies configuration in a cell and SFN organization is adopted, which can be seen in Figure 5.13.
5.4.4 Time Slot Resource Planning

One of the characteristics of TD-SCDMA is that the time slot resources can be configured flexibly. This advantage makes it suitable for up- and downlink asymmetrical service transmission. We have introduced that there are two switching points in one TD-SCDMA subframe. One switching point is constantly located between DwPTS and UpPTS. The other switching point is located within TS1–TS6.

The time slot configuration only exists in TDD mode systems. Thus from the aspect of system capacity, TD-SCDMA systems can obtain a higher spectrum efficiency than that of WCDMA and CDMA2000 systems. However, if the time slot configuration in TD-SCDMA systems is not planned well, the extra interference, instead of performance gains, will occur.

In order to obtain performance gain and mitigate the negative influences brought by asymmetrical time slot allocation, some advice in time slot resources planning are given here.

- The up- to downlink slot ratio is constant in a cell, and there is only one switching point in TS1–TS6.
- For voice services, the time slot configuration in up- and downlink is always symmetrical. In contrast, the downlink should take more load in data services, thus the configuration can be asymmetrical for high spectrum efficiency.
- In cluster cells where the service requirement is similar, the configuration of these cells should be uniform to avoid the inter-cell interference between up- and downlink.
- In the future, data service requirements will always occur at an indoor environment. Furthermore, because the wall can weaken the signal interference from/to the outdoor environment, the configuration of indoor and outdoor can be different.

5.4.5 Code Resource Planning

The whole system capacity is severely restricted by the limited code resources in TD-SCDMA systems. Thus, how to utilize the code resources efficiently is one of the most important tasks in TD-SCDMA network planning. Because the correlation of 32 SYNC-DL sequences can satisfy the inter-cell interference requirement among neighborhood cells, we only ensure that different cells possess different SYNC-DL sequences. In contrast, the 128 scrambling codes need to be planned carefully. In the following sections, the code resources in the TD-SCDMA system are introduced first. Then, some code resource planning schemes are introduced.

5.4.5.1 TD-SCDMA Code Resources

Five kinds of code resources exist in TD-SCDMA systems: SYNC-DL, SYNC-UL, scrambling codes, midamble codes, and spreading codes. SYNC-DL, SYNC-UL,
scrambling codes, and midamble codes are transmitted according to the common chip rate and do not need to be spread. These codes can be found in 3GPP specifications [18].

- **SYNC-DL**: The SYNC-DL sequence is the identification of a cell, which is transmitted in DwPTS. There are 32 different SYNC-DL sequences in TD-SCDMA systems. Each SYNC-DL sequence contains 64 chips. The SYNC-DL is used for cell search, downlink synchronization, codes identifying, and PCCPCH channel enabling. Thus, the SYNC-DL should be planned first.

- **SYNC-UL**: SYNC-UL is transmitted in UpPTS, which is used for uplink synchronization and random access. There are 256 usable SYNC-UL sequences in TD-SCDMA systems. Each SYNC-UL sequence contains 128 chips. The 256 SYNC-UL sequences are divided into 32 different groups, and each group contains eight SYNC-UL sequences. In TD-SCDMA network planning, each group SYNC-UL sequences correspond to a unique SYNC-DL sequence. A UE randomly chooses one of the eight known SYNC-UL sequences to transmit in the random access procedure.

- **Scrambling Codes and Midamble Codes**: There are 128 scrambling codes and 128 midamble codes in TD-SCDMA system. The 128 codes also are divided into 32 group. Each cell possesses four scrambling codes and four midamble codes.

- **Spreading Codes**: The OVSFC is used to spread transmitted signals in TD-SCDMA systems. The spreading factor scale is from 1 to 16. The spreading factor scale is determined by service type. The spreading codes are used to identify different users in a time slot.

Above all, one cell possesses one SYNC-DL sequence, eight SYNC-UL sequences, four scrambling codes, and four midamble codes.

### 5.4.5.2 Scrambling Code Configuration

The signal chips are multiplied by scrambling codes before being transmitted from the antenna. If the scrambling codes among neighborhood cells have a high correlation, the inter-cell interference will be a severe problem that degrades the QoS performance for cell-edge users. Thus, a regulation in the TD-SCDMA scrambling code configuration is that the high correlation codes cannot be allocated to neighborhood cells. For example, if a cell is allocated a scrambling code $R$, then those codes that have a high correlation with code $R$ cannot be allocated to its neighborhood cells.

In a specific planning process, we should calculate the correlation of the 128 scrambling codes in TD-SCDMA systems. Then, we can obtain a $128 \times 128$ matrix whose elements are the correlation coefficients of any two scrambling codes. According to the correlation matrix, the 128 scrambling codes are then divided into 32 groups. Each group containing four scrambling codes is allocated to a cell. Because four scrambling codes in a group is used in a cell, the four scrambling codes
in a group could always have a high correlation, while the orthogonality of users in one cell is kept by channelization codes. Thus, the whole scrambling code planning procedure can be divided into two steps: (1) the correlation coefficient calculation and (2) the scrambling code groups allocation.

For a given 128 scrambling codes in a TD-SCDMA system, the correlation matrix is constant. The scrambling code groups configuration is the main issue in network planning. Two allocation strategies, the chain allocation algorithm and the parallel allocation algorithm, are introduced in [19].

5.5 Introduction of Network Optimization

TD-SCDMA is a terrestrial mobile communication network whose operation situation is changing all the time. That is because the network structure, UE distribution, and wireless propagation in mobile communication networks are unstable. In order to obtain long-term good performance, the network should be adjusted to satisfy the network’s increasing requirements. Network optimization is targeted to improve the network performance during the development of the network.

Network optimization is explained as: According to the practical performance of the network, do the analysis of the network operation first. Then, based on this analysis, adjust the network resources distribution and system parameters to improve the system performance. In other words, under the existing network configuration condition, the network achieves optimal performance through network optimization.

5.5.1 Categories of Network Optimization

According to the different stages and targets, the network optimization is categorized into project and operation network optimization, respectively. After a new network is built, network optimization is started. The project network optimization always denotes a short-term period works and aims at solving the problem so the new network can operate normally. In contrast, the operation network optimization is implemented by the operator and is a long-term optimization to guarantee the network QoS.

According to the different optimization tasks, the network optimization is categorized into stage and persistence optimization, respectively. The stage optimization does a great job of changing the network in the short-term in order to change the network operation according to user requirements. The persistence optimization is aimed at improving the network performance from a long-term stand point and changes the network step-by-step.

5.5.2 Network Optimization of TD-SCDMA

Most of the network optimization procedures of TD-SCDMA are the same as that of other mobile communication networks. The uniqueness of network optimization of
TD-SCDMA is caused by the physical frame structure and the existing physical layer techniques. The unique network optimization in TD-SCDMA systems contains the link balance between the service and control channels, time slot configuration, the baton handoff, and the reasonable application of DCA and smart antenna or other key techniques. Consequently, the radio resource management (RRM) algorithm design in a TD-SCDMA system is more complicated and flexible.

Another important aspect is the parameters adjustment in TD-SCDMA systems. The reason is that TD-SCDMA systems have different physical techniques and procedures compared to WCDMA and CDMA2000. These parameters are as follows.

- **Pilot Power Parameter**: Contains the maximum FPACH power, PCCPCH power, and SCCPCH power.
- **Power Control Parameter**: Contains the initial SINR target value, SINR adjust step, service BLER target value, DPCH power allocation type, and the maximum transmitted power.
- **Synchronization Parameter**: Contains the continuous synchronization indicator and the discontinuous synchronization indicator.
- **Handoff Parameter**: Contains a handoff delay for intra-cell, the filter coefficient, report of measurement period, the self-cell added pilot threshold, and the neighboring cell added pilot threshold.
- **Channel Configuration Parameter**: Contains the time slot configuration and the slot dynamic channel allocation (SDCA) carrier frequency priority information.
- **Access Parameter**: Contains the UE required minimum receiver level, the UE maximum transmitted power permitted by RACH, the cell search threshold, and the cell selection threshold.
- **Frequency Parameter**: Contains network organization mode (SFN or MFN), the cell carrier frequency configuration, and the primary and secondary carrier frequency configuration.
- **DCA Parameter**: Contains the carrier frequency priority, the time slot priority and the channel scheduling algorithm.
- **Page Parameter**: Contains PICH, PCCH, and PCH.

Network optimization is huge and complex. Generally speaking, the normal network optimization procedures in all 3G standards are almost the same. Readers can refer to [20] about network optimization of WCDMA to find out more.

### 5.6 Conclusion

The chapter presents the basic methods about network planning and optimization in TD-SCDMA systems. It is shown that the difference between TD-SCDMA and other 3G standards is caused by the physical frame structure and techniques. Thus, the physical characteristics of TD-SCDMA specification are described briefly in part
one. Then, based on these differences, the content of network planning is intro-
duced from three aspects: coverage planning, capacity planning, and radio resource
planning. Finally, some concepts of network optimization are also introduced.

Though the TD-SCDMA system can obtain higher spectral efficiency than
WCDMA and CDMA2000 systems in theory, the technique and operation expe-
rience of TD-SCDMA are not mature enough. Many issues also need to be solved,
such as sensitivity to synchronization error in TD-SCDMA systems, how to improve
the cell coverage rate, how to utilize the limited code resources efficiently, the choice
of network organization mode, etc. Of course, as the technique continues developing,
the operation experience accumulates, and the hardware implementation accelerates,
TD-SCDMA system performance will be improved and will receive greater attention.

Furthermore, as a response to high data rate services and the emergence of World
interoperability for Microwave Access (WiMAX), 3GPP launched the 3G long-term
evolution (3G LTE) project in November 2004 [21]. TD-SCDMA also evolved
into TDD-LTE, and many new techniques, such as orthogonal frequency division
multiplexing (OFDM) and multiple-input and multiple-output (MIMO), etc., have
been adopted in TDD-LTE to support high data transmission rates and improve its
spectral efficiency [22, 23]. So in the future, combining TDD specialized techniques,
network planning, and optimization of TDD-LTE will also be enhanced and have its
characteristics improved. However, one important tendency in 3GPP is that people
always try to increase the commonality between TDD and FDD. For example, the
frame structure of TDD-LTE systems is designed in harmony with FDD-LTE, which
means they have a similar time slot and subframe length, etc. So network planning
and optimization of TDD-LTE will have more commonality with FDD-LTE and
it can benefit the future deployment of both systems.
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6.1 Introduction

While in analog mobile networks and GSM (Global Service for Mobile communication), air interface planning consists in defining a frequency reuse pattern and a minimum spacing between frequencies allocated to the same cell, the RF problem is much simpler to solve in a UMTS network because the number of frequency carriers used by one operator is limited (two to three carriers). On the other hand, the frequency assignment difficulty in GSM is replaced by the planning of scrambling codes per cell for each carrier used.

TDMA (time-division multiple access)-based cellular networks such as GSM or GPRS (General Packet Radio Service) are based on breaking down the planning or dimensioning process into two tasks. Although the latter are jointly dependent, they allow an iterative dimensioning process that includes two phases. The first phase consists in predicting the needs in radio coverage (number of radio sites and coverage area per site) in the service area by taking into account terrain data and propagation laws. The traffic density is also taken into account at this stage in order to choose cell sizes adapted to the subscribers requirement needs. Resources assignment is included next in the second phase. More commonly, we talk about a frequency plan whose objective is to assign frequencies to base stations while minimizing interference, or maximizing C/I (carrier-to-interference) ratio. For TDMA-based systems, the dimensioning process should converge iteratively toward solutions offering acceptable qualities of service (C/I control per service) at the minimum cost (by minimizing the number of sites and saving the spectrum allocated to the operator using less carriers as possible). A first study of CDMA (code division multiple access) networks planning has been carried in [1] to apply the new radio technologies. A complementary study of frequency planning has also been achieved in [2].

In contrast to previous TDMA-based systems such as GSM where the dimensioning process can be split into several tasks, CDMA-based UMTS systems require a joint optimization: radio coverage and traffic capacity are mutually dependent. The problem is not yet to find an adequate frequency plan for a given coverage prediction, but an optimal power allocation for terminals. On the uplink of UMTS FDD (frequency division duplexing) mode, it is mainly a range problem. The link budgets for several services (voice at 16 kbps, data services at 128 kbps and 384 kbps) on the radio link indicate that the maximum range doesn’t exceed 2.5 km. It is actually the downlink that limits site coverage due to limitations in the total power of NodeB. The cell size decreases versus traffic load to maintain the quality of service (QoS) or reduce the interference. A high traffic density can thus require a site’s densification. The dimensioning consists essentially in predicting or finding the suitable cell sizes after solving the joint optimization problem.

The mentioned joint aspect of coverage and capacity in UMTS is due to the use of only one carrier in the CDMA multiple access technique (without frequency assignment), thus the capacity limitation of the system by the received interference level. The cell breathing mechanism in CDMA illustrates this interdependence.
Besides UMTS uses not only circuit-switched mode, such as in GSM, but also the packet-switched mode.

The initial dimensioning or preliminary planning of a WCDMA-based UMTS network is the first step of the global planning process, allowing a first evaluation of the density and configuration of required sites, the capacity offered to the planned air interface network, and the coverage to estimate jointly with the capacity. This step is before the detailed planning often based on sophisticated professional tools. It allows giving an initial general but important idea on the number of radio sites to deploy and the costs of the required infrastructure. The initial radio dimensioning includes:

- The link budget determining the maximum path loss the cell can support both in UL (uplink) and in DL (downlink). It is realized for each service and includes WCDMA-specific aspects such as interference margin due to the increase of the noise level caused by the present traffic, the fast fading margin due to fast power control, and SHO (soft handover) gain.
- Joint analysis of the coverage and the capacity.
- Estimation of the required number of radio sites and NodeBs.

The input parameters of dimensioning are:

- Services distribution among the total active users.
- Traffic density (number of users per unit area for each service area to plan).
- Estimation of the chronological increase of the number of subscribers for each service.
- Required QoS in terms of $E_b/N_0$ ratio (signal energy per bit to noise power density per hertz) per service and of the required coverage probability.
- And the required GoS (grade of service) in terms of the tolerated blocking rate (for circuit-switched services) or of the minimum guaranteed bit rate at a required service time percentage (for packet-switched services).

### 6.2 Comparison between Basic Rel’99 UMTS and HSPA Planning Rules

Radio network planning of the classical WCDMA-based UMTS systems (Release 99) relies on PC, which is the main radio phenomenon acting on cell breathing and generating UMTS coverage and capacity—one depending on the other. The evolution of UMTS networks by integrating HSPA techniques [3–8] is based mainly on the AMC technique rather than power control in causing the cell breathing phenomenon [9].
Furthermore, the other HSPA specific mechanisms such as fast scheduling and HARQ (hybrid automatic repeat request) added to the HS (high speed) shared structure of data channels make the planning rules different for HSPA-based UMTS networks. For example, the choice of the scheduling technique has an impact on the cell size and resource share among services. Besides, the dedicated channels are not used in HSPA. Moreover, the SHO is not supported by the HSPA shared channel. In fact, the HHO (hard handover) between cells is done, owing to FCS (fast cell selection).

HSPA dimensioning allows determining the bit rate per user, cell capacity, and the covered cell range versus the scheduling technique. This latter is chosen according to the deployed services. For example, the FT (Fair Throughput) scheduling technique is adapted more to circuit-switched services requiring a given guaranteed bit rate for all the users, whereas the FR (Fair Resource) technique is preferred for interactive or background services, providing a compromise between the total capacity of the cell in terms of bit rate and users fairness.

6.3 Dimensioning Procedures for HSPA-based UMTS Networks

6.3.1 Coverage-Limited Dimensioning

An approximation of the relation between the CQI (channel quality indicator) reported on the UL of an HSPA cell and the SINR (signal-to-interference-and-noise ratio) received by the mobile has been elaborated in [10] for a required BLER equal to 10%. It is given according to the following linear function based on the standard [11] and on the AMC technique:

\[
CQI = \begin{cases} 
0 & \text{if } SINR \leq -16 \text{ dB} \\
\left[ \frac{SINR}{1.02} + 16.62 \right] & \text{if } -16 \text{ dB} < SINR < 14 \text{ dB} \\
30 & \text{if } 14 \text{ dB} \leq SINR 
\end{cases}
\] (6.1)

where \([\cdot]\) denotes the integer part (by lower value trunking). Taking this, the true expression should include the delay of the radio measures taken by the mobile. So it is written as follows (for a SINR value between -16 dB and 14 dB) [12]:

\[
CQI = \left[ \frac{SINR(t - CQI_{\text{delay}})}{CQI_{\text{ratio}}} + \text{Offset} \right]
\] (6.2)

where \(CQI_{\text{delay}}\) is the delay between the time of CQI computation at the mobile [UE (user equipment)] and that needed to reflect effectively the channel at the NodeB (at the scheduler level), \(CQI_{\text{ratio}} = 1.02\) and \(\text{Offset} = 16.62\). The integer trunking
is done to the lower value because the block error rate (BLER) shouldn’t exceed the given value (10%).

For simplicity and just for initial dimensioning purposes, we have neglected the impact of measures delay by assuming that the received SINR doesn’t change during $CQI_{delay}$. This hypothesis is justified by the deterministic propagation model, without considering fading, and by the fixed distance of mobile in movement versus NodeB. Thus the expression is simply restricted to the following relation:

$$CQI = \left[ \frac{SINR}{CQI_{ratio}} + Offset \right]$$  \hspace{1cm} (6.3)

Hence, for a given $CQI_0$ (from 1 to 30), there is a given bounded interval $[SINR_{min}, SINR_{max}]$ such that for each SINR belonging to it, we have the $CQI_0$ value. It is easy to determine the limits of this interval:

$$SINR_{min} = CQI_{ratio} \cdot (CQI_0 - Offset) \hspace{1cm} (6.4)$$

and

$$SINR_{max} = CQI_{ratio} \cdot (CQI_0 + 1 - Offset) \hspace{1cm} (6.5)$$

The SINR definition can be written in logarithmic scale (dB) as follows:

$$SINR = PTX - L_{Total} - 10 \log_{10} \left( 10^{\frac{I_{inter} + L_{Total}}{10}} + 10^{\frac{I_{intra}}{10}} \right)$$

$$= PTX - 10 \log_{10} \left( 10^{\frac{I_{max}}{10}} + 10^{\frac{I_{intra} + L_{Total}}{10}} \right) \hspace{1cm} (6.6)$$

where $PTX$ is the transmitted power per code in dBm (individual transmission power emitted by the NodeB on the HS shared channel), $L_{Total}$ is the total path loss (in dB) due to distance and the shadowing effect, $I_{inter}$ is the extracellular interference received by the mobile (in dBm), and $I_{intra}$ is the emitted intracellular interference in dBm (total transmitted power by the NodeB multiplied by the non-orthogonality factor). It should be proportional to the number of active mobiles.

By taking into account the last expression, we can extract the tolerable total path losses $L_{Total}$ referring to each value of $SINR_{min}$ and $SINR_{max}$, and thus the minimum and maximum distances to the NodeB $r_{0, min}$ and $r_{0, max}$ bounding the ring referring to $CQI_0$ (using an appropriate deterministic propagation model). Yet the 3GPP (Third Generation Partnership Project) standard [11] provides the correspondence tables between the different CQI values and the referred TBS (transport block size) with an indication of the corresponding number of codes (physical shared channels) and the used modulation type [QPSK (quadrature phase shift keying) or 16-QAM (16-quadrature amplitude keying)], and this for different terminal categories. Therefore we can determine, in the coverage-limited case, the number of HSPA codes $n(r)$ and the transport block size $TBS(r)$ referring to this $CQI_0$, both depending on the
distance \( r \) to the NodeB (between \( r_{0,\text{min}} \) and \( r_{0,\text{max}} \)). In fact, a given distance \( r \) refers to a SINR level received by the mobile, which is associated to a \( CQI \) value referring to a determined number \( n(r) \) of shared channel codes and a transport block size \( TBS(r) \). Assuming a uniform traffic and a deterministic propagation model, the latter expressions will be defined as constant by pieces versus the distance \( r \) to the NodeB.

### 6.3.2 Capacity-Limited Dimensioning (Code Limitation)

Assuming a uniform traffic (within the cell), with area density \( \rho \) representing the number of simultaneous active users per area unit (density), the scheduling technique is "Fair Resource" (or "Round Robin"), and neglecting channel fluctuations, then the condition of limitation in the number of physical codes—not exceeding, for example, 15 allocated codes per cell in case of HSDPA (high-speed downlink packet access)—can be written along the cell area as follows:

\[
\int_{0}^{2\pi} d\alpha \int_{0}^{R} n(r) \rho \ r \ dr \leq 15 \tag{6.7}
\]

where \( R \) is the cell radius, or:

\[
\int_{0}^{R} n(r) \ r \ dr \leq \frac{15}{2\pi \rho} \tag{6.8}
\]

yet the function of the number \( n(r) \) is defined as constant by pieces. Thus, we have:

\[
\sum_{i} \int_{r_{i,\text{min}}}^{r_{i,\text{max}}} n_{i} \ r \ dr \leq \frac{15}{2\pi \rho} \tag{6.9}
\]

or finally:

\[
\sum_{i} n_{i} (r_{i+1}^2 - r_{i}^2) \leq \frac{15}{\pi \rho} \tag{6.10}
\]

with \( r_{i} = r_{i,\text{min}} \) and \( r_{i+1} = r_{i+1,\text{min}} = r_{i,\text{max}} \), where \( r_{i} \) and \( r_{i+1} \) denote, respectively, the lower and upper bounds of the range of the cell having the same \( CQI \) value (same modulation, coding rate, and number of shared channels \( n_{i} \) used by the mobile, thus the same block size \( TBS \)). The highest bound \( r_{i} \) (for \( CQI = 1 \)) refers to the radius \( R \) of the coverage-limited cell (maximum size guaranteeing coverage).

The expression (Equation 6.10) can be generalized for a cell whose whole size is \( R \) as follows:

\[
\sum_{i \leq k_{0}} n_{i} (r_{i+1}^2 - r_{i}^2) + n_{k_{0}+1} (R^2 - r_{k_{0}+1}^2) \leq \frac{15}{\pi \rho} \tag{6.11}
\]
such that $CQI_{k+1}$ is the $CQI$ value referring to the ring, including the border of the cell with size $R$. The equality is verified for $R = R_{\text{cap}}$ (the radius limited by capacity in the number of codes).

### 6.4 Dimensioning Modeling of HSPA-based Networks

#### 6.4.1 “Fair Resource”-based Dimensioning

In this paragraph, we give explanations on the iterative dimensioning process by applying the “Fair Resource” scheduling technique. In particular, we employ the analytical expressions used and their conditions to obtain the exact cell size, allowing a given bit rate. Figure 6.1 gives a general example of a dimensioned cell according to the Fair Resource method, including the subcells referring to the different services, as well as the different rings having the same $CQI$ and the capacity-limited cell.

In this technique, services analysis is made from the most limiting (in bit rate) toward the least limiting service, and the traffic density is decreasing when moving far away from the NodeB. The size of the capacity-limited cell is determined for each studied service (since traffic density is changed) until the total system capacity is reached (number of HSPA codes equal to 15 or total NodeB nominal power is reached) that is, until the capacity-limited cell radius becomes included in the current studied ring. The value of 15 is taken as an example here and until the end of this chapter.

![Figure 6.1 Dimensioned cell scheme according to the Fair Resource method.](image)
In terms of the analytical formulation of the code-limited capacity, if we are determining the cell size referring to the \( i \)th service, we have the following procedure: While the number of HSPA codes \( N_{\text{code}} \) [allocated to users belonging to cells 1 to \((i-1)\) as they are ordered from the most coverage limiting service to the least limiting one] is smaller than 15, we calculate the cell size \( R_c \) limited by the number of codes versus the cell referring to service \( i \) (assuming uniform traffic) as follows:

\[
R_c = \sqrt{r_m^2 + \frac{15 - N_{\text{code}}}{2.6 \cdot \sigma_i \cdot n_m} N_{\text{car}}}
\] (6.12)

(since the code-limited cell refers to that including exactly 15 codes)

where:

- \( N_{\text{car}} \) is the number of carriers used for dimensioning
- \( r_m \) is the lower size limit of the ring having the same CQI = \( m \) (\( \forall r \), the distance between the user and the NodeB), \( r \in [r_m, r_{m-1}] \), CQI = \( m \) \( (r_{m-1} \geq r_m) \) by assuming that \( r_m = r_{m,\text{min}} = r_{m+1,\text{max}} \) (i.e., the minimal size \( r_m \) of the ring of CQI = \( m \) is the maximal size of that with CQI = \( m + 1 \)); and we denote \( n_m \) the number of HSPA codes assigned per user located in this ring; and \( m \) is the code-limited boundaries of the constant CQI rings that:

\[
\begin{align*}
N_{\text{code}} + 2.6 \sigma_i n_{j-1+1} \left( r_{j-1}^2 - R_{j-1}^2 \right) + \sum_{k=m}^{j-1-1} 2.6 \cdot \sigma_i \cdot n_{k+1} \cdot \left( r_k^2 - r_{k+1}^2 \right) & \leq 15 \\
N_{\text{code}} + 2.6 \sigma_i n_{j-1+1} \left( r_{j-1}^2 - R_{j-1}^2 \right) + \sum_{k=m}^{j-1-1} 2.6 \cdot \sigma_i \cdot n_{k+1} \cdot \left( r_k^2 - r_{k+1}^2 \right) & > 15 \\
15 - 2.6 \sigma_i n_m \left( r_m^2 - r_{m+1}^2 \right) & < N_{\text{code}} + 2.6 \sigma_i n_{j-1+1} \left( r_{j-1}^2 - R_{j-1}^2 \right) \\
+ \sum_{k=m}^{j-1-1} 2.6 \sigma_i n_{k+1} \left( r_k^2 - r_{k+1}^2 \right) & \leq 15
\end{align*}
\]

- \( \sigma_i \) is the users density of the subcell referring to the \( i \)th service, expressed as:
  \( \sigma_i = \sum_{k=i}^s \rho_k \) where \( \rho_k \) is the area users density of service \( k \) assuming \( s \) is the number of services (and referring to the least limiting service). If activity factors are different from unity, we weigh area densities \( \rho_k \) by activity factors \( v_k \) of the respective services.
- \( N_{\text{code}} \) is the number of codes assigned to the users located within the CQI ring limit, followed immediately by the subcell referring to the \((i-1)\)th service, given by:

\[
N_{\text{code}} = N_{\text{code}} + \sum_{k=m}^{j-1-1} 2.6 \sigma_i n_{k+1} \left( r_k^2 - r_{k+1}^2 \right) + 2.6 \sigma_i n_{j-1+1} \left( r_{j-1}^2 - R_{j-1}^2 \right)
\]
where \( j_{i-1} \) is the CQI that immediately follows the one that limits the cell referring to service \( i-1 \) (or the radius \( R_{i-1} \), referring to cell \( i-1 \) which belongs to the ring with \( CQI = j_{i-1} + 1 \) such that \( r_{j_{i-1}+1} \leq R_{i-1} < r_{j_{i-1}} \)).

We used here “2.6” instead of \( \pi \) for the computation of the area because the cell shape is assumed to be hexagonal (and not circular).

\( N_{\text{code}} \) and \( N_{\text{code_0}} \) are updated for each service (from the most to the least limiting), and the capacity-limited cell radius (in code number) is finally determined when \( N_{\text{code}} \) is at least equal to 15.

In order to determine the cell radius limited by the NodeB nominal power, we can make the same procedure as we have done for the code number limited cell radius (by applying it successively to cells referring to the different services) except that we replace the number of codes by the individual transmit power per physical shared traffic channel, and the maximum HSPA code number (= 15) by the NodeB nominal power. Furthermore, we can determine for each service iteration, the maximum number of users \( N_p \) that the total NodeB nominal power can serve, then compare it to the number of active users \( N_c \) included inside the radius limited by the codes number (by taking into account the subcells referring to the different services) to find again, for each iteration of service \( i \), the capacity-limited cell radius \( R_{\text{cap}} \) as follows:

\[
R_{\text{cap}} = \begin{cases} 
R_p = \sqrt{R_{i-1}^2 + \frac{N_c - N_l}{\Sigma_0}} & \text{if } N_p < N_l \\
R_{\text{cap}} = R_c & \text{else }
\end{cases}
\]

(6.13)

where \( N_l \) is the number of users included in the subcell referring to service \( (i-1) \). In other words, the capacity-limited size \( R_{\text{cap}} \) is the minimum of the power-limited radius \( R_p \) and the code number limited \( R_c \). The final value of the power-limited size (and thus \( R_{\text{cap}} \)) is found when the number \( N_l \) reaches at least \( N_p \).

In the iterative process, we compare the nominal bit rate of the given service \( i \) to the bit rate \((R_{\text{ens}})_j\) ensured at the current ring \( CQI = j \) (coverage bit rate shared—in Fair Resource—by the total number of users from all services (i.e., inside the cell referring to the least limiting service if HSPA capacity is reached). The bit rate \((R_{\text{ens}})_j\) ensured at the ring \( CQI = j \) is determined by the following expression if the radius of the least limiting service cell is above the capacity-limited one:

\[
(R_{\text{ens}})_j = \frac{TBS_j \cdot n_{\text{cap}}}{TTI_{\text{delay}} \cdot (n_{\text{Tot}})_j} \\
= \frac{TBS_j \cdot \sum_{k=1}^{k_{i-1}} \left( \sum_{l=k}^{l_{i-1}} \rho_l \right) \left( R_k^2 - R_{k-1}^2 \right) + \left( \sum_{l=k_{i-1}}^{l_i} \rho_l \right) \left( R_{\text{cap}}^2 - R_{k_{i-1}}^2 \right)}{TTI_{\text{delay}} \cdot \sum_{k=1}^{k_{i-1}} \left( \sum_{l=k}^{l_{i-1}} \rho_l \right) \left( R_k^2 - R_{k-1}^2 \right)}
\]

(6.14)
where:

- $n_{\text{cap}}$ is the number of users in the capacity-limited cell (determined by the minimum of the NodeB power-limited cell radius $R_p$ and the codes number limited one $R_c$).
- $(n_{\text{Tot}})_j$ is the total number of users inside the border cell (external subcell referring to the least limiting service), and this by assuming the radius $R_i$ of the cell referring to service $i$ equal to the size $r_j$, lower bound of the ring at $CQI = j$.
- $s$ is the total number of services and $k_0$ is the index of the service whose subcell radius contains the capacity-limited radius (i.e., the next index of the most limiting coverage-limited service).
- $TTI_{\text{delay}}$ is the transmit time interval of HSPA (equal to 2 ms), and $TBS_j$ denotes the transport block size referring to $CQI = j$.

The $n_{\text{cap}}/(n_{\text{Tot}})_j$ ratio updates and corrects the coverage bit rate $TBS_j/TTI_{\text{delay}}$ with the Fair Resource policy, which consists in assigning the same fraction of time resources to all users. We assume $R_0 = 0$ and $R_1 \leq R_2 \leq \ldots \leq R_{s-1} \leq R_s$ (i.e., $s$ is the least limiting service, thus having the highest dimensioned radius $R_s$). All services activity factors are assumed to be total (all equal to 1), otherwise (if some of them are partial), the area densities $\rho_k$ are weighted by activity factors $\nu_k$ of each of the services.

The computation of the range $R_i$ of a subcell referring to service $i$ and having exactly the nominal bit rate $D_i$ is carried out owing to the following expression:

$$R_i = \sqrt{r_j^2 + \frac{n_{\text{Tot}}^+ - (n_{\text{Tot}})_j}{2.6 \cdot \rho_j}} = \sqrt{r_j^2 + \frac{n_{\text{Tot}}^+ - (n_{\text{Tot}})_j}{2.6 \cdot (\sigma_i - \sigma_{i+1})}}$$

(6.15)

where:

- $r_j$ is the lower bound of the ring at $CQI = j$, and $j$ is chosen such that:

$$\begin{cases}
\frac{TBS_j \cdot n_{\text{cap}}}{TTI_{\text{delay}} \cdot (n_{\text{Tot}})_j} \geq D_i \\
\frac{TBS_{j-1} \cdot n_{\text{cap}}}{TTI_{\text{delay}} \cdot (n_{\text{Tot}})_{j-1}} < D_i
\end{cases}$$

(6.16)

If, by applying expression (Equation 6.15) to the conditions (Equation 6.16), we find the calculated radius $R_i$ is above $r_{j-1}$, then we maintain the final value of $R_i$ equal to $r_{j-1}$.

- $n_{\text{Tot}}^+$ is the total number of users in the external subcell (referring to the least limiting service) guaranteeing the nominal bit rate $D_i$. It is computed according
to the following expression:

\[ n^*_{\text{Tot}} = \frac{TBS_j \cdot n_{\text{cap}}}{TTI_{\text{delay}} \cdot D_i} \]  
(6.17)

\( (n_{\text{Tot}})_j, n_{\text{cap}}, TTI_{\text{delay}}, TBS_j, \rho, \) and \( \sigma_i \) denote the same notations used previously.

The update of the total number \( n_{\text{Tot}} \) of the users in the border subcell (after modifying the value of one or many radii) is made through the following equation:

\[ n_{\text{Tot}} = 2.6 \cdot \sum_{k=1}^{i} \left[ \sigma_k \cdot \left( R_k^2 - R_{k-1}^2 \right) \right] = 2.6 \cdot \sum_{k=1}^{i} \left[ \left( \sum_{l=k}^{i} \rho_l \right) \left( R_k^2 - R_{k-1}^2 \right) \right] \]  
(6.18)

If, at a given iteration, the size of a subcell referring to a given service is below one or several radii of subcells referring to more limiting services, then each of these radii is assigned the value of the radius referring to the previous service (subcell sizes shrinking), and the lowest subcell radius is assigned the value found for the studied service. Inversely, if the computed size is above one or several radii of subcells referring to less limiting services, then each of these radii is assigned the value of the radius referring to the following more limiting service (subcell sizes inflation), and the highest subcell radius is assigned the value found for the studied service.

The process will be applied for all services at each iteration until its convergence to obtain the sizes of the different subcells referring to each service, and thus the different radii values over which the Fair Resource dimensioning method is based. The least limiting radius (the maximum) gives the dimensioning according to the service’s partial availability. The most limiting radius (the minimum) provides the dimensioning result according to full services availability.

Note that expressions in Equations 6.14 and 6.16 are not valid except in the case that the least limiting service is capacity-limited and without codes multiplexing (i.e., without allocation of many codes or multi-codes per user). In order to take into account the codes multiplexing if the least limiting service is coverage-limited (in particular, the number of codes assigned inside the coverage-limited border subcell is below 15), we can replace in both expressions, the ratio \( n_{\text{cap}}/(n_{\text{Tot}})_j \) by \( 15/\sum_k n_k \) (ratio of the total number of HSPA codes available or allowable per UE terminal by the sum of the numbers of codes assigned to users inside the external subcell referring to the least limiting coverage-limited service) while including the summation over the CQI rings in expression (Equation 6.14), and by weighting the area densities of users (inside summation symbols) by the numbers of codes \( n_j \) referring to rings \( j \) at constant CQI. The total number of codes in expression (Equation 6.18) is therefore similarly updated instead of the total number of users. In order to compute the subcell radius referring to the nominal bit rate \( D_i \), the expressions (Equations 6.15
6.4.2 “Fair Throughput”-based Dimensioning

This paragraph provides expressions of maximum bit rate per user ensured by “Fair Throughput” scheduling technique with and without consideration of codes multiplexing. Thus, we can determine Fair Throughput dimensioning procedure with its analytical support.

By applying the Fair Throughput technique, the resources allocated to the different users is not the same for those located at different distances from the NodeB such that the mobiles disadvantaged by the channel have the same throughput than those favored by the propagation channel. In fact, the further users (having lower TBS sizes) will have more time resources so as to have the same throughput for all the users. So the Fair Throughput technique tries to balance throughputs of the different users by providing more resources (thus more priority) to transport blocks (TBs) having a lower size such that the micro-flows from the different waiting queues have almost equal instantaneous throughputs per user at each time, or in terms of analytical expression:

\[
\frac{TBS_1}{TTI_{\text{delay}}} \cdot p_1 = \frac{TBS_2}{TTI_{\text{delay}}} \cdot p_2 = \frac{TBS_3}{TTI_{\text{delay}}} \cdot p_3 = \ldots \]

\[
= \frac{TBS_i}{TTI_{\text{delay}}} \cdot p_i = \ldots = R_{\text{ens}}; \forall i
\]

where \(p_1, p_2, p_3, \ldots, p_i, \ldots\) are the time proportions (below 1) assigned to micro-flows with respective transport block sizes \(TBS_1, TBS_2, TBS_3, \ldots, TBS_i, \ldots\) of each of the users in the cell according to their CQIs, thus \(\sum_i p_i = 1\); besides there may be two or more equal \(TBS_i\)s. The \(R_{\text{ens}}\) constant is the maximum ensured bit rate per user by Fair Throughput independently of the number of HSPA codes and their multiplexing (i.e., with the minimum number of codes as possible).

We have the following relation, valid at each time:

\[
n_1 \cdot p_1 + n_2 \cdot p_2 + n_3 \cdot p_3 \leq 15
\]

It expresses the fact that the number of codes weighted by their assigned resource amounts doesn’t always exceed the maximum capacity provided by HSPA (15 codes...
HS-PDSCH: high-speed—physical downlink shared channel). The condition in Equation 6.20 is always valid since \( n_1 \cdot p_1 + n_2 \cdot p_2 + n_3 \cdot p_3 \leq \max_i \{n_i\} \leq 15 \). By generalizing Equation 6.20 for whatever the number of users in the cell, we obtain:

\[
\sum_i n_i \cdot p_i \leq 15 \tag{6.21}
\]

where \( p_i \) is the time proportion allocated to the user \( i \) such that all the users have the same minimum bit rate. By solving the equations system (Equation 6.19) in \( p_i \), we obtain:

\[
p_i = \frac{R_{\text{ass}} \cdot \frac{TTI_{\text{delay}}}{TBS_i}}{TBS_i}; \forall i \tag{6.22}
\]

Yet \( \sum_i p_i = 1 \), the maximum ensured bit rate by each of the users (without codes multiplexing) can be written as follows:

\[
R_{\text{ens}} = \frac{TBS_i}{TTI_{\text{delay}} \cdot \sum_j \frac{1}{TBS_j}} \tag{6.23}
\]

We can easily check that \( R_{\text{ens}} \leq \frac{TBS_i}{TTI_{\text{delay}}}; \forall i \). In particular, \( R_{\text{ens}} \) is always below or equal to the most limiting coverage bit rate at the cell border \( R_{\text{cov}} = \min_i \left( \frac{TBS_i}{TTI_{\text{delay}}} \right) \).

The bit rate in expression (Equation 6.23) is thus the minimum guaranteed bit rate independently of the number of codes and multi-codes available in HSPA. (It refers to the minimum required number of codes always below the number of available HSPA shared codes assumed to be equal to 15.) Otherwise, we can ensure a user bit rate (in Fair Throughput) above that given by Equation 6.23 by using more OVSF (orthogonal variable spreading factor) HSPA codes (with codes multiplexing).

Now we will determine the maximum bit rate per user while using the totality of the available HS-PDSCH channels (referring to the 15 allowed codes). For that purpose, we divide the minimum bit rate calculated in Equation 6.23 by the number of codes used to ensure it \( \left[ i.e., \left( \sum_i \frac{n_i}{TBS_i} / \sum_k \frac{1}{TBS_k} \right) \right] \) and we multiply by the available number of codes (assumed to be equal to 15); we establish the maximum ensured bit rate per user (by considering codes multiplexing) as follows:

\[
(R_{\text{ens}})_{FT} = \frac{15}{TTI_{\text{delay}} \cdot \sum_j \frac{1}{TBS_j}} \cdot \left( \sum_i \frac{n_i}{TBS_i} / \sum_k \frac{1}{TBS_k} \right) = \frac{15}{TTI_{\text{delay}} \cdot \sum_i \frac{n_i}{TBS_i}} \tag{6.24}
\]
where \( n_i \) is the corresponding number of codes referring to the user \( i \) position within the cell (given by 3GPP standard [11]). Note that the last summation symbol applies to all the mobiles within the cell.

The maximum ensured bit rate in Equation 6.24 can be determined by assuming the equality in the condition (Equation 6.21) (using the maximum number of available channels), then combine it with Equation 6.22; thus, we obtain directly the final expression of Equation 6.24 (including the whole available HSPA physical channels).

### 6.4.3 “Enhanced Fair Throughput”-based Dimensioning

In this paragraph, we give explanations on the dimensioning procedure by applying an “Enhanced Fair Throughput” scheduling technique (Figure 6.2). This technique
is suggested by the authors for operators in order to improve planning performance and reduce costs. The expression used to obtain the exact size of the cell allowing a given bit rate is also provided.

Sites dimensioning according to the Enhanced Fair Throughput dimensioning method is based on the expression in Equation 6.24. The ensured bit rate \( (D_{\text{ens}})_m \) at the higher bound of the ring at \( CQI = m \) can be written by applying the basic Fair Throughput technique with a uniform traffic as follows:

\[
(D_{\text{ens}})_m = \frac{15}{2.6 \cdot \rho \cdot TTI_{\text{delay}}} \sum_{j=m}^{CQI_{\text{max}}} \frac{n_j}{TBS_j} (r_{j-1}^2 - r_j^2)
\]

(6.25)

(we replace \( \pi \) by 2.6 to adapt the area to the hexagonal form of the cell) where \( CQI_{\text{max}} \) is the maximum \( CQI \) (belonging to the smaller ring \( CQI \) of the cell; it’s the central subcell such that \( r_{CQI_{\text{max}}} = 0 \)), which has been established to be determined and limited by the intracell interference level, \( \rho \) is the users area density.

The enhancement of the basic Fair Throughput technique is in the fact that instead of guaranteeing the same bit rate for all the mobiles, we guarantee the required bit rate of the service used by each user by applying an additional weighting to the resources that would be normally assigned in the ordinary Fair Throughput. By considering the basic bit rate \( D_0 \) the one required for the least limiting service \( i_0 \), the additional weight \( \alpha_i \) assigned to service \( i \) (with nominal bit rate \( D_i \)) is:

\[
\alpha_i = \frac{D_i}{D_0}
\]

(6.26)

In order to take into account this weight, the equipment provider should implement a device in the NodeB allowing the identification of the used service at the application layer and recognition of its required nominal bit rate. So the NodeB can determine the required weights for each user versus the used service in order to communicate them to the MAC-HS (medium access layer—high speed) layer to take them into account at the packets scheduler of each user.

In the case of the Fair Throughput technique that we have enhanced, the expression in Equation 6.25 remains valid by updating the expression of \( \rho \) to \( \rho_{\text{upd}} \) (updated \( \rho \)) as follows:

\[
\rho_{\text{upd}} = \sum_i \alpha_i \cdot \rho_i = \sum_i \frac{D_i}{D_0} \cdot \rho_i
\]

(6.27)

(with the same notations and by assuming all the activity factors equal to unity). The nominal bit rate \( D_0 \) of the least limiting service is thus the nominal bit rate per time resources unit by applying the basic Fair Throughput with the updated area density \( \rho_{\text{upd}} \). The users will have enough time resources to reach the nominal bit rates of their respective services (i.e., equal to the respective weights \( \alpha_i \)).
The cell radius $R$ (common to all services) dimensioned by this Enhanced Fair Throughput method is computed with the following expression (extracted from expression in Equation 6.25 such that the ensured bit rate is equal to $D_b$):

$$R = \sqrt{r_j^2 + \frac{TBS_j}{n_j} \left[ \frac{15}{2.6 \cdot \rho_{\text{act}} \cdot TTI_{\text{delay}} \cdot D_b} - \sum_{k=j+1}^{CQI_{\text{max}}} \frac{n_k}{TBS_k} (r_k^2 - r_j^2) \right]}$$  \hspace{1cm} (6.28)

where $r_j$ are the lower bounds of the rings at constant $CQI$ with the same notations as previously, and $r_{CQI_{\text{max}}} = 0$. Likewise, for $TBS_j$, $n_j$, and $TTI_{\text{delay}}$. $j$ is chosen such that:

$$\begin{cases} 
(D_{\text{ens}})_{j+1} \geq D_b \\
(D_{\text{ens}})_j < D_b 
\end{cases}$$  \hspace{1cm} (6.29)

where $(D_{\text{ens}})_j$ and $(D_{\text{ens}})_{j+1}$ are the ensured bit rates (by Enhanced Fair Throughput) at the higher bounds of the respective rings at $CQI = j$ and at $CQI = j + 1$. These bit rates are computed by Equation 6.25 while taking into account the users density given by Equation 6.27.

If the bit rate at the boundary of the central (internal) subcell (having maximum $CQI$) is smaller than $D_b$, that is, $(D_{\text{ens}})_{CQI_{\text{max}}} < D_b$, then expression (Equation 6.28) remains valid (by taking $j = CQI_{\text{max}}$ and $r_k = 0 \forall k \geq CQI_{\text{max}}$), and thus the dimensioned radius becomes:

$$R_{\text{dim}} = \sqrt{\frac{15 \cdot TBS_{CQI_{\text{max}}}}{2.6 \cdot \rho_{\text{act}} \cdot TTI_{\text{delay}} \cdot D_b \cdot n_{CQI_{\text{max}}}}}$$  \hspace{1cm} (6.30)

The last expression is valid provided that the ensured bit rate at the boundary of the smallest ring ($CQI_{\text{max}}$) updated to the use of all the codes and multi codes assigned to HSPA is above or equal to the bit rate $D_b$:

$$\frac{15 \cdot TBS_{CQI_{\text{max}}}}{n_{CQI_{\text{max}}} \cdot TTI_{\text{delay}}} \geq D_b$$  \hspace{1cm} (6.31)

If this last condition is not realized, the dimensioning is impossible because the terminal category and the radio conditions (intracellulare interference) don’t allow the required bit rates achievement ($CQI_{\text{max}}$ depends on the intracellular interference).

**6.4.4 Multiple Aggregated Services Dimensioning Process**

Let’s now study the multiservice case. It is evident that the higher the service bit rate, the smaller the cell size due to the cell breathing effect caused by the AMC
mechanism. Hence, we obtain concentric cells for each of the services, with the subcells referring to the higher bit rate, services are nearer to the NodeB, and vice versa (as for the basic UMTS).

Let’s assume \( s \) services denoted by \( 1, 2, \ldots, i, \ldots, s \) in the increasing order of their required bit rates (the service \( 1 \) having the lowest bit rate, and the service \( s \) having the highest bit rate). Therefore, the mobiles out of the subcell referring to service \( i \) are not served by services \( i, i+1, \ldots, s \) whose required bit rates are above or equal to that of service \( i \). We call \( R_i \) the cell size referring to service \( i \).

Let’s assume that \( R_s \) is the percentage of mobiles using the service \( i \), and \( R_i \) is the area density of simultaneous users of the service \( i \) (with uniform distribution). Thus, we have:

\[
R_i = \rho \sum_{j=1}^{s} R_j = \rho.
\]

The dimensioning process is accomplished by determining cell size referring to services \( i \) one by one in the decreasing order of the required nominal bit rates by starting with the most constraining service \( s \) until the least limiting one 1. In order to guarantee a minimum bit rate \( R_{\text{min},i} \) at the cell border referring to service \( i \) (where \( R_{\text{min},i} \leq R_{\text{min},i+1} \) \( \forall i = 1, 2, \ldots, s \) and assuming the Fair Resource scheduling technique), the transport block size \( TBS_0 \) at the border of the subcell \( i \) without codes multiplexing should be given, with the same notations, by:

\[
TBS_j / TBS_j \in \text{tables [11]} \quad \text{such that:}
TBS = \min_j
TBS_j \geq R_{\text{min},i} TTI_{\text{delay}}
\]

\[
\times \max \left( 1, \frac{\sum_{m=1}^{s} \left( \sum_{l=1}^{m} R_l \right) \left( R_m^2 - R_{m+1}^2 \right)}{\sum_{m=k_0+1}^{s} \left( \sum_{l=1}^{m} R_l \right) \left( R_m^2 - R_{m+1}^2 \right) + \sum_{l=1}^{k_0} \left( \sum_{l=1}^{m} R_l \right) \left( R_0^2 - R_{k_0+1}^2 \right)} \right)^{\frac{1}{2}}
\]

(6.32)

where \((k_0 + 1)\) index is that of the most limiting service (coverage-limited), or in other words \( R_{k_0+1} \leq R_{\text{cap}} < R_{k_0} \), or \((k_0 + 1)\) is the service index whose dimensioned radius is that containing the capacity-limited radius \( R_{\text{cap}} \). The number of users simultaneously served in the ring limited by radii \( R_{i+1} \) and \( R_i \) is \( \pi (R_i^2 - R_{i+1}^2) \sum_{l=1}^{i} R_l \) since the bit rates of services \( i+1 \) to \( s \) are not guaranteed for a size above \( R_{i+1} \). The intracellular interference in this ring is proportional to this number; hence, the total intracellular interference of the cell derived from this NodeB is proportional to
\[ \pi \sum_{i=1}^{s} \left[ (R_{i}^{2} - R_{i+1}^{2}) \sum_{i=1}^{s} \rho_{i} \right]. \] The servitude rate of this cell by this NodeB will thus be

\[ \frac{\sum_{i=1}^{s} \left( R_{i}^{2} - R_{i+1}^{2} \right) \sum_{i=1}^{s} \rho_{i}}{\left( \sum_{i=1}^{s} \left( R_{i}^{2} - R_{i+1}^{2} \right) \right)} \]

by assuming the users of all the services uniformly distributed in the service area.

Expression (Equation 6.32) is valid for both coverage and capacity-limited dimensioning (through the "max" sign). The cell size can be concluded from TBS0 as for the case of one service. Yet the intracellular interference depends on the number of active mobiles in the cell (thus on its size), and as the expression (Equation 6.32) of TBS0 depends on the cell size (through the summation) since TBS0 depends on the link quality at the border of the subcell referring to the concerned service, we should have recourse to either use an iterative process by dichotomy in order to converge to the exact cell radius (for each service \( i \) in the decreasing order) or use a mathematical deduction. For each iteration, once the radius referring to service \( i \) is determined, we can restart the same work to find the size of the subcell referring to service \( i-1 \) by using the previous results relative to services \( i \) to \( s \).

### 6.4.5 Shadowing Impact on Dimensioning

Now, let’s model the bit rates and the different HSPA parameters using the shadowing effect. Yet the coverage bit rate (or the transport block size) is directly related to CQI (cf. Section 6.3.1), thus the determination of the distribution model of CQI is enough to model that of the bit rate as well as the other related parameters. This modeling is the direct result of the AMC mechanism. It is at the origin of the general simplified HSPA dimensioning methodology that will be described and applied in the following paragraphs.

#### 6.4.5.1 Adaptation in the Modulation and Coding (AMC) Model

Let’s start with the expression (Equation 6.6) giving the SINR received by the mobile in dB at the logarithmic scale (with the same notations):

\[ \text{SINR} = P_{TX} - 10 \cdot \log_{10} \left( 10 \frac{L_{\text{min}}}{10} + 10 \frac{L_{\text{max}} + L_{dB}}{10} \right) \] (6.33)

The linear path loss \( L \) follows a log-normal law, thus its distribution PDF (probability distribution function) is:

\[ f_{L}(x) = \frac{\xi}{\sqrt{2\pi} \ \sigma \ x} \ e^{-\frac{(\ln(x) - \mu)^2}{2\sigma^2}} \] (6.34)

where

\[ \xi = \frac{10}{\ln(10)}, \ \mu = \xi \cdot \bar{L} = 10 \cdot \log_{10}(\bar{L}) \]
is the average path loss (logarithmic) in dB referring to the distance path loss, and \( \sigma \) is the standard deviation (logarithmic) of the shadowing effect in dB. Thus, the CDF (cumulative distribution function) of \( L \) can be written as:

\[
F_L(x) = \int_{1}^{x} \frac{\xi}{\sqrt{2\pi} \sigma t} e^{-\frac{(\ln(t) - \mu)^2}{2\sigma^2}} dt = \frac{1}{2} \text{erf} \left( \frac{\xi \cdot \ln(x) - \mu}{\sqrt{2\sigma}} \right) + \frac{1}{2} \text{erf} \left( \frac{\mu}{\sqrt{2\sigma}} \right)
\]

(6.35)

where \( \text{erf}(\cdot) \) is the error function defined by:

\[
\text{erf}(t) = \frac{2}{\sqrt{\pi}} \int_{0}^{t} e^{-u^2} du
\]

(6.36)

By taking into account Equation 6.33, we can rewrite Equation 6.3 into:

\[
CQI = \left[ \frac{PTX - 10 \cdot \log_{10} \left( 10 \frac{\text{I}_{\text{intra}}}{10} + 10 \frac{\text{I}_{\text{inter}} + L_{dB}}{10} \right)}{\text{CQI}_{\text{ratio}}} + \text{Offset} \right]
\]

(6.37)

where \([\cdot]\) denotes the integer part (by lower value trunking). Assume that:

\[
Y = \frac{PTX - 10 \cdot \log_{10} \left( 10 \frac{\text{I}_{\text{intra}}}{10} + 10 \frac{\text{I}_{\text{inter}} + L_{dB}}{10} \right)}{\text{CQI}_{\text{ratio}}} + \text{Offset}
\]

(6.38)

We elaborate the CDF distribution law of \( Y \) as follows:

\[
F_Y(y) = \text{Prob}(Y < y) = 1 - F_L \left[ 10^{\frac{\text{I}_{\text{intra}}}{10}} \left( 10 \frac{\text{I}_{\text{inter}} + L_{dB}}{10} \right) - 10^{\frac{\text{I}_{\text{intra}}}{10}} \right]
\]

(6.39)

where \( F_L \) is given by Equation 6.35. The probability density of \( Y \) is written as follows:

\[
f_Y(y) = \frac{\partial}{\partial y} F_Y(y) = \frac{\text{CQI}_{\text{ratio}}}{\xi} 10^{\frac{\text{I}_{\text{intra}}}{10}} \left( 10 \frac{\text{I}_{\text{inter}} + L_{dB}}{10} \right)
\]

\[
\times f_L \left[ 10^{\frac{\text{I}_{\text{intra}}}{10}} \left( 10 \frac{\text{I}_{\text{inter}} + L_{dB}}{10} \right) - 10^{\frac{\text{I}_{\text{intra}}}{10}} \right]
\]

(6.40)
So the PDF law (discrete) of $CQI = E[Y]$ is concluded as follows:

$$p_k = \text{Prob}(CQI = k) = \int_k^{k+1} f_Y(y) \, dy$$

$$= F_L \left[ 10^{-\frac{\text{INR}_{\text{.outer}}}{10}} \left( 10^{\frac{P_{TX} - CQI_{\text{outer}}(k - \text{Offset})}{10}} - 10^{-\frac{\text{INR}_{\text{inner}}}{10}} \right) \right] - F_L \left[ 10^{-\frac{\text{INR}_{\text{outer}}}{10}} \left( 10^{\frac{P_{TX} - CQI_{\text{inner}}(k + 1 - \text{Offset})}{10}} - 10^{-\frac{\text{INR}_{\text{inner}}}{10}} \right) \right]$$

(6.41)

where $F_L$ is given by Equation 6.35.

6.4.5.2 Use of Tables and Abacuses for HSPA Dimensioning

Starting with the $CQI$ analytical model established in the previous Section 6.4.5.1, we can construct a simple and general dimensioning methodology for a UMTS radio access network based on the HSPA technique. For that, we use the correspondence model quality/bit rate resulting from the AMC mechanism (through the table of 3GPP standard [11] referring to the adequate terminal category). For example, Table 6.1 provides this correspondence for a category of terminals equal to 10. Then, we describe the method for coverage-limited dimensioning of HSPA-based UMTS cellular networks while taking into account the shadowing effect.

The calculations done by a dimensioning tool with HSPA functionalities can generate tables providing the maximum range of the cell (coverage-limited) versus the required area coverage probability, the minimum bit rate to guarantee by the user, and the shadowing standard deviation. The scheduling policy applied is the “Best Effort,” providing the best bit rate (maximum) that the coverage-limited HSPA link can offer in certain conditions. We can include extra margins (fast fading, human body loss, etc.) to the dimensioning result by adding the margin in dB to the maximum allowed path loss (MAPL) obtained from the distance given by the tables and a simple appropriate propagation model (with one decay).

For example, with a shadowing standard deviation of 14 dB, in order to have a minimum bit rate of 128 kbps in the cell at a probability of 75%, the maximum (allowed) cell radius is equal to 836 m according to Table 6.2, referring to the indicated shadowing standard deviation. We can eventually include other margins (fast fading, etc.) by subtracting them from the MAPL equivalent to the distance 836 m (for a given propagation model), then by recalculating the corresponding maximum distance (below 836 m).

As another example, Figure 6.3 provides the maximum allowed cell size versus the maximum offered bit rate at the cell border for different coverage probability and shadowing standard-deviation values. We note that the smaller the coverage probability (case of 70%), the less the impact of shadowing standard deviation is
Table 6.1 Correspondence Table of CQI for a Category 10 UE Terminal

<table>
<thead>
<tr>
<th>CQI</th>
<th>Transport Block Size (TBS)</th>
<th>Number of Shared Codes</th>
<th>Modulation Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>N/A</td>
<td>Out-of-Cell Coverage</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>137</td>
<td>1</td>
<td>QPSK</td>
</tr>
<tr>
<td>2</td>
<td>173</td>
<td>1</td>
<td>QPSK</td>
</tr>
<tr>
<td>3</td>
<td>233</td>
<td>1</td>
<td>QPSK</td>
</tr>
<tr>
<td>4</td>
<td>317</td>
<td>1</td>
<td>QPSK</td>
</tr>
<tr>
<td>5</td>
<td>377</td>
<td>1</td>
<td>QPSK</td>
</tr>
<tr>
<td>6</td>
<td>461</td>
<td>1</td>
<td>QPSK</td>
</tr>
<tr>
<td>7</td>
<td>650</td>
<td>2</td>
<td>QPSK</td>
</tr>
<tr>
<td>8</td>
<td>792</td>
<td>2</td>
<td>QPSK</td>
</tr>
<tr>
<td>9</td>
<td>931</td>
<td>2</td>
<td>QPSK</td>
</tr>
<tr>
<td>10</td>
<td>1262</td>
<td>3</td>
<td>QPSK</td>
</tr>
<tr>
<td>11</td>
<td>1483</td>
<td>3</td>
<td>QPSK</td>
</tr>
<tr>
<td>12</td>
<td>1742</td>
<td>3</td>
<td>QPSK</td>
</tr>
<tr>
<td>13</td>
<td>2279</td>
<td>4</td>
<td>QPSK</td>
</tr>
<tr>
<td>14</td>
<td>2583</td>
<td>4</td>
<td>QPSK</td>
</tr>
<tr>
<td>15</td>
<td>3319</td>
<td>5</td>
<td>QPSK</td>
</tr>
<tr>
<td>16</td>
<td>3565</td>
<td>5</td>
<td>16-QAM</td>
</tr>
<tr>
<td>17</td>
<td>4189</td>
<td>5</td>
<td>16-QAM</td>
</tr>
<tr>
<td>18</td>
<td>4664</td>
<td>5</td>
<td>16-QAM</td>
</tr>
<tr>
<td>19</td>
<td>5287</td>
<td>5</td>
<td>16-QAM</td>
</tr>
<tr>
<td>20</td>
<td>5887</td>
<td>5</td>
<td>16-QAM</td>
</tr>
<tr>
<td>21</td>
<td>6554</td>
<td>5</td>
<td>16-QAM</td>
</tr>
<tr>
<td>22</td>
<td>7168</td>
<td>5</td>
<td>16-QAM</td>
</tr>
<tr>
<td>23</td>
<td>9719</td>
<td>7</td>
<td>16-QAM</td>
</tr>
<tr>
<td>24</td>
<td>11418</td>
<td>8</td>
<td>16-QAM</td>
</tr>
<tr>
<td>25</td>
<td>14411</td>
<td>10</td>
<td>16-QAM</td>
</tr>
<tr>
<td>26</td>
<td>17237</td>
<td>12</td>
<td>16-QAM</td>
</tr>
<tr>
<td>27</td>
<td>21754</td>
<td>15</td>
<td>16-QAM</td>
</tr>
<tr>
<td>28</td>
<td>23370</td>
<td>15</td>
<td>16-QAM</td>
</tr>
<tr>
<td>29</td>
<td>24222</td>
<td>15</td>
<td>16-QAM</td>
</tr>
<tr>
<td>30</td>
<td>25558</td>
<td>15</td>
<td>16-QAM</td>
</tr>
</tbody>
</table>
Table 6.2  Dimensioning Table (Cell Size Versus Maximum Offered Bit Rate and Area Coverage Probability with a Shadowing Std-Deviation of 14 dB)

<table>
<thead>
<tr>
<th>Maximum Distance (m)</th>
<th>60</th>
<th>61</th>
<th>62</th>
<th>63</th>
<th>64</th>
<th>65</th>
<th>66</th>
<th>67</th>
<th>68</th>
<th>69</th>
<th>70</th>
<th>71</th>
<th>72</th>
<th>73</th>
<th>74</th>
<th>75</th>
<th>76</th>
<th>77</th>
<th>78</th>
<th>79</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>68.5</td>
<td>1557</td>
<td>1517</td>
<td>1477</td>
<td>1439</td>
<td>1401</td>
<td>1364</td>
<td>1327</td>
<td>1291</td>
<td>1256</td>
<td>1221</td>
<td>1187</td>
<td>1153</td>
<td>1120</td>
<td>1087</td>
<td>1055</td>
<td>1022</td>
<td>990</td>
<td>959</td>
<td>928</td>
<td>897</td>
<td>867</td>
</tr>
<tr>
<td>86.5</td>
<td>1456</td>
<td>1419</td>
<td>1381</td>
<td>1345</td>
<td>1310</td>
<td>1275</td>
<td>1241</td>
<td>1208</td>
<td>1175</td>
<td>1142</td>
<td>1110</td>
<td>1078</td>
<td>1047</td>
<td>1016</td>
<td>986</td>
<td>956</td>
<td>926</td>
<td>897</td>
<td>868</td>
<td>839</td>
<td>811</td>
</tr>
<tr>
<td>116.5</td>
<td>1361</td>
<td>1326</td>
<td>1292</td>
<td>1258</td>
<td>1225</td>
<td>1192</td>
<td>1161</td>
<td>1129</td>
<td>1098</td>
<td>1068</td>
<td>1037</td>
<td>1008</td>
<td>979</td>
<td>950</td>
<td>922</td>
<td>894</td>
<td>866</td>
<td>839</td>
<td>812</td>
<td>784</td>
<td>758</td>
</tr>
<tr>
<td>158.5</td>
<td>1273</td>
<td>1240</td>
<td>1208</td>
<td>1176</td>
<td>1145</td>
<td>1115</td>
<td>1085</td>
<td>1056</td>
<td>1026</td>
<td>998</td>
<td>970</td>
<td>943</td>
<td>915</td>
<td>899</td>
<td>873</td>
<td>846</td>
<td>821</td>
<td>796</td>
<td>771</td>
<td>747</td>
<td>723</td>
</tr>
<tr>
<td>188.5</td>
<td>1190</td>
<td>1159</td>
<td>1129</td>
<td>1100</td>
<td>1070</td>
<td>1042</td>
<td>1014</td>
<td>987</td>
<td>960</td>
<td>933</td>
<td>907</td>
<td>881</td>
<td>856</td>
<td>831</td>
<td>806</td>
<td>781</td>
<td>757</td>
<td>733</td>
<td>709</td>
<td>686</td>
<td>662</td>
</tr>
<tr>
<td>230.5</td>
<td>1112</td>
<td>1084</td>
<td>1055</td>
<td>1028</td>
<td>1001</td>
<td>974</td>
<td>948</td>
<td>922</td>
<td>897</td>
<td>872</td>
<td>848</td>
<td>823</td>
<td>800</td>
<td>776</td>
<td>753</td>
<td>730</td>
<td>708</td>
<td>685</td>
<td>663</td>
<td>641</td>
<td>619</td>
</tr>
<tr>
<td>325</td>
<td>1039</td>
<td>1012</td>
<td>986</td>
<td>961</td>
<td>935</td>
<td>911</td>
<td>886</td>
<td>862</td>
<td>839</td>
<td>815</td>
<td>792</td>
<td>770</td>
<td>748</td>
<td>726</td>
<td>704</td>
<td>683</td>
<td>661</td>
<td>640</td>
<td>620</td>
<td>599</td>
<td>578</td>
</tr>
<tr>
<td>396</td>
<td>971</td>
<td>946</td>
<td>922</td>
<td>897</td>
<td>873</td>
<td>850</td>
<td>828</td>
<td>805</td>
<td>783</td>
<td>762</td>
<td>740</td>
<td>719</td>
<td>698</td>
<td>678</td>
<td>658</td>
<td>637</td>
<td>618</td>
<td>598</td>
<td>579</td>
<td>559</td>
<td>540</td>
</tr>
<tr>
<td>465.5</td>
<td>907</td>
<td>883</td>
<td>861</td>
<td>838</td>
<td>816</td>
<td>794</td>
<td>773</td>
<td>752</td>
<td>731</td>
<td>711</td>
<td>691</td>
<td>672</td>
<td>652</td>
<td>633</td>
<td>614</td>
<td>595</td>
<td>577</td>
<td>559</td>
<td>540</td>
<td>523</td>
<td>505</td>
</tr>
<tr>
<td>631</td>
<td>847</td>
<td>825</td>
<td>803</td>
<td>783</td>
<td>762</td>
<td>742</td>
<td>722</td>
<td>702</td>
<td>683</td>
<td>664</td>
<td>645</td>
<td>627</td>
<td>609</td>
<td>591</td>
<td>573</td>
<td>556</td>
<td>539</td>
<td>522</td>
<td>505</td>
<td>488</td>
<td>471</td>
</tr>
<tr>
<td></td>
<td>741.5</td>
<td>790</td>
<td>770</td>
<td>750</td>
<td>730</td>
<td>711</td>
<td>692</td>
<td>673</td>
<td>655</td>
<td>637</td>
<td>619</td>
<td>602</td>
<td>585</td>
<td>568</td>
<td>551</td>
<td>535</td>
<td>519</td>
<td>503</td>
<td>487</td>
<td>471</td>
<td>455</td>
</tr>
<tr>
<td>----</td>
<td>-------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>871</td>
<td>736</td>
<td>717</td>
<td>699</td>
<td>681</td>
<td>662</td>
<td>645</td>
<td>628</td>
<td>611</td>
<td>594</td>
<td>578</td>
<td>561</td>
<td>545</td>
<td>530</td>
<td>514</td>
<td>498</td>
<td>484</td>
<td>469</td>
<td>454</td>
<td>439</td>
<td>425</td>
<td>410</td>
</tr>
<tr>
<td>1139.5</td>
<td>686</td>
<td>668</td>
<td>651</td>
<td>634</td>
<td>617</td>
<td>601</td>
<td>584</td>
<td>569</td>
<td>553</td>
<td>538</td>
<td>523</td>
<td>508</td>
<td>494</td>
<td>479</td>
<td>464</td>
<td>450</td>
<td>436</td>
<td>423</td>
<td>409</td>
<td>395</td>
<td>382</td>
</tr>
<tr>
<td>1291.5</td>
<td>638</td>
<td>622</td>
<td>606</td>
<td>590</td>
<td>574</td>
<td>559</td>
<td>544</td>
<td>529</td>
<td>515</td>
<td>500</td>
<td>486</td>
<td>472</td>
<td>459</td>
<td>445</td>
<td>432</td>
<td>419</td>
<td>406</td>
<td>393</td>
<td>380</td>
<td>368</td>
<td>355</td>
</tr>
<tr>
<td>1659.5</td>
<td>592</td>
<td>577</td>
<td>562</td>
<td>548</td>
<td>533</td>
<td>519</td>
<td>505</td>
<td>492</td>
<td>478</td>
<td>465</td>
<td>451</td>
<td>439</td>
<td>426</td>
<td>414</td>
<td>401</td>
<td>389</td>
<td>377</td>
<td>365</td>
<td>353</td>
<td>342</td>
<td>330</td>
</tr>
<tr>
<td>1782.5</td>
<td>549</td>
<td>535</td>
<td>521</td>
<td>508</td>
<td>494</td>
<td>481</td>
<td>468</td>
<td>456</td>
<td>443</td>
<td>431</td>
<td>419</td>
<td>407</td>
<td>395</td>
<td>383</td>
<td>372</td>
<td>361</td>
<td>350</td>
<td>338</td>
<td>327</td>
<td>317</td>
<td>306</td>
</tr>
<tr>
<td>2094.5</td>
<td>508</td>
<td>494</td>
<td>481</td>
<td>469</td>
<td>456</td>
<td>445</td>
<td>433</td>
<td>421</td>
<td>409</td>
<td>398</td>
<td>387</td>
<td>376</td>
<td>365</td>
<td>355</td>
<td>344</td>
<td>333</td>
<td>323</td>
<td>312</td>
<td>303</td>
<td>292</td>
<td>283</td>
</tr>
<tr>
<td>2332</td>
<td>467</td>
<td>455</td>
<td>443</td>
<td>431</td>
<td>420</td>
<td>409</td>
<td>398</td>
<td>387</td>
<td>376</td>
<td>366</td>
<td>356</td>
<td>346</td>
<td>336</td>
<td>326</td>
<td>316</td>
<td>307</td>
<td>297</td>
<td>287</td>
<td>278</td>
<td>269</td>
<td>260</td>
</tr>
<tr>
<td>2643.5</td>
<td>428</td>
<td>416</td>
<td>406</td>
<td>395</td>
<td>384</td>
<td>375</td>
<td>364</td>
<td>355</td>
<td>345</td>
<td>335</td>
<td>326</td>
<td>317</td>
<td>308</td>
<td>298</td>
<td>289</td>
<td>281</td>
<td>272</td>
<td>263</td>
<td>255</td>
<td>246</td>
<td>238</td>
</tr>
<tr>
<td>2943.5</td>
<td>388</td>
<td>378</td>
<td>368</td>
<td>358</td>
<td>349</td>
<td>340</td>
<td>331</td>
<td>322</td>
<td>313</td>
<td>304</td>
<td>295</td>
<td>287</td>
<td>279</td>
<td>271</td>
<td>262</td>
<td>255</td>
<td>247</td>
<td>239</td>
<td>231</td>
<td>223</td>
<td>216</td>
</tr>
<tr>
<td>3277</td>
<td>347</td>
<td>338</td>
<td>330</td>
<td>321</td>
<td>312</td>
<td>304</td>
<td>296</td>
<td>288</td>
<td>280</td>
<td>272</td>
<td>265</td>
<td>257</td>
<td>250</td>
<td>242</td>
<td>235</td>
<td>228</td>
<td>221</td>
<td>214</td>
<td>207</td>
<td>200</td>
<td>193</td>
</tr>
<tr>
<td>3534</td>
<td>304</td>
<td>296</td>
<td>288</td>
<td>281</td>
<td>273</td>
<td>266</td>
<td>259</td>
<td>252</td>
<td>245</td>
<td>238</td>
<td>231</td>
<td>225</td>
<td>219</td>
<td>212</td>
<td>206</td>
<td>199</td>
<td>193</td>
<td>187</td>
<td>181</td>
<td>175</td>
<td>169</td>
</tr>
<tr>
<td>4859.5</td>
<td>253</td>
<td>246</td>
<td>240</td>
<td>233</td>
<td>227</td>
<td>221</td>
<td>215</td>
<td>209</td>
<td>204</td>
<td>198</td>
<td>192</td>
<td>187</td>
<td>181</td>
<td>176</td>
<td>171</td>
<td>165</td>
<td>161</td>
<td>156</td>
<td>150</td>
<td>145</td>
<td>140</td>
</tr>
<tr>
<td>5709</td>
<td>176</td>
<td>172</td>
<td>167</td>
<td>162</td>
<td>158</td>
<td>154</td>
<td>150</td>
<td>146</td>
<td>142</td>
<td>138</td>
<td>134</td>
<td>130</td>
<td>126</td>
<td>123</td>
<td>119</td>
<td>115</td>
<td>112</td>
<td>108</td>
<td>105</td>
<td>101</td>
<td>98</td>
</tr>
</tbody>
</table>
Figure 6.3 Abacuses of the cell size versus offered bit rate for different coverage probability and shadowing standard-deviation values.

important on the dimensioned cell size (due to the impact of coverage probability on the shadowing margin). Those abacuses can help for an initial HSPA network dimensioning with basic radio parameters.

6.5 HSPA RF Planning Reference Scenarios and Procedure

Dimensioning procedure uses two packet scheduling techniques: Fair Resource [13] and the new introduced technique Enhanced Fair Throughput improving upon the classical Fair Throughput scheduling technique.

By applying the Fair Resource scheduling technique to dimension NodeB sites, we have to choose between two alternatives:

- **D1 Dimensioning Method**: It consists in dimensioning sites according to the most limiting service (in terms of coverage and capacity) in order to have
access simultaneously to all services and in each point of the concerned service area. However, this method requires an important number of sites to deploy, with a reduced efficiency especially for the less limiting services, which users may be available over a greater area. Moreover, this method has the drawback of generating a great deal of intracellular interference.

D2 Dimensioning Method: It consists in dimensioning sites according to the least limiting service in such a way that access to different services is accomplished through concentric subcells where some services are available near the NodeB. If we move from one subcell to another away from the NodeB, we gradually lose access to services one by one (the guaranteed bit rate decreases by moving from one subcell to another away from the NodeB). In other words, in order to have access to some services demanding more bandwidth, users must not be far away from the NodeB. This adaptive technique is similar to the Wi-Fi (wireless fidelity) access points principle (partial availability in hot spots) and to EDGE (enhanced data rates for GSM evolution) (rate adaptation). Nevertheless, access to lower-rate services is maintained in wider areas. This method allows deploying a lower number of sites while guaranteeing an acceptable access to different services and optimizing bandwidth and radio resource usage in order to increase capacity and improve the range of the whole cell (limited by the external subcell) for a given traffic density.

D1 and D2 are complementary methods since the last one may be an intermediate step between different cellular densification phases after eventual subscriber traffic evolutions in order to provide all services even in limited areas (hot spots). We can also adopt an intermediate method between D1 and D2 by choosing a service with an intermediate nominal bit rate as a reference for sites dimensioning so as to set services to be dimensioned at 100% and the ones to be dimensioned partially as hot spots or coverage concentric subcells.

In order to enhance air interface dimensioning performance in terms of cell size and capacity, we introduce a third dimensioning method (D3) consisting in a modification of the Fair Throughput scheduling technique by incorporating weights to allocated resources proportionally to nominal bit rates of different services such that each mobile is satisfied by its required service bit rate in each point of the cell. This method is called Enhanced Fair Throughput, adapted both to services and propagation conditions. We obtain a common dimensioning for all services (the same subcell sizes), which is better than D1 and D2.

We have presented various dimensioning methods or scenarios in order to give HSPA mobile operators a reasonable margin to select the suitable alternative according to their priorities in terms of cost and/or QoS. Figure 6.4 shows the general flow chart of the HSPA dimensioning methodology.
6.6 Dimensioning Performance Comparison between UMTS (Rel’99) and HSPA Evolution

The dimensioning performance is measured in terms of coverage (bit rate and cell range) and capacity (in number of HSPA shared codes or limited by the total power of the NodeB).

Our comparison is performed using two different configurations of service distribution: the first is configuration A in which most mobiles use the usual services...
Table 6.3 Traffic Distribution According to Services in the Configurations A and B

<table>
<thead>
<tr>
<th>Services</th>
<th>Configuration A: (users %)</th>
<th>Configuration B: (users %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice (16 kbps): RAB 16</td>
<td>94.0%</td>
<td>35%</td>
</tr>
<tr>
<td>Packet (14 kbps): RAB 14</td>
<td>1.5%</td>
<td>25%</td>
</tr>
<tr>
<td>Packet (384 kbps): RAB 384</td>
<td>0.7%</td>
<td>15%</td>
</tr>
<tr>
<td>Packet (2 Mbps): RAB 2 Mbps</td>
<td>1.6%</td>
<td>10%</td>
</tr>
<tr>
<td>Circuit (128 kbps): RAB 128</td>
<td>2.2%</td>
<td>15%</td>
</tr>
</tbody>
</table>

with low bit rates, and the second is configuration B in which the traffic distribution is balanced between the services (the traffic load above the one in configuration A). See Table 6.3.

Figures 6.5 and 6.6 show the impact of the inclusion of HSPA with its different scheduling techniques versus basic UMTS (without HSPA). Note that HSPA
improves sensibly the coverage and thus dimensioning versus basic UMTS for a high users area density (area spectral efficiency typically above about 30 kbps/MHz/km² for the configuration A and above about 150 kbps/MHz/km² for the configuration B) referring to a capacity-limited dimensioning. For the case of coverage-limited dimensioning (low users area density), the contribution of HSPA versus basic (Rel’99) UMTS is not realized, especially versus the case of activated power control (PC) and versus the FPP technique.

This contribution and performance enhancement appear especially versus the case of basic UMTS without PC [i.e., at constant transmitted power (with a gain from 7 to 18 dB according to the service type), which remains an unrecommended solution in terms of optimization of the number of sites]. The HSPA gain versus the FPP dimensioning technique is lower but remains important (from 3 to 7 dB according to the service). The performance of the Enhanced Fair Throughput technique
(D3 method) is eventually above that of basic UMTS especially for an important traffic of users. The D3 dimensioning method based on Enhanced Fair Throughput in HSPA has a higher performance than the FPP method in UMTS Rel’99, even versus the lower bit rate services—for a high area spectral efficiency above 400 kbps/MHz/km².

The dimensioning with activated PC is not recommended except if HSPA is not available since the Enhanced Fair Throughput technique has more performance while having a common size of the subcells referring to all the services.

In the case of a high traffic of the users (see Figures 6.7 and 6.8), the activated PC and FPP methods (versus some services with lower bit rates) present more economical dimensioning results than the method D1 with HSPA, but the Enhanced Fair Throughput technique (method D3 in HSPA) is effectively

![Graph showing Maximum allowed path loss (MAPL) in dB vs. Spectral efficiency in kbps/MHz/km²]

**Figure 6.7** Contribution of HSPA application on the cell size in downlink (high traffic case and services distribution according to configuration A).
more economical and has more performance than all the methods or options of dimensioning that have been adopted for basic UMTS (Rel’99). Those latter are not over-performed in terms of minimization of the number of radio sites except by the dimensioning technique D2 (with HSPA) according to the least limiting service (and except for the two lower bit rate services), and that realizes, in addition, a common dimensioning for all the services (same MAPL or cell size for the different services). However, this last method (D2) has the drawback that all services are satisfied except partially in some limited areas (hot spots).

According to Figures 6.9 and 6.10, the techniques used in methods D2 and D3 (in HSPA) provide a maximum capacity per cell above that for the other methods.
Nevertheless, the method D1 presents a cell capacity below that with the activated PC method (at constant transmission power). Although the FPP technique provides a maximum capacity per cell that is relatively low (about 20 kbps/MHz/cell in configuration A and 100 kbps/MHz/cell in configuration B), the cell size is high (acceptable range according to Figures 6.5 to 6.8 and their respective comments).

Figures 6.9 and 6.10 show also the cell capacity improvements achieved through methods D2 and D3 (in HSPA) and the activated PC (in UMTS Rel’99). Those enhancements are performed only for the uplink (UL), which limits capacity per cell and thus limits the dimensioning of radio sites.
6.7 Conclusion

This chapter presented dimensioning procedures in HSPA-based UMTS networks, including the two limitation cases: coverage-limited and capacity-limited. Three planning reference scenarios have been described and compared with the necessary analytical support and modeling. As shown, the Enhanced Fair Throughput dimensioning alternative offers a common cell size for all services. Dimensioning process has also been described in the case of multiple aggregated services as well as by the consideration of the shadowing effect. At the end of the chapter, we made a performance comparison between dimensioning techniques of an HSPA-based network and some planning techniques for a basic UMTS Rel'99.

The conclusions show under which conditions HSPA dimensioning techniques are better than those of Rel’99 UMTS, and in which case Rel’99 UMTS deployment is more efficient and better than implementing HSPA-based UMTS infrastructure.
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7.1 Introduction

In the near future, a broad range of multimedia applications with guaranteed quality of service (QoS) is expected to be provided by new evolved UMTS networks. The 3rd Generation Partnership Project (3GPP) has standardized in Release 6 and 7 new cellular-based systems denoted respectively as high-speed packet access (HSPA) and evolved high-speed packet access (eHSPA or HSPA+). Another area of focus defined in 3GPP Release 8 is the introduction of a new OFDM-based technology through the long-term evolution (LTE) work item, often referred to as the evolved UMTS terrestrial radio access network (EUTRAN). It is the next generation cellular wireless standard that is considered the prominent path to the 4G cellular wireless system.

7.1.1 Objective and Context

The next-generation cellular systems rely on new technologies. They make it possible to bring improved support and performance for constrained services, thanks to important new additions such as enhanced receivers, multiple-input multiple-output,
continuous packet connectivity, higher order modulations, fast cell selection, and fast packet scheduling.

The long-term evolution network is introduced through the definition of the new flatter-IP core network, and will improve performance by providing higher data rates, reduced latency, and improved spectral efficiency. The focus was on enhancement of the radio-access technology (UTRA) and the optimization and simplification of the radio access network (UTRAN) as well.

The EUTRAN uses a simplified single node architecture consisting of the EUTRAN NodeB denoted eNB, which communicates with the evolved packet core (EPC), the mobility management entity (MME), and the user plane entity (UPE). In the EUTRAN, this eNB supports all the functions in a typical radio network such as radio bearer control, connection mobility management, admission control and scheduling, dynamic resource allocation, inter-cell interference coordination, load balancing, and inter-radio access technology functions. The access stratum resides then completely at this node.

Radio resource management (RRM) is therefore one of the key design features of HSPA, HSPA+, and LTE. The objective of the RRM techniques is to optimize the use of radio resources while fulfilling the quality requirements of the largest possible number of users. The most representative of these techniques is the packet scheduling. A packet scheduler controls the allocation of channels to users within the system coverage area by deciding which user should transmit during a given time interval.

### 7.1.2 Radio Resource Management for Advanced Wireless Systems

The next-generation cellular networks are expected to support a broad spectrum of multimedia services with guaranteed QoS. The resource access protocol that defines how the wireless medium is shared among contending users, is therefore a pioneer element on which depends the overall performance of these networks. In this context, an efficient resource allocation scheme should handle a wide range of information bit rates as well as various types of real-time and non-real-time services with different traffic characteristics and QoS guarantees. In addition, the protocol must operate under different constraints of mobility, dynamic traffic load variations, and highly sensitive wireless links. Under these constraints, QoS provisioning becomes a challenging task and difficult to ensure. Effective management of the limited radio resources is therefore important to enhance the network performance. Some cross-layered radio resource management algorithms are then designed and proposed to optimally adapt to channel conditions and specific applications requirements. Their purpose is to solve the issue of the lack of built-in mechanisms for protocol layers that makes it very difficult to provide guaranteed QoS for multimedia applications.

The packet scheduling constitutes one of the fundamental RRM techniques for QoS provisioning to the evolved UMTS networks. It controls the allocation of
channels to users who have data to transfer within the coverage area of the system and, to a large extent, it determines the overall behavior of the system.

In this chapter, we will investigate some of the radio resource management features and discuss the various QoS requirements in evolved UMTS networks, and some of the solutions proposed for effective management of the limited radio resources to enhance their performance. In this context, the chapter concentrates on the packets scheduling schemes proposed for QoS provisioning in such networks. It gives an accurate analytical modeling of some of these protocols like Fair Resource, Fair Throughput, Proportional Fair algorithms, and “the maximum CIR scheme,” which were proposed for HSPA systems. These scheduling protocols that are defined today as "conventional" are not suitable for aggregated multiple services with different profiles and required QoS parameters (data, voice, video, etc.).

Indeed, many of these proposed protocols focus on different layers separately. Each layer communicates with its peer using a set of rules and conventions collectively known as layered protocol, and should perform its own defined functions, without knowledge of details on the services’ implementation in the other layers. In implementing protocols in these layers, control is passed from one layer to the next. The interactions between layers are controlled, each layer has the property that it only uses the functions of the layer below, and only exports functionality to the layer above. In wireless networks, wireless channels and networks are dynamic in behavior, such as temporal and spatial changes quality and user distribution. Furthermore, meeting the end-to-end performance requirements of demanding applications is extremely challenging without interaction between protocol layers. The conventional layered protocol architecture is inflexible and unable to adapt to such dynamically changing network behaviors, since the various protocol layers can only communicate with each other in a strict and primitive manner. In such a case, the layers are most often designed to operate under worst conditions, rather than adapting to changing conditions. This eventually leads to inefficient use of spectrum and energy.

Thus, new optimized packet scheduling techniques adapted for multiple services (multi-class of real-time and non-real-time services) in the next-generation evolved UMTS networks are presented. Some novel approaches based on cross-layered radio resource management protocols that attempt to focus the radio channel conditions are then explored.

7.2 Radio Resource Management for Evolved UMTS Networks

Several RRM functions are defined for the evolved UMTS networks HSPA/HSPA+ and LTE. In LTE, these functions are assigned to eNB(s) and mapped over the layers 1, 2, and 3. They include the radio bearer control (RBC), the radio admission control (RAC), the connection mobility management (CMM), the dynamic resource allocation (DRA) or packet scheduling, the inter-cell interference coordination (ICIC), and load balancing (LB).
Compared to HSPA, LTE introduces new functionalities in base stations like the radio link control layer (RLC), radio resource control (RRC), and the functions defined for the packet data convergence protocol (PDCP) as ciphering and header compression. The medium access control (MAC) layer functionality is similar to HSPA operation and remains in the eNB as shown in Figure 7.1 [1].

It depicts the architecture for downlink (as for uplink) of the layer 2 of the radio access protocol in the eNodeB, which is constituted by the PDCP/RLC/MAC sublayers supporting the radio resource management.

An overview on services and functions provided by each sublayer are presented in the following sections [1].

### 7.2.1 MAC Sublayer

The MAC sublayer is a protocol layer that arbitrates and controls access to the shared transmission medium. It runs in both the UE and the eNB and has different behaviors when running in each, generally giving commands in the eNB and responding to them in the UE.

Thus, the main functions of the MAC sublayer includes mapping between logical channels and transport channels, multiplexing/demultiplexing of RLC packet data units (PDUs) belonging to one or different radio bearers into/from transport blocks (TB) delivered to/from the physical layer on transport channels, traffic volume measurement reporting, error correction through HARQ, priority handling between logical channels of one UE, priority handling between UEs by means of dynamic scheduling, MBMS service identification, and transport format selection and padding.

---

**Figure 7.1** Layer 2 structure for DL.
Those marked with circles at the interface between sublayers in Figure 7.1, are the service access points (SAPs) for peer-to-peer communication. The SAP between the physical layer and the MAC sublayer provides the transport channels. The SAPs between the MAC sublayer and the RLC sublayer provide the logical channels.

### 7.2.2 RLC Sublayer

The main services and functions of the RLC sublayer includes the transfer of upper layer PDUs supporting acknowledged mode (AM) or unacknowledged mode (UM), transparent mode (TM) data transfer, error correction through automatic repeat request (ARQ), segmentation according to the size of the TB, re-segmentation of PDUs that need to be retransmitted, concatenation of SDUs for the same radio bearer, in-sequence delivery of upper layer PDUs except at handover, duplicate detection, protocol error detection and recovery, and SDU discard and reset.

### 7.2.3 PDCP Sublayer

The PDCP sublayer performs both user plane and control plane main functions. The PDCP sublayer functions in the user plane include header compression and decompression (ROHC only), transfer of user data, in-sequence delivery of upper layer PDUs at handover for RLC AM, duplicate detection of lower layer SDUs at handover for RLC AM, retransmission of PDCP SDUs at handover for RLC AM, ciphering and timer-based SDU discard in uplink. The PDCP sublayer functions in the control plane include ciphering and integrity protection and transfer of control plane data.

### 7.2.4 RRC Sublayer

The radio resource control (RRC) protocol is being used to configure and control the radio resource between the eNB and the user equipment. The RRC sublayer performs the following control plane main functions: broadcast of system information related to access stratum (AS) and non-access stratum (NAS), paging, establishment, maintenance and release of an RRC connection between the UE and EUTRAN, signaling radio bearer management, security handling, mobility management, including UE measurement reporting and configuration, active mode handover, idle mode mobility control, MBMS notification services and radio bearer management for MBMS, QoS management, and NAS direct message transfer to/from NAS from/to UE.

The RRC specifications defined for LTE are slightly different from those defined for legacy 3G-RNC systems like HSPA. The following describes a few:

- The number of RRC states: two states in LTE and five in 3G-RNC system.
- The number of signaling radio bearers: The LTE has three signaling radio bearers and 3G-RNC system has four.
MAC entity: Only one MAC entity is defined for LTE, whereas in 3G-RNC systems there are four different MAC entities based on different types of transport channels, and then less signaling is involved.

As there is no common transport channel defined in LTE, the radio bearer mapping is much simpler.

No RRC connection mobility is defined in LTE, like cell update and ura update.

Instead of having two domain identities (CS and PS domains) as in 3G-RNC systems, only the PS domain identity is specified, with less complexity and signaling overhead.

As there is only the PS domain in LTE, there is no signaling connection release procedure.

In LTE, a limited number of most frequently transmitted parameters is included in the MIB, and the scheduling information that mainly indicates when the SI messages are transmitted is contained in the SIB type I, whereas in 3G-RNC systems, MIB includes both the frequently transmitted parameters and the scheduling information.

Only one type of paging is required for LTE and two types are required in 3G-RNC systems.

In case of reconfiguration, only one reconfiguration message is used in LTE to reconfigure all logical, transport, and physical channels, and then fewer signaling messages are exchanged.

In LTE, the latency of the RRC connection establishment is reduced since no NBAP protocol is used.

In LTE, there is no need to specify the RRC state in an RRC message.

In LTE, there is no need to define activation time. This leads to a significant reduction in the latency during establishment and reconfiguration of radio bearers.

In LTE, only a shared channel is defined, and there is no need to define the downlink transport channel configuration in the RRC reconfiguration message. This will reduce the signaling message size effectively. All DL-SCH transport channel information is broadcast in system information.

### 7.3 Overview of Packet Scheduling in HSPA and Beyond

One of the most important features of HSPA is packet scheduling. The main goal of packet scheduling is to maximize the system throughput while satisfying the QoS requirements of the users. The packet scheduler determines which user the shared channel transmission should be assigned to at a given time. In HSDPA, the packet scheduler can exploit the short-term variations in the radio conditions of different users by selecting those with favorable instantaneous channel conditions.
for transmission, which is illustrated in Figure 7.2. This idea is based on the fact that good channel conditions allow for higher data rates ($R$) by using a higher order modulation and coding schemes [2], which results in increasing the system throughput.

In order to quickly obtain up-to-date information on the channel conditions of different users, the functionality of the packet scheduler has been moved from the radio network controller (RNC) in UMTS to the medium access control high-speed (MAC-hs) sublayer at the NodeB [2], as shown in Figure 7.3. The MAC-hs is a new sublayer that is added to the MAC layer at the NodeB in HSDPA in order to execute the packet scheduling algorithm. In addition, the time transmission interval (TTI) (i.e., the time between two convective transmissions) has been reduced from 10 ms in UMTS Release 99 to 2 ms in Release 5 that includes HSDPA. This is because it allows the packet scheduler to better exploit the varying channel conditions of different users in its scheduling decisions and to increase the granularity in the scheduling process. It should be noted that favoring users with good channel conditions may prevent those with bad channel conditions from being served and may, therefore, result in starvation. A good design of a scheduling algorithm should take into account not only maximization of the system throughput through service differentiation, but also being fair to users who use the same service and pay the same amount of money. That is, scheduling algorithms should balance the trade-off between maximizing throughput and fairness.

The packet scheduler for HSDPA implemented at the MAC-hs layer of NodeB works as follows (see Figure 7.3). Every TTI, each user regularly informs the NodeB of his channel quality condition by sending a report known as a channel quality indicator (CQI) in the uplink to the NodeB. The CQI contains information about the instantaneous channel quality of the user. This information includes the size

![Figure 7.2](image-url)  
*Figure 7.2 Exploiting the user channel quality for scheduling decisions.*
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Figure 7.3 The MAC-hs at the NodeB in HSDPA.

of the transport block that the NodeB should send to the user, the number of simultaneous channel codes, and the type of modulation and coding schemes that the user can support. NodeB then would select the appropriate mobile user according to the adopted scheduling discipline and send data to the selected user at the specified rates. The user is able to measure his current channel conditions by measuring the power of the received signal from the NodeB and then using a set of models described in [3], determine his current supportable data rates (i.e., the rates that he can receive data from the NodeB given his current channel condition). Therefore, users with good channel conditions will enjoy potentially higher supportable data rates by using higher modulation and coding rates, whereas users with bad channel conditions will experience lower data rates instead of adjusting their transmission power.

7.4 Overview on Packet Scheduling in LTE

The packet scheduling constitutes one of the RRM functions defined for LTE. In this chapter, the focus will only be on the scheduling and admission control functions. The radio admission control, the QoS management, and the persistent scheduling functions are defined for layer 3.

7.4.1 Radio Admission Control

In order to decide about the acceptance of the requests for new evolved packet system (EPS) bearers in the cell, the admission control algorithm takes into consideration
several parameters like the resource availability in the cell, the priority level, and the required QoS by the new EPS bearer, as well as the currently provided QoS to the active sessions.

This algorithm managing the admission control is not specified by 3GPP but is specific to each eNB vendor. In general, a new request is only granted if it is estimated that QoS for the new EPS bearer can be fulfilled, while guaranteeing an acceptable service to the existing in-progress sessions in the cell having the same or higher priority.

In LTE, a set of associated QoS parameters defines the QoS profile of each EPS bearer. This set consists of an allocation retention priority (ARP), an uplink and downlink guaranteed bit rate (GBR), a prioritized bit rate (PBR), and a QoS class identifier (QCI) [4, 5]. These parameters belonging to existing bearers could be modified dynamically, and it is possible to consider simultaneously different services by activating parallel bearers with different QoS profiles.

The ARP parameter defines the level of priority required for the admission control decision. It is an integer that ranges between 1 and 16. The GBR parameter is specified only for EPS GBR bearers. For non-GBR bearers, an aggregate MBR (AMBR) is specified. PBR is a QoS parameter specified for the uplink per bearer introduced to avoid the uplink scheduling starvation problem that may occur for UE with multiple bearers.

As for QCI, 3GPP specifications define a mapping table for nine values and their corresponding typical services (cf. Table 7.1). This parameter includes other parameters like the layer 2 packet delay budget, packet loss rate, and scheduling priority.

To ensure high spectral efficiency in the LTE cell while providing the required QoS, much more focus should be on dynamic packet scheduling and link adaptation. The link adaptation is performed to adapt the selection of modulation and channel coding schemes to current channel conditions on the basis of CQI feedback from the users in the cell. This leads to the definition of the data rate and the error probabilities of each link.

In this chapter, only packet scheduling techniques for LTE will be discussed.

### 7.4.2 Uplink Packet Scheduling

On the uplink, LTE uses an approach called SC-FDMA, which is somewhat similar to OFDMA but has a 2-to-6-dB peak-to-average ratio of the signal advantage over the OFDMA.

An uplink packet scheduler has to share the available radio resources between users while taking into account requirements and limitations imposed by other RRM functionalities.

The LTE uplink is a constrained link due to single-carrier FDMA transmission. It limits both frequency and multi-user diversity. Therefore, the packet scheduler has to fulfill the hard QoS requirements by users having data to transmit over an
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Table 7.1 LTE QCI (QoS Class Identifier), as Defined by 3GPP TS 23.207

<table>
<thead>
<tr>
<th>QCI</th>
<th>Resource Type</th>
<th>Priority</th>
<th>Packet Delay Budget</th>
<th>Packet Error Loss Rate</th>
<th>Example Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GBR</td>
<td>2</td>
<td>100 ms</td>
<td>$10^{-2}$</td>
<td>Conversational voice</td>
</tr>
<tr>
<td>2</td>
<td>GBR</td>
<td>4</td>
<td>150 ms</td>
<td>$10^{-3}$</td>
<td>Conversational video (live streaming)</td>
</tr>
<tr>
<td>3</td>
<td>GBR</td>
<td>3</td>
<td>50 ms</td>
<td>$10^{-3}$</td>
<td>Real-time gaming</td>
</tr>
<tr>
<td>4</td>
<td>GBR</td>
<td>5</td>
<td>300 ms</td>
<td>$10^{-6}$</td>
<td>Non-Convers. video (buffered streaming)</td>
</tr>
<tr>
<td>5</td>
<td>GBR</td>
<td>1</td>
<td>100 ms</td>
<td>$10^{-6}$</td>
<td>IMS signaling</td>
</tr>
<tr>
<td>6</td>
<td>GBR</td>
<td>6</td>
<td>300 ms</td>
<td>$10^{-6}$</td>
<td>Video (buffered streaming)</td>
</tr>
<tr>
<td>7</td>
<td>Non-GBR</td>
<td>7</td>
<td>100 ms</td>
<td>$10^{-3}$</td>
<td>Voice, live streaming, interactive gaming</td>
</tr>
<tr>
<td>8</td>
<td>Non-GBR</td>
<td>8</td>
<td>300 ms</td>
<td>$10^{-6}$</td>
<td>&quot;Premium bearer&quot; for video (buffered)</td>
</tr>
<tr>
<td>9</td>
<td>Non-GBR</td>
<td>9</td>
<td>300 ms</td>
<td>$10^{-6}$</td>
<td>&quot;Default bearer&quot; for video</td>
</tr>
</tbody>
</table>

Interface typically characterized by high interference variability. On the basis of information conveyed by the buffer status reports (BSRs), the scheduler can handle the prioritization between these users. Since synchronous HARQ is used for LTE uplink, this packet scheduler interacts closely with the HARQ manager, and then user equipment (UE) must be scheduled if an earlier transmission has failed. Its power capabilities must be considered when, for example, packet scheduler allocates the uplink transmission bandwidth to a specific UE. As multi-antenna transmission techniques are used in LTE, enhancing system performance and service capabilities, the uplink packet scheduler can simultaneously allocate resources to several users. However, in LTE uplink, users cannot be scheduled for transmission on a physical uplink shared channel (PUSCH) unless they are listening to the L1/L2 control channel.

Compared to eNB, these users are low-power devices and consequently they cannot be allocated a high transmission bandwidth to compensate the effects of radio environment conditions, especially in macro-cellular network configuration.

### 7.4.3 Downlink Packet Scheduling

LTE implements OFDM in the downlink. Its basic principle is to split a high-rate data stream into a number of parallel low-rate data streams, each narrowband signal...
carried by a subcarrier. They are generated in the frequency domain and combined to form the broadband stream while using the inverse fast Fourier transform (IFFT) algorithm. To avoid any performance degradation in high-speed conditions, the subcarriers have a 15-kHz spacing from each other, maintained regardless of the overall channel bandwidth. In LTE, the number of subcarriers ranges from 75 in a 1.25-MHz channel to 1200 in a 20-MHz channel. Thanks to OFDMA, different users could be assigned different subcarriers over time. Over both time and frequency, a minimum resource block that the system can assign to a user transmission consists of 12 subcarriers over 14 symbols, as shown in Figure 7.4.

In the downlink, the dynamic packet scheduler performs scheduling decisions every TTI and allocates to the users both physical resource blocks (PRBs) and selected modulation and coding schemes. They are signaled to the scheduled users on the PDCCH. In LTE, an active user with an EPS bearer has several data flows. It has a control plane data flow for the RRC protocol and one or multiple user plane data flows for EPS bearers; each of them are uniquely identified with a 5-bit logical channel identification (LCID) field. On the basis of the scheduled transport block size (TBS) for a particular user, the medium access control protocol decides the amount of data sent from each LCID.

Even though a user has several data flows, the scheduling decisions are carried out on a per-user basis. As in uplink, the packet scheduler interacts closely with the HARQ manager since it is responsible for scheduling retransmissions. Asynchronous adaptive HARQ is supported, and then the scheduler dynamically schedules pending HARQ retransmissions in time and frequency domain. However, it is not allowed to send at the same time a new and pending HARQ transmission to each scheduler user.

![Figure 7.4](image)

**Figure 7.4** LTE OFDMA downlink resource assignment in frequency and time.
On the basis of CQI feedback from terminals operating within the LTE cell, the downlink packet scheduler is informed through the link adaptation about the supported modulation and coding scheme for a user depending on the selected set of PRB. As in HSDPA, an outer loop link adaptation algorithm could be applied to control the block error rate of the first transmissions.

### 7.4.4 Time and Frequency Domains Packet Scheduling

To improve the LTE system capacity, 3GPP has proposed efficient techniques called time domain packet scheduling (TDPS) and frequency domain packet scheduling (FDPS). In case of frequency fast fading, the TDPS can provide multiuser diversity gains that depend on the amount and speed of the fading. In LTE, TDPS gains are relatively low due to the typically used large bandwidths and both the mobile and base stations’ antenna diversity capability. These gains can also be affected by high mobile speed and multipath propagation. Indeed, on the basis of the CQI feedback, the packet scheduler selects only the pool of PRB having the highest channel quality on which the buffered data in the eNB will be transmitted.

With the FDPS technique that exploits frequency selective power variations on either the useful signal or the interference, users are scheduled on the PRB with high channel quality. The PRB where users are experiencing deep fades are avoided. A high FDPS gain is achieved when the effective coherence bandwidth of the radio channel is less than a system bandwidth equal to or larger than 5 MHz. The main drawbacks of this technique are high scheduler complexity and increased signaling overhead in both the uplink and downlink.

### 7.4.5 Scheduling and Persistent Scheduling

In LTE, transmissions can be carried out with higher data rates while the scheduling of the resources is performed on the basis of the channel conditions knowledge. In addition to dynamic scheduling applied both to the uplink and downlink, LTE supports persistent scheduling for which radio resources are allocated to a user for a given set of subframes. This is due to the fact that for services with small payloads and regular packet arrivals, the control signaling required for dynamic scheduling might be disproportionately large relative to the amount of user data transmitted.

### 7.5 HSPA and LTE Scheduling Techniques Models

In this section, some HSPA scheduling techniques models proposed in literature are presented. Some of them could be extended to LTE.
7.5.1 **Fair Resource Scheduling Technique Protocol**

The maximum bit rate $R_{\text{max},i}$ ensured by user $i$ is as follows:

$$
R_{\text{max},i} = \begin{cases} 
\min \left( \frac{TBS_i}{TTI_{\text{delay}}}, \frac{TBS_i}{TTI_{\text{delay}}}, \frac{n_{\text{cap}}}{n_{\text{Tot}}} \right) & \text{(without codes multiplexing)} \\
\min \left( \frac{TBS_i}{TTI_{\text{delay}}}, \frac{TBS_i}{TTI_{\text{delay}}}, \frac{n_{\text{cap}}}{n_{\text{Tot}}} \right) \cdot \max \left( \frac{15}{\sum_{i=1}^{k} n_i}, 1 \right) & \text{(with codes multiplexing)} 
\end{cases}
$$

(7.1)

where $n_i$ denotes the number of codes referring to the appropriate transport block size $TBS_i$ (by AMC) for a given user $i$ within the cell according to the quality of its link to the NodeB (tables correspondence [3] according to the terminal category), $n_{\text{Tot}}$ is the total number of users within the served cell, and $n_{\text{cap}}$ is the number of users included in the capacity-limited cell (for which the number of assigned codes is exactly equal to 15). The summation in Equation 7.1 is applied to the numbers of codes referring to the users of the served cell, and $k$ is the number of users in the cell. The $n_{\text{cap}}/n_{\text{Tot}}$ ratio is equal to $R_{\text{cap}}^{2/r^2}$ in the case of a uniform traffic (in terms of user density), where $R_{\text{cap}}$ is the size of the capacity-limited cell, and $r$ is the size of the served cell.

Therefore, the bit rate $(R_{\text{cov}})_{\text{FR}}$ guaranteed by the “Fair Resource” technique protocol at the cell border is established by replacing in Equation 7.1 the coverage bit rate $R_{\text{cov},i} = \frac{TBS_i}{TTI_{\text{delay}}}$ with that at the cell border $\min \left( \frac{TBS_i}{TTI_{\text{delay}}} \right)$ as follows:

$$(R_{\text{cov}})_{\text{FR}} = \begin{cases} 
\min \left( \frac{TBS_i}{TTI_{\text{delay}}} \right) \cdot \min \left( \frac{n_{\text{cap}}}{n_{\text{Tot}}}, 1 \right) & \text{(without codes multiplexing)} \\
\min \left( \frac{TBS_i}{TTI_{\text{delay}}} \right) \cdot \min \left( \frac{n_{\text{cap}}}{n_{\text{Tot}}}, 1 \right) \cdot \max \left( \frac{15}{\sum_{i=1}^{k} n_i}, 1 \right) & \text{(with codes multiplexing)} 
\end{cases}
$$

(7.2)
In this context, the expression of \( (R_{\text{ens}})_{FR} \) includes both the coverage bit rate of the HSPA cell and a term of capacity limitation (number of HSPA codes of the cell) that is, the minimum between the coverage-limited bit rate and that limited by capacity without codes multiplexing. If we try to increase the number of users while keeping the same guaranteed bit rate \( (R_{\text{ens}})_{FR} \), we should reduce the cell size in order to be at a higher border \( TBS_i \): It’s the cell breathing phenomenon, such as for a basic UMTS (WCDMA) network, but ensured in HSPA through adaptation in modulation and coding (AMC) instead of power control in basic UMTS (Rel 99). The fact of specifying a minimum (guaranteed) bit rate and the cell size (and thus the minimum transport block size or the coverage-limited bit rate) limits the maximum number of users served (subscriber density) with their respective codes \( n_i \). Inversely, if the minimum guaranteed bit rate and subscriber density are given, then the cell size should be well determined (dimensioning). Moreover, at a given cell size, the ensured bit rate \( (R_{\text{ens}})_{FR} \) is provided by Equation 7.2.

Since Fair Resource protocol tries to share the bandwidth and the available resources equally among the users while maximizing the cell bit rate versus Fair Throughput protocol, we can adopt this protocol for non-real-time (NRT) services. In fact, this method provides a good compromise between the fairness of users of different services (Web browsing, FTP, etc.) and the maximization of the global bit rate within the cell. Besides, NRT services don’t require a minimum bit rate (the Fair Resource method doesn’t ensure any guaranteed bit rate to the different users).

### 7.5.2 Fair Throughput Scheduling Technique

The maximum ensured bit rate by each of the users of a cell by applying the “Fair Throughput” scheduling technique protocol (without codes multiplexing) is given by the expression (Equation 7.19). We realized in Chapter 6 that the Fair Throughput protocol isn’t, in any case, limited by coverage.

We also provided in Chapter 6 the maximum ensured bit rate per user with codes multiplexing (given by Equation 7.20). We conclude that the maximum ensured bit rate by applying Fair Throughput \( (R_{\text{ens}})_{FT} \) corresponds exactly to the maximum number of available codes in HSPA (equal to 15 for the category 10 of mobile terminals), so by applying this scheduling protocol, the balanced bit rate is always capacity-limited (limited by the number of codes or physical channels).

Since Fair Throughput protocol tries to offer, if possible, the same bit rate for all the users, we can set the number of users and the cell size so as to guarantee a given bit rate. Therefore, this protocol is adapted for real-time (RT) services with guaranteed bit rates [such as for constant bit rate (CBR) users] more than the Fair Resource protocol, which doesn’t guarantee a given bit rate, especially for users far away from the NodeB.
7.5.3 Maximum CIR Scheme (Max C/I)

In Max C/I scheduling, the channel is allocated in each TTI (transmit time interval) to the user having the best SINR (signal-to-interference-and-noise ratio), in other words the best channel quality. This scheduler maximizes the cell capacity but does not guarantee any QoS to the user. Users at the border of the cell always have poor channel conditions (due to the attenuation, interference, and absence of fast power control) and experience low bit rate [6].

The user bit rate achieved by this scheduler depends upon the wireless channel model. In this paragraph, we estimate the cell throughput and user bit rate in the case of uncorrelated and correlated Rayleigh fading channels [6].

In order to estimate the cell capacity and user bit rate, the probability that the shared channel is allocated to a given user (e.g., user \(i\)), denoted by \(Pr(i)\), should be evaluated. \(Pr(i)\) can be written as:

\[
Pr(i) = \prod_{j \neq i} Pr(SINR_i > SINR_j) \quad (7.3)
\]

where \(N_u\) is the total number of the users within the cell. The expression \(SINR_i > SINR_j\) can be expressed as:

\[
\left( \sum_{l=1}^{N_c} |\alpha_{l,i}|^2 \right) X_i > \left( \sum_{j=1}^{N_c} |\alpha_{l,j}|^2 \right) X_j \quad (7.4)
\]

where \(X_i\) is given by Equation 7.5 for user \(i\):

\[
X_i = \frac{10^{s_i/10}}{\sum_{j \neq i} \left( P_i \left( \frac{d_j}{d_i} \right)^{-\frac{1}{4}} \right) 10^{s_{ij}/10}} \quad (7.5)
\]

where \(s_i\) corresponds to log-normal shadowing with zero mean and standard deviation \(\sigma\) (\(\sigma^2\) between 8 and 12 dB). The shadowing loss \(s\) is correlated between the BSs [7]. This effect is usually modeled by considering the shadowing as a sum (in dB) of a component common to all base stations \(s_c\) and a component \(s_{si}\) specific to base station \(i\) noted \(BS_i\). The shadowing loss expression is given as:

\[
s_i = a_s + bs_{si} \quad (7.6)
\]
where \( a^2 + b^2 = 1 \). The mean and variances of the log-normal variables are:

\[
\begin{align*}
E(s_i) &= E(s_a) = 0 \\
Var(s_i) &= Var(s_a) = \sigma^2 \\
E(s_is_\beta) &= 0 \text{ if } i \neq k
\end{align*}
\]

(7.7)

\( \alpha_{l,i} \) is the complex path gain between the user \( i \) and its serving NodeB, \( N_T \) is the number of resolvable multipath components, and \( d_i \) is the distance between the user \( i \) and its serving NodeB.

The distribution function of the expression \( v = \left( \sum_{l=1}^{N_T} |\alpha_l|^2 \right) X_i \) can be approximated by:

\[
\text{pdf}(v) = \frac{N_T}{\prod_{r \neq l} (\Omega_l - \Omega_r)} \frac{\varepsilon}{\sqrt{2\pi}\sigma_{f,v}} e^{-\frac{(\log \varepsilon - 10 \log \Omega_l - \mu_f)^2}{2\sigma_{f,v}^2}}
\]

(7.8)

where \( \Omega_l = E(|\alpha_l|^2) \), \( \mu_f = -\varepsilon C + \mu_X \), and \( \sigma^2_f = \varepsilon^2 \xi(2.2) + \sigma^2_X \). \( C = 0.5772 \) is the Euler constant and \( \xi(2.2) = \pi^2/6 \) is the Riemann-Zeta function.

The probability \( \text{Prob}(SIR_i > SIR_j) \) is then given by:

\[
\text{Prob}(SIR_i > SIR_j) = \sum_{l=1}^{N_T} \sum_{j=1}^{N_T} \frac{N_T}{\prod_{r \neq l} (\Omega_l - \Omega_r)} \frac{1}{\prod_{r \neq l} (\Omega_l - \Omega_r)} \frac{(\Omega_{l,i})^{N_T-2}}{(\Omega_{j,i})^{N_T-2}} \times Q \left( \frac{(10 \log \Omega_{l,i} + \mu_{f,i} - 10 \log \Omega_{j,i} - \mu_{f,j})}{\sqrt{\sigma^2_{f,i} + \sigma^2_{f,j}}} \right)
\]

(7.9)

Consequently, the bit rate of user \( i \) is given by:

\[
R_i = \text{Pr}(i) \sum_{CQI} \frac{R_{CQI} \cdot P_{CQI,i}}{N_i} = \text{Pr}(i) \sum_{CQI} \frac{TBS_{CQI} \cdot p_{CQI,i}}{TTI_{\text{delay}}} \frac{1}{N_i}
\]

(7.10)

where \( R_{CQI} \) is the instantaneous bit rate referring to CQI (channel quality indicator), \( p_{CQI,i} \) is the (discrete) probability given by Equation 7.37 referring to CQI in the position of user \( i \), \( N_i \) is the number of corresponding HARQ transmissions, \( TBS_{CQI} \) is the transport block size referring to CQI according to tables correspondence [3] versus terminal category, and \( TTI_{\text{delay}} \) is the transmit time interval [equal to 2 ms in the case of HSDPA (high-speed downlink packet access)].
In the case of correlated Rayleigh fading, the user bit rate can be estimated using the same method described earlier (i.e., in the case of uncorrelated Rayleigh fading). Consequently, the probability that the channel is allocated to user $i$ is given by:

$$
Pr(i) = \prod_{j \neq i} \text{Prob}(\text{SINR}_i > \text{SINR}_j)
$$

$$
= \prod_{j \neq i} \frac{1}{\prod_{l=1}^{N_T} \lambda_{l,i} \prod_{j=1}^{N_T} \lambda_{j,j}} \sum_{l=1}^{N_T} \sum_{j=1}^{N_T} \frac{1}{\prod_{r \neq l} \left( \frac{1}{\kappa_{r,i}} - \frac{1}{\kappa_{r,j}} \right) \prod_{r \neq l} \left( \frac{1}{\kappa_{r,j}} - \frac{1}{\kappa_{r,j}} \right)}
$$

$$
\times \left[ Q \left( \frac{(10 \log \lambda_{l,i} + \mu_{f,i} - 10 \log \lambda_{l,j} - \mu_{f,j})}{\sqrt{\sigma^2_{f,i} + \sigma^2_{f,j}}} \right) \right]
$$

(7.11)

where $\lambda_l$, $l = 1, \ldots, N_T$ are the eigenvalues of the matrix $DC$. $D$ and $C$ are the $N_T \times N_T$ path power and covariance matrices given by:

$$
D = \begin{pmatrix}
\Omega_1 & 0 & \cdots & 0 \\
0 & \Omega_2 & \cdots & 0 \\
& \ddots & \ddots & \ddots \\
0 & 0 & \cdots & \Omega_{N_T}
\end{pmatrix}
$$

(7.12)

$$
C = \begin{pmatrix}
1 & \sqrt{p_{12}} & \cdots & \sqrt{p_{1N_T}} \\
\sqrt{p_{21}} & 1 & \cdots & \sqrt{p_{2N_T}} \\
& \ddots & \ddots & \ddots \\
\sqrt{p_{N_{T1}}} & \sqrt{p_{N_T2}} & \cdots & 1
\end{pmatrix}
$$

(7.13)

where $p_{l,f}$ is the correlation parameter between the paths $l$ and $f$. 
Consequently, the bit rate of user \( i \) is given by Equation 7.10 where \( Pr(i) \) is given by Equation 7.11.

### 7.5.4 Fair Channel-Dependent Scheduling (FCDS) Protocol

The fair channel-dependent scheduling (FCDS) protocol introduced in [8–10] forms a trade-off between the two other extremes: low power use (system capacity) and fairness. In practice, the signal is fluctuating around a mean value that displays slow trends as well. This underlying slow fluctuation accounts for the distance from the base station.

The time scale of the so-called fading variations in the signal itself, due to multi-path reception and/or shadow fading, is much smaller than that of the variations of local mean. The scheduling is done on the basis of the relative power (i.e., the instantaneous power relative to its own recent history). So, the transmission level of all mobile terminals is first translated with respect to their local means, and subsequently normalized with their local standard deviations. A transmission is scheduled to the UE that has the lowest value for the relative power.

The idea of a relative power, introduced earlier, needs the definition of a local mean, with local referring to the recent time history. Exponential smoothing weighs past observations with exponentially decreasing weights in order to update the value for the local mean. It takes the local mean of the previous period and adjusts it up or down based on what actually occurred in that period. By the choice of a weighting factor, this procedure can be made sensitive to a small or gradual drift in the process. This method is simple and therefore has low data storage requirements and data processing since only the actual (instantaneous) value and the old local mean value are needed to update the new local mean value. Comparing with, for example, moving averaging, the low storage and higher weights on more recent samples are two properties in favor of the FCDS method. The performance of these algorithms is considered with the parameters presented in Table 7.2.

Note that \( r \) either refers to the physical time unit or the corresponding integer index.

The local mean, introduced earlier, as well as the variance, are updated with each time unit according to the following algorithm [11]:

\[
\begin{align*}
\mu_r &= \alpha_1 \cdot P_r + (1 - \alpha_1) \cdot \mu_{r-1} \\
\sigma_r^2 &= \alpha_2 \cdot (P_r - \mu_r)^2 + (1 - \alpha_2) \cdot \sigma_{r-1}^2
\end{align*}
\]  

(7.14)

In other words, the new local mean (or variance) is a weighted average of the instantaneous contribution and the old mean (or variance). In the rest of this study, the parameter \( \alpha \) refers to both \( \alpha_1 \) and \( \alpha_2 \) when not specified any further. As we
Table 7.2 Variables Used in FCDS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_t$</td>
<td>(Instantaneous) transmission power at time $t$</td>
</tr>
<tr>
<td>$\mu_t$</td>
<td>Local mean of $P_t$ based on the time interval $[t_0,t]$</td>
</tr>
<tr>
<td>$v_t$</td>
<td>Local variance of $P_t$ based on the time interval $[t_0,t]$</td>
</tr>
<tr>
<td>$\sigma_t$</td>
<td>Local standard deviation, defined by $\sigma_t^2 = v_t$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>Smoothing coefficient w.r.t. the local mean</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>Smoothing coefficient w.r.t. the local variance</td>
</tr>
</tbody>
</table>

will see later, extreme values of $\alpha$ (0, respectively 1) lead to the extreme variants in scheduling: C/I-based scheduling, respectively “Round Robin” scheduling.

The criterion that determines the optimal mobile node for the next downlink transmission at time $t$ is formulated as follows, where the superscript $i$ is used to denote the situation at node $i$:

$$\min_{i} \left\{ \left( \frac{P_i t - \mu_t i}{\sqrt{v_t i}} \right) \right\}$$

(7.15)

Here, the data point, $P_t$, is translated with respect to the local mean, $\mu_t$, and is next normalized with the corresponding local standard deviation, $\sigma_t$. This subsequently translated and normalized transmission power is referred to as the scaled power, $P_s$.

At each time $t$, the value for $P_s$ is compared for all nodes $i$ and the most optimal node is selected for the downlink transmission.

### 7.5.5 Score-based Scheduling

The score-based (SB) scheduler, proposed by Bonald in [11], consists of allocating the channel to the user having the maximum transmission rate relative to its past rate statistics [6]. This algorithm can be explained as follows: Let us consider a HSPA system with two active users. Let $r_{1,v}$ and $r_{2,v}$ where $v = 1, \ldots, n$ be the past transmission rates for each user (even when the TTI is not attributed to this user) observed over a window size $n$. The idea is to classify the past rates of each user in decreasing order and to give a rank for each rate (e.g., rank 1 for the highest rate). During the TTI $n+1$, if the possible rate of user 1 $r_{1,n+1}$ is classified in rank 1 relative to his own rate statistics and the rate of user 2 $r_{2,n+1}$ is classified in rank 3 relative to his own rate statistics, in this case the channel is allocated to user 1 even if $r_{2,n+1} > r_{1,n+1}$. This algorithm has the advantage of not suffering from asymmetric fading and data rate constraints, which is not the case with the proportional fair algorithm.
7.6 New Optimized Scheduling Techniques for Multiple Services Case

By using multiple services having different characteristics (some requiring a guaranteed bit rate such as streaming, voice, and so on at the opposite of interactive services), new scheduling protocols should be used. The following scheduling methods adapted for the multiple services case were first introduced by A. Masmoudi et al. [12] and Nasser and Bejaoui [13], and implemented in NS-2 Eurane simulators and tested with multiple services. For some of them, the cross-layer design is applied to optimize the use of bandwidth and improve their performance.

7.6.1 Concept of Cross-Layer Design

In next-generation wireless networks, the mechanisms and protocols at the different layers in the protocol stack will interact dynamically with each other to provide guaranteed services. This is central to cross-layer design. The cross-layer design concept (cf. Figure 7.5) does away with the rigid structure of the layered protocol architecture that has served extremely well in the development and implementation of both past and current communication systems. Such architectures, for which each layer is responsible to serve only the higher layer, had the advantage to exhibit a high degree of modularity, which allows an easy replacement and theoretically an arbitrary combination of protocols.

In cross-layer architecture, parameters have to be exchanged interactively to overcome the robust characteristics and constraints of multimedia traffic and wireless
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*Figure 7.5 The general concept of cross-layer design.*
networks. Thus, active exploration of the various synergies of exchanging information between lower layers and the upper layer is emphasized. Their main purpose is to help improve the end-to-end performance given network resources by meeting high data rates, higher performance gains, and QoS requirements for various real-time and non-real-time applications.

However, to preserve the layered structure as much as possible, the interlayer dependencies introduced by the cross-layer design should be kept to a minimum. Thus, cross-layering should be viewed as an enhancement or a complement, not an alternative, to layered design. Its ultimate goal is then to preserve the key characteristics of a layered architecture and to allow for performance improvements.

In practice, the purpose of using the cross-layer design is either to optimize the use of bandwidth through RRM algorithms in cellular networks, as in the wireless local area networks (WLANs), or to enhance the path selection process and achieve minimum energy consumption in ad-hoc and wireless sensor networks.

For HSPA, the cross-layer design is applied to improve the performance of scheduling techniques and to achieve bit-level, packet-level, and call-level QoS. To achieve a superior performance, the scheduling and control mechanisms can benefit from information coming from different layers as from the PHY one about the state of the wireless channel.

### 7.6.2 Description of the Introduced Techniques (Protocols)

#### 7.6.2.1 Prioritized Differentiated Services Scheduling

This scheduling method differentiates between services requiring guaranteed bit rate (such as CBR services, video streaming, voice, etc.) and non-guaranteed bit rate ones (such as interactive Web browsing, FTP, email, etc.). It introduces a parameter specifying the maximum priority degree for which service is considered as a guaranteed bit rate and are scheduled at a Fair Throughput manner, while the remaining others (non-guaranteed bit rate flows) are scheduled at Fair Time fashion. Priority degrees among all services are taken into account.

#### 7.6.2.2 Prioritized Rayleigh Peak Scheduling

This method attempts to schedule guaranteed bit rate services first only in Rayleigh peak instances [i.e., if their quality is good enough or, in terms of implementation, provided that their CQI is greater than or equal to a specified CQI threshold value). In this case, Fair Throughput scheduling is applied to guaranteed bit rate flows having an acceptable CQI value. Otherwise, if CQI is less than this CQI threshold, flows are treated at Fair Resource scheduling.

The basic Rayleigh peak scheduling protocol as simulated has the same concept as the Proportional Fair scheduling (Proportional Fair Throughput or Proportional Fair Resource) [5] except by applying another method consisting of a specified CQI threshold to schedule and serve mobiles using the guaranteed bit rate services so as to
disadvantage the packets whose channel is suffering from deep Rayleigh peak fading. In prioritized Rayleigh peak scheduling, we apply the same principle as the Rayleigh peak scheduling while complying with the different services differentiation priority degrees.

7.6.2.3 Weighted Differentiated Services Scheduling

It is similar to the prioritized differentiated services scheduling except that instead of taking an absolute priority degree for the guaranteed bit rate services, and in order to increase the resources reserved to non-guaranteed bit rate services, this method assigns weights both to guaranteed and non-guaranteed bit rate services to balance the bandwidth dedicated for each of them being scheduled respectively in Fair Throughput and Fair Resource manners.

This method thus consists in differentiating guaranteed bit rate services to non-guaranteed bit rate ones through two weight coefficients for each one in order to keep a fixed proportion of radio resources guaranteed for NRT services often disadvantaged in terms of priority degrees in both previous protocols.

7.6.2.4 Weighted Rayleigh Peak Scheduling

It has the same principle as the previous method but adds the condition for CQI to be above a pre-determined threshold (at Rayleigh peaks) for guaranteed bit rate flows before deciding to serve them according to Fair Throughput scheduling. The aim of this method is to avoid wasting resources and dedicating them to bad TTI links (especially at Fair Throughput). If CQI is less than the threshold, non-guaranteed bit rate flows are scheduled at Fair Resource fashion.

Hence, it is a hybrid method (between Fair Throughput and Fair Resource) according to the service type, while complying with a cyclic weighted allocation between RT and NRT services. It has the same basis as the weighted differentiated services scheduling while applying the CQI threshold rule as defined in the Rayleigh peak scheduling.

7.6.2.5 ThreshOld-based Priority (TOP) Scheduling Algorithm

Only a few cross-layered resource allocation protocols have been proposed for the HSPA system. The most pioneering of such cross-layered protocols was developed by Nasser and Bejaoui [13]. This scheduling protocol that aims at enhancing the average cell throughput is called threshold-based priority (TOP) and serves users to access packets in the downlink. It is proposed to provide priority scheduling between non-real-time services of different QoS classes and fairness between users within the same class. Within each queue allowed respectively to the non-real-time interactive (class-1) and background (class-2) traffic classes, packet data units (PDUs) are supposed to be waiting for service in a first-in-first-out manner, and the service discipline is considered to be preemptive resume. According to the TOP scheme, the
service is made by considering two steps. The first one is dedicated to the selection of a class to be served. Thus, after a specific user is served, the next user to be selected for service is a class-2 user if the number of PDUs of class-2 in buffer C denoted \( m_2 \) is greater than the threshold \( T_2 \) and \( m_1 \) of those of class-1, less than the threshold \( T_1 \). Otherwise, service is allocated to a class-1 user if present in the system. The second step is for the selection of which user of the selected class to be served. In the selected class, the user with the highest priority is selected for transmission where the priority for user \( i \) at time \( t \) is calculated as follows:

\[
P_i(t) = \begin{cases} 
    CQI & \text{if } S_i(t) \geq R \\
    CQI \times W & \text{otherwise}
\end{cases}
\]

(7.16)

where \( CQI \) is the channel quality indicator for user \( i \) that represents the current channel condition for this user, \( S_i(t) \) average throughput for user \( i \) up to time \( t \), \( R \) is the predefined minimum throughput (e.g., 64 kbps) and \( W = R / S_i(t) \). TOP prioritizes users based on their radio channel quality. However, it increases the priority of those with average throughput below a certain threshold by \( W \) and hence increases their chance of getting served.

The CQI—used to determine the rate at which the user can support from the NodeB—is mapped using the signal-to-noise ratio (SNR)* according to the following equation [3]:

\[
CQI = \begin{cases} 
    0 & \text{SNR} \leq 16 \\
    \frac{\text{SNR}}{1, 02} + 16, 62 & -16 < \text{SNR} < 14 \\
    30 & 14 \leq \text{SNR}
\end{cases}
\]

(7.17)

The choice of the channel model to be considered is important in evaluating the effectiveness of the protocol. It describes how much the radio signal attenuates on its way from the NodeB to the user and therefore describes how the channel condition of the user changes with time depending on the environment of the user and his speed. The propagation model used in the performance evaluation of TOP consists of five parts: path loss, shadowing, multipath fading, intra-cell interference, and inter-cell interference. The path loss is calculated as follows:

\[
L(d) = 137, 4 + 10 \cdot \beta \log_{10}(d)
\]

(7.18)

where \( d \) is the distance from the UE to the NodeB in kilometers, \( \beta \) is the path loss exponent and is equal to 3.52. Shadowing is modeled through a log-normal distribution and a correlation distance with a mean value of 0 dB. The multipath fading

---

* Signal-to-noise ratio (SNR) is the signal strength relative to background noise.
corresponds to 3GPP channel models for pedestrian and vehicle A environments. The intra-cell and inter-cell interferences are assumed to be constants and are set equal to 30 dBm and −70 dBm, respectively. Then at the user side, the SNR is extracted from the received signal from the NodeB to determine how strong the signal is according to the following formula:

\[ \text{SNR} = P_{tx} - L_{\text{Total}} - 10 \cdot \log_{10} \left( 10^{\frac{I_{\text{intra}}}{10}} + 10^{\frac{I_{\text{inter}}}{10}} \right) \]

where \( P_{tx} \) is the transmitted code power in dBm, \( L_{\text{Total}} \) is the sum of the path loss, shadowing, and multipath fading in dB, \( I_{\text{intra}} \) and \( I_{\text{inter}} \) are the inter-cell and intra-cell interferences, respectively, in dB.

7.6.3 Scheduling Techniques Optimization According Services Profiles and Requirements

7.6.3.1 Prioritized Differentiated Services Scheduling Technique

Consider two services 1 and 2 with respective nominal guaranteed bit rates \( R_{\text{min1}} \) and \( R_{\text{min2}} \) and with respective served number of users \( N_1 \) (referring to transport block sizes \( TBS_j \) and to number of codes \( n_j \)) and \( N_2 \) (referring to transport block sizes \( TBS_j' \) and to number of codes \( n_j' \)) since the cell size is already fixed. Some of the \( TBS_j \)s and the \( TBS_j' \)s can be equal if the traffic is not uniform. Service 1 is assumed to have the priority over service 2, and each of the services thus uses the Fair Throughput. Assuming that both nominal services bit rate \( R_{\text{min1}} \) and \( R_{\text{min2}} \) are CBR type, having the highest priority degrees versus the other services types, using the Fair Throughput protocol, and assuming \( N_1 \) and \( N_2 \) as their respective number of users, then the number of available codes \( n' \) remaining for the CBR service with priority degree 2 is:

\[ n' = \max \left\{ 0; \ 15 - R_{\text{min1}} \cdot TTI_{\text{delay}} \cdot \sum_{j=1}^{N_1} \frac{n_j}{TBS_j} \right\} \] (7.20)

where \( n_j \) is the number of codes referring—according to Table 6.1 from 3GPP standard [3]—to the CQI of user \( j \) with service 1 (in the cell), and whose appropriate transport block size is \( TBS_j \). The expression (Equation 7.20) is valid with or without codes multiplexing.

The maximum bit rate ensured by multiplexing all the available HSPA codes (15 codes with spreading factor 16) is that given by Equation 7.20 by applying the Fair Throughput protocol only to the users of the CBR service with priority degree 1.
The bit rate $R_{\text{min}1}$ isn’t reached by the users except if it doesn’t exceed the maximum bit rate. However, if

$$R_{\text{min}1} \geq \frac{15}{TTI_{\text{delay}} \sum_{j=1}^{N_1} \frac{n_j}{TBS_j}},$$

then the number $n'$ of the remaining codes for the service 2 is null, and the guaranteed bit rate for the CBR service with priority degree 1 is lower than the required bit rate $R_{\text{min}1}$ (while using all the 15 available codes). So we should reduce the cell size until having a minimum bit rate equal to $R_{\text{min}1}$.

For the service with priority degree 2, the maximum ensured bit rate per user (by using the $n'$ remaining codes out of the radio resources) can be determined like in Equation 6.20 according to:

$$R'_{\text{ens}} = \frac{n'}{TTI_{\text{delay}} \sum_{j=1}^{N_2} \frac{n_j}{TBS_j}},$$

(7.21)

where $n'_j$ and $TBS'_j$ are respectively the number of codes and the transport block size referring, according to the terminal category (from 3GPP standard [3], cf. Table 7.1 for terminal category 10) to the CQI of user $j$ with service 2.

The number of available codes remaining for NRT services can be determined with the same manner as in Equation 7.20 as follows:

$$n'' = \max \left\{ 0; n' - R_{\text{min}2} TTIL_{\text{delay}} \sum_{j=1}^{N_2} \frac{n_j}{TBS'_j} \right\},$$

(7.22)

with the same notations for $n'_j$ and $TBS'_j$ as in Equation 7.20 while considering the users of service with priority degree 2.

By generalizing, the bit rate per user $i$ of the NRT services (the remaining resources and bandwidth being equally shared among the users) is provided, by applying the Fair Resource scheduling protocol, as in Equation 7.1, by:

$$R''_i = \begin{cases} \min \left( \frac{TBS''_i}{TTI_{\text{delay}}}, \frac{TBS''_j}{TTI_{\text{delay}} n''_i n''_j} \right) & \text{(without codes multiplexing)} \\ \min \left( \frac{TBS''_i}{TTI_{\text{delay}}}, \frac{TBS''_j}{TTI_{\text{delay}} n''_i n''_j} \right) \cdot \max \left( \sum_i n''_i, 1 \right) & \text{(with codes multiplexing)} \end{cases}$$

(7.23)
where \( n_i'' \) and \( TBS_i'' \) are respectively the number of codes and the transport block size referring to the CQI of the NRT user \( i \) according to the adequate terminal category from the standard [3] (cf. Table 7.1 for category 10), \( n_{\text{Tot}}'' \) is the total number of NRT users in the served cell, and \( n_{\text{cap}}'' \) is the number of users included in the cell whose size is capacity-limited (the number of codes \( n'' \) allocated to it is exactly equal to that remaining for NRT services).

So the guaranteed bit rate \( R''_{\text{ens}} \) for the users of interactive services is that present at the cell border (the smallest \( TBS_i \) size). It is given similarly to Equation 7.2 by:

\[
R''_{\text{ens}} = \begin{cases} 
\min_i \left( \frac{TBS_i''}{TTI_{\text{delay}}} \right) \cdot \min \left( \frac{n_{\text{cap}}''}{n_{\text{Tot}}''}, 1 \right) & \text{without codes multiplexing} \\
\min_i \left( \frac{TBS_i''}{TTI_{\text{delay}}} \right) \cdot \min \left( \frac{n_{\text{cap}}''}{n_{\text{Tot}}''}, 1 \right) \cdot \max \left( \frac{n''}{\sum_i n_i''}, 1 \right) & \text{with codes multiplexing}
\end{cases}
\]

(7.24)

\( R''_{\text{ens}} \) refers to the guaranteed bit rate at the cell border. The summation in each of the expressions (Equations 7.23 and 7.24) applies to users of all the NRT services in the cell.

Therefore, the fact of specifying a minimum bit rate for all the users limits the maximum cell size (or the allowed maximum path loss), thus the coverage of NRT services in HSPA translates the fact that the bit rate in each point of the cell is above a threshold, whereas their capacity is according to the “Best Effort” policy (with a fairness among the users according to the quality of their link and the number of HSPA codes available for NRT services).

7.6.3.2 Weighted Differentiated Services Scheduling Technique: Optimization According to Services Profiles and Requirements

The objective of this paragraph is to optimize the weighting coefficients of the “Weighted Differentiated Services Scheduling” protocol (called also “Weighted Round Robin” or WRR) in order to adapt it according to the different profiles of multiple services (NRT or CBR, etc.).

Some NRT services consume much radio resources often at the expense of other services in the multiservice case. This is mainly due to their high edge bit rate occupying the channel if only for a short time (such as the FTP service which hardly leaves enough bandwidth for the other services with lower edge bit rate such as the “Web Browsing” service). The solution is to balance the packets scheduling versus the edge bit rate and the load of each service such that the users have an equal probability
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to serve the minimum bit rate of each service. This solution consists in assigning to the user of a given service \( i \) a weighting coefficient \( w_i^{(i)} \) taking into account the effective target load (the minimum) versus the edge bit rate [14]. The expression of this weight coefficient is given by the following equation:

\[
    w_i^{(i)} = \frac{\rho_i^{(i)} R_{\text{max}}^{(i)}}{\sum_{k=1}^{s} \rho_k^{(i)} R_{\text{max}}^{(k)}}
\]  

(7.25)

where \( s \) is the number of NRT services with respective edge bit rates \( R_{\text{max}}^{(2,1)}, R_{\text{max}}^{(2,2)}, \ldots, R_{\text{max}}^{(s)} \) (maximum source bit rates), \( R_{\text{min}}^{(2,1)}, R_{\text{min}}^{(2,2)}, \ldots, R_{\text{min}}^{(s)} \) are the respective required minimum bit rates, and \( \rho_i^{(i)} \) is the planned or effective number of users of service \( i \) (per area unit). Hence the service weight takes into account the real need of this service while avoiding the bad impact of the high edge bit rate services considered as great consumers of radio resources. This weight coefficient selected according to the “Best Effort” strategy to balance the load of the different services—is suitable if all the services are NRT or interactive. Weighting the services differently is the basis of this scheduling protocol.

On the other hand, if services are all RT (or having a required guaranteed bit rate for their QoS), we have seen that the Fair Throughput protocol is the most adapted in this case since it tries to guarantee a constant bit rate for all the users. This protocol is equivalent to assigning high weights to the users far from the NodeB or having the worst CQI values and weights lower than the most advantaged ones in terms of quality and position. More formally, and according to Section 7.5.2 earlier about Fair Throughput protocol, it is as if we use the weighted differentiated services scheduling protocol with a weight associated to each of the users inversely proportional to its referring transport block size \( TBS_i \) (i.e., the weight \( w_{{21}}^{(i)} \) associated to the user with block size \( TBS_i \) is:

\[
    w_{{21}}^{(i)} = \frac{1}{TBS_i} \sum_{k=1}^{N} \frac{1}{TBS_k}
\]  

(7.26)

where \( N \) is the number of mobiles using HSPA within the cell, and \( TBS_k \) is the block size referring to user \( k \). The expression (Equation 7.26) is valid if the bit rate required by the RT service is above the minimum bit rate guaranteed by the Fair Throughput for each user independently of the available number of codes (given by Equation 7.19). In contrast, if the required bit rate is above it, then all the users will be satisfied without time multiplexing according to the Fair Throughput protocol or another technique.

Yet, the different types of RT services shouldn’t have the same priority degrees. In fact, the voice service for example, should have more priority than streaming services due to the importance of this service and in order to maximize the number
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of served users. Moreover, if we choose to optimize the weights assigned to RT services so as to maximize the number of served users, we fall on exhaustive (hard) priority degrees avoiding the services requiring a more guaranteed bit rate. Otherwise, the resources won’t be assigned to these last services (like the streaming) except if all the more priority services (such as the voice) are satisfied and if HSPA resources are available. This exhaustive priority may not satisfy low priority services or not provide them the required bit rates. For that, we give non-exhaustive weights for the priority degrees in order to obtain a compromise between the priorities required by different services and the satisfaction of users from different services profiles. As an example, we can choose uniform weights as follows: Given $s$ RT services with decreasing priority degrees $1, 2, \ldots, s$, then the weight $w^{(i)}_{22}$ associated to service with priority degree $i$ is:

$$w^{(i)}_{22} = \frac{s + 1 - i}{s(s + 1)} = \frac{2(s + 1 - i)}{s(s + 1)} \quad (7.27)$$

So the global weight $w^{(i)}_2$ (RT service) will be:

$$w^{(i)}_2 = \frac{w^{(i)}_1 w^{(i)}_{22}}{\sum_{k=1}^{s} w^{(k)}_1 w^{(k)}_{22}} \quad (7.28)$$

Moreover, let’s now examine the case of aggregated services with different natures (at guaranteed and non-guaranteed bit rates: NRT, CBR, etc.). In fact, if there are together $s_1$ RT services and $s_2$ NRT services, the more natural is to assign the RT services (at guaranteed required bit rates) priorities higher than NRT ones by giving favor to those whose required bit rate is the lowest (such as voice). For NRT services, interactive services are assigned priorities higher than those in background, then these priority degrees are converted into weights $w^{(i)}_{22}$ according to a form function (uniform as in Equation 7.27 or other law). For weighting coefficients $w^{(i)}_1$, they are calculated as for RT services in Equation 7.25 except by including also in the summation of the denominator the terms of RT services. For these latter (e.g., CBR services), the traffic source transmit packets at the same cadence, and the nominal required bit rate is equal to the maximum edge bit rate from the source. Hence the coefficients $w^{(i)}_1$ are obtained by Equation 7.25 by assuming the equal bit rates $R^{(i)}_{\min}$ and $R^{(i)}_{\max}$ of RT services. Consequently, in the multiservice case (RT and NRT), the global weight coefficient $w^{(i)}$ associated to a NRT service $i$ will be:

$$w^{(i)} = \frac{w^{(i)}_1 w^{(i)}_{22}}{\sum_{k=1}^{s_1 + s_2} w^{(k)}_1 w^{(k)}_{22}} \quad (7.29)$$

where $w^{(i)}_{22} = \frac{1}{s_2}$ for all NRT services since we decided to apply the Fair Resource protocol for this type of service. In contrast, for RT services, we will also take into
account coefficients $w_{21}^{(i)}$ from Equation 7.26 applied only to RT users in order to obtain—as possible—equal bit rates for all these users not exceeding the source bit rate (partial Fair Throughput), so the global coefficient associated to a RT service $i$ will be given by Equation 7.29 except by assuming coefficients $w_{21}^{(i)}$ according to Equation 7.26.

For the global weighting coefficient of RT services users (CBR at guaranteed bit rates), we can replace the coefficient $w_{22}^{(i)}$ referring to priority degrees (given by Equation 7.27) by a coefficient proportional to the required bit rate of the concerned CBR service, as follows:

$$w_{22}^{(i)} = \frac{R_{\text{min}}^{(i)}}{\sum_{k=1}^{s_1} R_{\text{min}}^{(k)}}$$

(7.30)

where $R_{\text{min}}^{(i)}$ is the required bit rate of service $i$, and $s_1$ is the number of CBR services at guaranteed bit rates. We can also define $w_{22}^{(i)}$ as inversely proportional to the required bit rate of the concerned CBR service $i$.

The coefficient $w_{1}^{(i)}$ can be ignored (taken equal to 1) in the case of guaranteed bit rate services since the load or the area density of users is already included in the coefficient expression $w_{21}^{(i)}$ (according to Equation 7.26) referring to the bit rate balancing according to Fair Throughput protocol. For the users of NRT services, we can either take into account the priority degrees of different services in the coefficient $w_{22}^{(i)}$ or introduce some fairness among the users (elimination of priority levels): the global coefficient $w^{(i)}$ becomes thus, in this case, equal to $w_{1}^{(i)}$. The expression of the global coefficient $w^{(i)}$ is written therefore according to Equation 7.29, except with the sub-coefficients in Table 7.3. In the notations of Table 7.3, two different users of the same service $i$ have the same weight coefficients.

The combination of the sub-coefficients according to Equation 7.29 has the disadvantage of giving the same importance to the different factors (materialized by

<table>
<thead>
<tr>
<th>Service of User $i$ Is at Guaranteed Bit Rate</th>
<th>Service of User $i$ Is at Non-guaranteed Bit Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_{0}^{(i)}$ Constant equal to 1</td>
<td>Equation 7.25</td>
</tr>
<tr>
<td>$w_{21}^{(i)}$ Equation 7.26</td>
<td>Constant equal to $1/s_2$</td>
</tr>
<tr>
<td>$w_{22}^{(i)}$ Equation 7.30</td>
<td>Constant equal to $1/s_2$ if fairness among users</td>
</tr>
<tr>
<td></td>
<td>Equation 7.27 else (taking priority degrees)</td>
</tr>
</tbody>
</table>
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the sub-coefficients) so as to result in the global weight coefficient. In order to take into account the weight dedicated to each factor (load, priority, etc.), we can rewrite the global weight coefficient linearly as follows (instead of Equation 7.29):

\[ w^{(i)} = \alpha_1 w_1^{(i)} + \alpha_{21} w_{21}^{(i)} + \alpha_{22} w_{22}^{(i)} \] (7.31)

where \( \alpha_1, \alpha_{21}, \text{and} \alpha_{22} \) are the respective weights referring to sub-coefficients \( w_1^{(i)}, w_{21}^{(i)}, \text{and} w_{22}^{(i)} \). Thus, we can give more importance to any of the factors influencing services differentiation by decreasing the weights referring to negligible criteria, for example, in order not to take into account the priorities within the coefficient \( w_{22}^{(i)} \) referring to the users of non-guaranteed bit rate services, we can take a null coefficient \( \alpha_{22} \), etc.

In the case of the WRR protocol, to determine the maximum bit rate \( R_{\text{ens}} \) ensured for each of the WRR users independently of the number of available HSPA physical channels, we proceed similar to the Fair Throughput protocol. In order to determine the maximum bit rate ensured per user in WRR (by using the totality of the available HSPA codes for this scheduling protocol, WRR is studied in this paragraph), we find similarly as in the Fair Throughput protocol that:

\[ (R_{\text{ens}})_{\text{WRR}} = \frac{15 \cdot TBS_j \cdot w^{(j)}}{T\tau_{\text{delay}} \cdot \sum_j n_j \cdot w^{(j)}} \] (7.32)

Note that the index \( j \) in the summation of Equation 7.32 refers to the user and not to the service as for the other notations of weight coefficient indexes in this paragraph. Thus, two different users \( i \) and \( j \) of the same service should have the same weights \( (w^{(i)} = w^{(j)}) \).

7.7 Summary and Open Problems

HSPA and LTE have been introduced in the new UMTS standard to provide high data rate services in wireless cellular networks. In this chapter, some scheduling protocols of literature used in HSPA- and LTE-based networks are presented. Since aggregation of multiple services is so important, this chapter also provides some optimized scheduling techniques adapted for the multiservice case as well as an overview of the optimization of the cross-layer architecture design.

As future problems are studied, comparison between scheduling protocols should be made on the basis of which one(s) are better for each service profile or requirements. Performance can be evaluated in terms of throughput, delay, and retransmissions. The impact of intra-cellular interference and “multiuser” diversity on the total HSPA capacity can also be studied and examined as open issues.
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8.1 Introduction

The increasing popularity of data transfer services in mobile networks of the second and the third generations has been followed by an increasing interest in methods for the dimensioning and optimization of networks servicing multirate traffic. In traffic theory, these issues are in full swing. The problems concern primarily the special conditions of constructing the mobile networks, and the infrastructure of the radio access network—as its development, or extension, needs a precise definition and assessment of clients’ needs and is relatively time-consuming. Cellular network operators define, on the basis of a service level agreement (SLA), a set of key performance indicator (KPI) parameters that serve as determinants in the process of network dimensioning and optimization. Dimensioning can be presented as an unending and ongoing process of analyzing and designing the network. To make this work effective, it is thus necessary to work out algorithms that would, in a reliable way, model the parameters of a designed network.

The dimensioning process for the third-generation Universal Mobile Telecommunication System (UMTS) should make it possible to determine such a capacity of individual elements of the system that will secure, with the assumed load of the system, a pre-defined level of grade of service (GoS). With the dimensioning of the UMTS system servicing R99 and HSPA traffic, the most characteristic constraints are the radio interface and the Iub interface.

Analytical modeling of radio and Iub interfaces is based on the assumption that a full-availability group carrying multirate traffic can be used as the fundamental traffic engineering model for those interfaces (i.e., [1–7]). The model of the full-availability group (FAG) is a well-known multirate model, which is characterized by
the occupancy distribution \[8\]. The form of the occupancy distribution in the FAG depends mainly on the type\(^*\) of multirate traffic serviced by the group (cf. \[9, 10\] or \[11\]).\(^\dagger\)

Two important properties of the interface can be distinguished in the modeling of radio interface: the level of interference and the limited number of users serviced by the interface.\(^\ddagger\) Several papers have been devoted to traffic modeling in cellular systems with the WCDMA radio interface (i.e., \[1–5, 7\]), but only in \[12\] and in \[1\] both properties are taken into consideration. The most general analytical model of the WCDMA interface is proposed in \[7\], where the authors model the WCDMA radio interface by the full-availability group servicing a mixture of multirate Erlang (infinite source population) and Engset (finite source population) traffic streams \[7\]. In the model, the dependence of mutual interference between cells on the decrease in the theoretical flow capacity of the radio interface is taken into account on the basis of a fixed-point methodology \[13\]. The characteristic feature of the developed method is the possibility to model, unlike in the previous models, a group of cells servicing different classes of users \[7\] as well as to take into consideration the interdependence of service processes in the uplink and downlink directions in the case of bi-directional services, both symmetrical and asymmetrical. In the models hitherto discussed in literature, it was assumed that the WCDMA interface carries only R99 traffic classes. In this chapter, we propose the application of this method to model the radio interface carrying both R99 and HSPA traffic streams.

The relevant literature proposes only one analytical model of the Iub interface. In \[6\], the authors discuss the influence of the Iub organization scheme on the efficiency of the interface. The paper describes two analytical models corresponding to the static and the dynamic organization scheme of the Iub interface. In the static scheme, it was assumed that Iub was divided into two separated links and one of them carried a mixture of R99, whereas the other an HSDPA traffic stream. In this scheme, each of the links was modeled by the full-availability group with multirate traffic. The second organization scheme assumed a dynamic constraint of the Iub interface resources for R99 traffic, accompanied by unconstrained access to the resources for HSDPA traffic. The dynamic organization scheme of Iub is analyzed in a new model of the full-availability group with constraint, proposed by the authors. The analysis presented by the authors in \[6\] is limited only to the downlink direction because in the uplink direction HSPA traffic is serviced based on R99 resources \[12\]. In all models, the average throughput per an HSPA user was

\(^*\) Multirate traffic carried by the radio and lub interfaces can be divided into the so-called Erlang multirate traffic, generated by an infinite, population of traffic sources, and the so-called Engset multirate traffic, generated by a finite population of traffic sources.

\(^\dagger\) In the chapter, we have presented models of the radio and lub interfaces based on the most general and effective occupancy distribution \[13\].

\(^\ddagger\) In \[7\], the authors show that the application of Erlang multirate traffic instead of Engset multirate traffic leads to a higher value of blocking probabilities for all traffic streams carried by the interface.
not discussed. The relevant literature discusses some analytical models for multirate traffic with compression (i.e., [14–16]), which can be applied for modeling HSDPA traffic. Models presented in [14, 15] are quite simple under the assumption that all classes of the carried traffic are characterized by the compression property. In any other case, when the system services classes which undergo and do not undergo compression simultaneously, the methods are characterized by a high complexity, which limits their practical application. In [16], an effective analytical model of the Iub interface carrying a mixture of Release 99 and HSPA traffic classes with adopted compression functionality was proposed. In this chapter, we will treat this model as the basis for modeling the HSPA traffic carried by the WCDMA and Iub interfaces.

The chapter is divided into seven sections. Section 8.2 presents the basic architecture of the system. In Section 8.3, we discuss the basic model (i.e., the full-availability group servicing a mixture of different multirate traffic streams), which will be used further on as a model of the WCDMA and the Iub interfaces. Section 8.4 presents a model of the full-availability group servicing multirate traffic with compression property, which is used in the following sections for modeling HSPA traffic behavior. The application of the described analytical methods for modeling the WCDMA and Iub interface, carrying R99 and HSPA traffic, is shown in Sections 8.5 and 8.6. Section 8.7 sums up the chapter.

8.2 System Architecture

Let us consider the structure of the UMTS network presented in Figure 8.1. The presented network consists of three functional blocks, designated respectively: user equipment (UE), UMTS terrestrial radio access network (UTRAN), and core network (CN). The following notation has been adopted in Figure 8.1: RNC is the radio

Figure 8.1 Elements of the UMTS network structure.
network controller, WCDMA is the radio interface, and Iub is the interface connecting NodeB and RNC.

High-speed downlink packet access (HSDPA) has been included by 3GPP into the system specification in version 5. The aim of its introduction is to increase transmission speed in the downlink and shorten delays in the network. An equivalent of HSDPA for the uplink is the HSUPA fast packet data transmission in the uplink, which became part of the UMTS system, in version 6 [17].

In successive versions of HSDPA, it is assumed that the users will be able to transmit data at the speed of 1.8 Mbps, 3.6 Mbps, 7.2 Mbps, and 14.4 Mbps. Therefore, new solutions have been worked out concerning the organization and management of transport and physical channels. The following channels have been defined in the system [17]:

- **High-Speed Downlink Shared Channel (HS-DSCH):** A channel shared by many mobile stations, used for transmitting user’s data from higher layers of the network and controlling information. The channel is an extension of the DCH channel for high-speed data transmission.

- **Physical Channels:**
  - High-speed physical downlink shared channel (HS-PDSCH): Used for data transmission with the constant spreading factor equal to 16.
  - Shared control channel (HS-SCCH): Used to inform the mobile station about a planned transmission in the HS-DSCH channel.
  - High-speed dedicated physical control channel (HS-DPCCH): Used in the uplink to confirm transmitted data and send the channel quality indicator.

Besides the definitions of new channels, the HSDPA technology introduces the following new mechanisms:

- **Adaptive Modulation and AMC Coding:** Apart from the QPSK modulation, HSDPA allows for the application, with a low level of interference and 16 quadrature amplitude modulation (16 QAM). Modulation and coding schemes can be changed depending on the quality of the signal and the load of the radio link.

- **High-Speed Packet Transmission from the Level of NodeB:** The HS-DSCH channel is shared by different users of the system to fully make use of the available resources of the radio link, depending on propagation conditions and the level of interference. On the basis of the signal level indicator CQI in the downlink is sent by mobile stations, the base station decides which user will be sent appropriate data.

- **High-Speed Retransmission from the Level of NodeB HARQ (hybrid automatic repeat request):** HSDPA technology includes the function of retransmission in the physical layer. The function is located in the base station of NodeB, and therefore the process of retransmission that
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does not get RNC involved is carried out much faster. In addition, HARQ introduces the concept of incremental redundancy. When the mobile station receives wrong data, the data is stored and reused by the decoder to restructure the received signal after the retransmission of redundant data to the mobile station. The base station sends incremental redundant data if in the previous transmission it was impossible to decode the received information.

- **Multicode Transmission**: HSDPA allows for multicode transmission. The base station can transmit a signal to a mobile station using simultaneously up to 15 channel codes with the spreading factor of 16.

High-speed uplink packet access (HSUPA) is a counterpart to HSDPA for the uplink. It enables data transmission from the subscriber to the base station with the speed of 5.76 Mbps. The HSUPA technology uses high-speed retransmission from the HARQ level of a mobile station with incremental redundancy, allows TTI (transmission time interval) between subsequent transmissions and introduces a new type of E-DCH (enhanced dedicated channel). The E-DCH, unlike the HS-DSCH used in the HSDPA technology, is not a shared channel but a dedicated one. This means each mobile station sets up, with the servicing NodeB, its own E-DCH. Additionally, HSUPA does not use the adaptive modulation (Table 8.1). Like in the R99 version of the UMTS system, modulation BPSK is used. High-speed HARQ retransmission for HSUPA operates in a similar way for HSDPA. The base station informs the mobile station if it has received data packets or not. When the base station receives packets erroneously, they are immediately retransmitted by the mobile station. Having received them, NodeB, also using the previously received signal, tries to re-create the data sent by the mobile station. The retransmission is then repeated until the packets sent by the mobile station have been received properly, or the number of admissible retransmissions has run out. The procedure for high-speed packet access in HSUPA is different than in HSDPA. In HSDPA, the

<table>
<thead>
<tr>
<th>Feature</th>
<th>DCH</th>
<th>HSDPA (HS-DSCH)</th>
<th>HSUPA (E-DCH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable spreading factor</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Fast power control</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Adaptive modulation</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>BTS based scheduling</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fast L1 HARQ</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Soft handover</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>TTI length (ms)</td>
<td>80, 40, 20, 10</td>
<td>2</td>
<td>10, 2</td>
</tr>
</tbody>
</table>
HS-DSCH channel is shared by all participants serviced by a given cell. Due to this reason, the base station can allocate, though for a short time, all resources to exactly one mobile station when other mobile stations do not receive demanded data. In HSUPA, the E-DCH channel is a dedicated channel, which results in a situation when co-sharing is not possible. Therefore, the procedure of high-speed transmission in HSUPA operates in a similar way as packet scheduler for the R99 traffic. RNC informs all mobile stations about the maximum power they can use for transmission. If the interference level approaches the value that can cause instability in the system, the level of admissible transmission power allocated to all mobile stations is reduced.

In the dimensioning process for the UMTS network, an appropriate dimensioning of the connections in the access part (UTRAN) (that is, the radio interface between the user and NodeB, and the Iub connections between NodeB and the radio network controller (RNC), has a particular significance. Successive sections of the chapter describe the analytical models for the WCDMA and Iub interfaces in the uplink and downlink directions, carrying a mixture R99 and HSPA traffic streams.

### 8.3 Model of the Full-Availability Group with Multirate BPP Traffic

The full-availability group carrying a mixture of different multirate traffic streams is the analytical model of radio and Iub interfaces. In this section, we introduce an analytical model that is fundamental for the considerations presented in subsequent sections of the chapter.

#### 8.3.1 Basic Assumptions

Consider the model of a full-availability group with the capacity of $V$ basic bandwidth units (BBUs) presented in Figure 8.2 [11]. The group is offered two types of traffic streams: $m_I$ Erlang streams from the set $I = \{1, \ldots, i, \ldots, m_I\}$, and $m_J$ Engset traffic...
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The number of BBUs demanded by calls of class \( c \) is denoted by the symbol \( t_c \).

The call intensity for Erlang traffic (Poisson distribution) of class \( i \) is \( \lambda_i \). The parameter \( \lambda_j(n_j) \) determines the call intensity for the Engset traffic stream of class \( j \) (binomial distribution). The intensity \( \lambda_j(n_j) \) depends on the number of \( n_j \) of currently serviced calls of class \( j \) and decreases with the increasing number of serviced traffic sources:

\[
\lambda_j(n_j) = (N_j - n_j)\Lambda_j \tag{8.1}
\]

where \( N_j \) is the number of traffic sources of class \( j \), while \( \Lambda_j \) is the call intensity of calls generated by a single free source of class \( j \).

The total intensity of the Erlang traffic of class \( i \) offered to the group is:

\[
A_i = \lambda_i/\mu_i \tag{8.2}
\]

whereas the intensity of Engset traffic \( \alpha_j \) of class \( j \), offered by one free source, is equal to:

\[
\alpha_j = \Lambda_j/\mu_j \tag{8.3}
\]

In Formulae 8.2 and 8.3, the parameter \( \mu \) is the average service intensity with the exponential distribution.

**8.3.2 Multidimensional Erlang–Engset Model at the Microstate Level**

Let us now consider the multidimensional Markov process in the full-availability group with the capacity of \( V \) BBUs, presented in Figure 8.3. The group is offered two types of call streams: Poisson and Engset call streams. Each microstate of the process \( \{x_1, \ldots, x_i, \ldots, x_m, y_1, \ldots, y_j, \ldots, y_m\} \) is defined by the number of serviced calls of each class of offered traffic, where \( x_i \) denotes the number of serviced calls of the Poisson stream of class \( i \) (Erlang traffic), \( y_j \) denotes the number of serviced calls of the Engset stream of class \( j \) (Engset traffic). To simplify the description, the microstate probability will be denoted by the symbol \( [p(\ldots, x_i, y_j, \ldots)]_V \).

The multidimensional service process in the Erlang–Engset model is a reversible process [11]. In accordance with Kolmogorov criterion, considering any cycle for the microstates is shown in Figure 8.3, we always obtain equality in the intensity of passing (streams) in both directions. The property of reversibility implies the local equilibrium equations between any of two neighboring states of the process. Such
an equation for an Erlang stream of class $i$ and the Engset stream of class $j$ can be written in the following way (Figure 8.3):

$$ x_i \mu_i p(\ldots, x_i, y_j, \ldots) = \lambda_i p(\ldots, x_i - 1, y_j, \ldots) \quad (8.4) $$

$$ y_j \mu_j p(\ldots, x_i, y_j, \ldots) = [N_j - (y_j - 1)] \Lambda_j p(\ldots, x_i, y_j - 1, \ldots) \quad (8.5) $$

Since the call streams offered to the group are independent, we can add up, for the microstate $\{\ldots, x_i, y_j, \ldots\}$, all $m_I$ equations of the type (Equation 8.4) for the Erlang streams and $m_J$ equations of the type (Equation 8.5) for the Engset streams. Additionally, taking into consideration traffic intensity (Figures 8.2 and 8.3), we get:

$$ p(\ldots, x_i, y_j, \ldots) \left[ \sum_{i=1}^{m_I} x_i t_i + \sum_{j=1}^{m_J} y_j t_j \right] = \sum_{i=1}^{m_I} A_i t_i p(\ldots, x_i - 1, y_j, \ldots) + \sum_{j=1}^{m_J} [N_j - (y_j - 1)] \alpha_j t_j p(\ldots, x_i, y_j - 1 \ldots) \quad (8.6) $$

### 8.3.3 Full-Availability Group with BPP Traffic at the Macrostate Level

It is convenient to consider the multidimensional process occurring in the considered system at the level of the so-called macrostates. Each macrostate contains information about the number of busy BBUs in the considered group, regardless of the number of serviced calls of particular classes.
The macrostate probability \( [P_n]_V \) is then the occupancy probability \( n \) BBU of the group and can be expressed as the aggregation of the probabilities of appropriate microstates:

\[
[P_n]_V = \sum_{\Omega(n)} p(\ldots, x_i, y_j, \ldots)
\]  

(8.7)

where \( \Omega(n) \) is a set of all such subsets \{\ldots, x_i, y_j, \ldots\} that fulfill the equation:

\[
n = \sum_{i=1}^{m_I} x_i t_i + \sum_{j=1}^{m_J} y_j t_j
\]  

(8.8)

The definition of the macrostate Equation 8.8 makes it possible to convert Formula 8.6 into the following form:

\[
n p(\ldots, x_i, y_j, \ldots) = \sum_{i=1}^{m_I} A_i t_i p(\ldots, x_i - 1, y_j, \ldots)
\]

\[
+ \sum_{j=1}^{m_J} \alpha_j t_j p(\ldots, x_i, y_j - 1, \ldots)
\]

Summing on both sides all microstates that belong to the set \( \Omega(n) \), we get:

\[
n \sum_{\Omega(n)} p(\ldots, x_i, y_j, \ldots) = \sum_{i=1}^{m_I} A_i t_i \sum_{\Omega(n)} p(\ldots, x_i - 1, y_j, \ldots)
\]

\[
+ \sum_{j=1}^{m_J} \alpha_j t_j \sum_{\Omega(n)} p(\ldots, x_i, y_j - 1, \ldots)
\]

(8.9)

Following the definition of macrostate probability, expressed by Formula 8.7, we are in a position to convert Formula 8.9 as follows:

\[
n[P_n]_V = \sum_{i=1}^{m_I} A_i t_i [P_{n-t_i}] + \sum_{j=1}^{m_J} [N_j - (y_j - 1)] \alpha_j t_j \sum_{\Omega(n)} p(\ldots, x_i, y_j - 1, \ldots)
\]

\[
= \sum_{i=1}^{m_I} A_i t_i [P_{n-t_i}] + \sum_{j=1}^{m_J} [N_j - (y_j - 1)]
\]

\[
\times \frac{p(\ldots, x_i, y_j - 1, \ldots)}{\sum_{\Omega(n)} p(\ldots, x_i, y_j - 1, \ldots)} \sum_{\Omega(n)} p(\ldots, x_i, y_j - 1, \ldots)
\]

(8.10)
In Formula 8.10 the sum:
\[
\sum_{\Omega(n)} [y_j - 1] \frac{p(\ldots, x_i, y_j - 1, \ldots)}{\sum_{\Omega(n)} p(\ldots, x_i, y_j - 1, \ldots)} = y_j(n - t_j) \tag{8.11}
\]
determines the value of the average number of calls of class \( j \) in the occupancy state \( n - t_j \). When taking into consideration Equation 8.11, Formula 8.10 can be rewritten in the following way:
\[
n[P_n]V = \sum_{i=1}^{m_I} A_i t_i [P_{n-t_i}] + \sum_{j=1}^{m_J} \alpha_j t_j [N_j - y_j(n - t_j)] [P_{n-t_j}] \tag{8.12}
\]
where \([P_{n-t_i}]V = 0\), if \( n < t_i \), and the value \([P_0]V\) results from the normative condition \( \sum_{n=0}^{V} [P_n]V = 1 \).

Let us introduce the following notation for the offered traffic intensity in appropriate occupancy states of the group:
\[
A_i(n) = A_i, \quad A_j(n) = \alpha_j [N_j - (y_j(n))] \tag{8.13}
\]
Formula 8.12 can be now finally rewritten in the following form:
\[
n[P_n]V = \sum_{i=1}^{m_I} A_i(n - t_i) t_i [P_{n-t_i}] + \sum_{j=1}^{m_J} A_j(n - t_j) t_j [P_{n-t_j}] \tag{8.14}
\]

The average number of calls of class \( c \) in the group in state \( n + t_c \) can be written as follows:
\[
y_c(n + t_c) = \begin{cases} 
A_c(n)[P_n]V/[P_{n+t_c}]V & \text{for } n + t_c \leq V \\
0 & \text{for } n + t_c > V 
\end{cases} \tag{8.15}
\]

Let us remark that if the system services the Erlang streams only, then Equation 8.12 can be simplified to Kaufman-Roberts recursion [9, 10]:
\[
n[P_n]V = \sum_{i=1}^{m_I} A_i t_i [P_{n-t_i}] \tag{8.16}
\]
8.3.4 MIM-BPP Method

Let us now consider a full-availability group with Erlang and Engset multirate traffic Equation 8.12. Notice that in order to determine the parameter \( y_c(n) \), it is necessary to determine first the occupancy distribution \([P]_V\). Simultaneously, in order to determine the occupancy distribution \([P]_V\), it is necessary to determine the value \( y_c(n) \). This means Equations 8.14 and 8.15 form a set of confounding equations that can be solved with the help of iterative methods [11]. Let \([P]_V^{(l)}\) denote the occupancy distribution determined in step \(l\), and let \( y_c^{(l)}(n) \) denote the average number of serviced calls of class \(c\), determined in step \(l\). Then:

\[
y_c^{(l+1)}(n) = \begin{cases} 
A_c^{(l)}(n - t_c) \left[ \frac{P_{n-t_c}^{(l)}}{[P_n]_V} \right] & \text{for } 0 \leq n \leq V \\
0 & \text{in remaining instances}
\end{cases} \tag{8.17}
\]

where \( A_c^{(l)} = \alpha_c [N_c - y_c^{(l)}(n)] \).

In order to determine the initial distribution \([P]_V^{(0)}\), it was assumed that:

\[
A_c^{(0)}(n) = y_c = N_c \alpha_c \tag{8.18}
\]

On the basis of the reasoning presented here, in [11] the MIM-BPP method for determining the occupancy distribution and the loss probability in the full-availability group with BPP traffic was proposed. The method can be presented in the following way:

8.3.4.1 Method MIM-BPP

1. Setting the starting point of the iteration at \(l = 0\)
2. Determination of initial values \( y_j^{(l)}(n) \), \( y_k^{(l)}(n) \):

\[
\forall 1 \leq j \leq m_j \forall 0 \leq n \leq V \ y_j^{(l)}(n) = 0, \quad \forall 1 \leq k \leq m_k \forall 0 \leq n \leq V \ y_k^{(l)}(n) = 0
\]
3. Increase in each iteration step: \(l = l + 1\)
4. Determination of the value of Engset traffic of class \(j\) on the basis of Formula 8.13
5. Determination of the state probabilities \([P_n]_V^{(l)}\) (Formula 8.14)
6. Determination of the average number of serviced calls \( y_j^{(l)}(n) \) \( y_k^{(l)}(n) \) on the basis of Formula 8.17
7. Repetition of steps 3–6 until a pre-defined accuracy \(\epsilon\) of the iterative process is achieved:

\[
\forall 0 \leq n \leq V \left| \frac{y_j^{(l-1)}(n) - y_j^{(l)}(n)}{y_j^{(l)}(n)} \right| \leq \epsilon \quad \forall 0 \leq n \leq V \left| \frac{y_k^{(l-1)}(n) - y_k^{(l)}(n)}{y_k^{(l)}(n)} \right| \leq \epsilon \tag{8.19}
\]
8. Defining the blocking probability $E_c$ for calls of class $c$ and the loss probability $B_i$ for Erlang calls of class $i$, $B_j$ for Engset calls of class $j$

\[
E_c = \sum_{n=V-t_c+1}^{V} [P_n] V \quad B_i = E_i
\]  
(8.20)

\[
B_j = \frac{\sum_{n=V-t_j+1}^{V} [P_n] V [N_j - y_j(n)]\alpha_j}{\sum_{n=0}^{V} [P_n] V [N_j - y_j(n)]\alpha_j}
\]  
(8.21)

8.4 Model of the Full-Availability Group with Traffic Compression

This section presents a model of the full-availability group, carrying a mixture of different R99 and HSPA traffic classes, which is also known as the model of the full-availability group with traffic compression. This model is applied in the chapter for modeling the radio and Iub interfaces, carrying both R99 and HSPA traffic streams.

Let us assume now that a full-availability group services a mixture of different multirate Erlang traffic streams with the compression property. This means the traffic mixture contains such calls for which a change in demands (requirements) is followed uniformly by overload of the system.

In this group, it is assumed that the system services simultaneously a mixture of different multirate Erlang traffic classes, while these classes are divided into two sets: classes with calls that can change requirements while being serviced, and classes that do not change their demands in the service time.

This section discusses two models of the systems with traffic compression. The presented models differ in the compression method. In the first model (Section 8.4.1), we assume that all traffic classes undergoing compression are compressed to the same degree (evenly). Whereas in the second model (Section 8.4.2), it is assumed that traffic classes with the compression property can be compressed to a different degree (unevenly).

In all the models considered, the following notation is used:

- $M_k$ denotes a set of classes capable of compression, while $M_k = |M_k|$ is the number of compressed traffic classes.
- $M_{nk}$ is a set of classes without compression, and $M_{nk} = |M_{nk}|$ denotes the number of classes without compression.*

* Further in the section, for simplicity of the description, we limited the considerations to PCT1 traffic classes.
8.4.1 Basic Model of the Full- Availability Group with Compression

It was assumed in the model that all classes undergoing compression were compressed to the same degree (evenly). The measure of a possible change in requirements is the maximum compression coefficient, that determines the ratio of the maximum demands to minimum demands for a given traffic class. The coefficient $K_{\text{max}}$ can be determined on the basis of the dependence [16]:

$$\forall j \in M_k \quad K_{\text{max}} = \frac{t_{j,\text{max}}}{t_{j,\text{min}}},$$  

(8.22)

where $t_{j,\text{max}}$ and $t_{j,\text{min}}$ denote, respectively, the maximum and minimum number of basic bandwidth units (BBUs) demanded by a call of class $j$. We assume the system will be treated as a full-availability group with multirate Erlang traffic. *

Let us consider a system with maximum compression (i.e., under the assumption that the amount of resources required by calls of classes with the compression property is minimum. In the case of a system carrying a mixture of traffic streams that undergo and do not undergo compression, the occupancy distribution (Equation 8.16) will be more conveniently expressed after dividing the two types of traffic:

$$n[P_n]_V = \sum_{i=1}^{M_k} A_i t_i [P_{n-t_i}]_V + \sum_{j=1}^{M_k} A_j t_{j,\text{min}} [P_{n-t_{j,\text{min}}}]_V,$$  

(8.23)

where $t_{j,\text{min}}$ is the minimum number of BBUs demanded in a given occupation state of the system by a call of class $j$ that belongs to the set $M_k$.

The blocking and loss coefficient in the full-availability group will be determined on the basis of Equation 8.16:

$$E_i = B_i = \left\{ \begin{array}{ll}
\sum_{n=V-t_i+1}^{V} [P_n]_V & \text{for } i \in M_{nk} \\
\sum_{n=V-t_{i,\text{min}}+1}^{V} [P_n]_V & \text{for } i \in M_k
\end{array} \right.$$

(8.24)

* This assumption simplifies the description of the system to Kaufman-Roberts recursion Equation 8.16. In the case of the service of Erlang as well as Erlang and Engset streams, it is necessary to apply the MIP-BPP method described in Section 8.3.4.
For Erlang and Engset traffic streams, after the application of the MIM-BPP method (Section 8.3.4), the blocking (loss) probability is determined on the basis of Equation 8.20.

In Equations 8.23 and 8.24, the model is characterized by the parameter $t_{i,\min}$, which is the minimum number of BBUs demanded by a call of class $i$ in the conditions of maximum compression. Such an approach is indispensable in determining the blocking probabilities in the system with compression, since the blocking states will occur in the conditions of maximum compression. The maximum compression determines such occupancy states of the system in which a further decrease in the demands of class $i$ calls is not possible.

In order to determine a possibility of the system compression, it is necessary to evaluate the number and kind of calls serviced in a given occupancy state of the system. For this purpose, we can use Formula 8.15, which makes it possible to determine the average number of calls of class $i$ serviced in the occupancy state $n$ BBUs. This dependence, under the assumption of the maximum compression, can be written in the following way:

$$y_i(n) = \begin{cases} A_i \left[ \frac{P_{n-i}}{P_a} \right] \nu & \text{for } i \in M_{nk} \\ A_i \left[ \frac{P_{n-i,\min}}{P_a} \right] \nu & \text{for } i \in M_k \end{cases}$$  \hspace{1cm} (8.25)

On the basis of Formula 8.25, knowing the demands of individual calls, we can thus determine the total average carried traffic in state $n$, under the assumption of the maximum compression:

$$Y_{\text{max}}(n) = Y_{\text{nk}}(n) + Y_{\text{k,\max}}(n) = \sum_{i=1}^{M_k} y_i(n) t_i + \sum_{j=1}^{M_k} y_j(n) t_{j,\min}$$  \hspace{1cm} (8.26)

where $Y_{\text{max}}(n)$ is the average number of busy BBUs in state $n$, occupied by calls that undergo compression, whereas $Y_{\text{nk}}(n)$ is the average number of busy BBUs in state $n$, occupied by calls without compression.

Let us assume that the value of the parameter $Y_{\text{nk}}(n)$ refers to non-compressed traffic and is independent of the compression of remaining calls. The real values of carried traffic, corresponding to state $n$ (determined in the conditions of maximum compression), will depend on the number of free BBUs in the system. We assume the real system operates in such a way as to guarantee the maximum use of the resources (i.e., a call of a compressed class always tends to occupy free resources and decreases its maximum demands to the least extent possible.) Thus, the real traffic
value $Y(n)$ carried in the system in a given state, corresponding to state $n$ (determined in maximum compression), can be expressed in the following way:

$$Y(n) = Y^{nk}(n) + Y^k(n) = \sum_{i=1}^{M_k} y_i(n) t_i + \sum_{j=1}^{M_k} y_j(n) t_j(n) \quad (8.27)$$

The parameter $t_j(n)$ in Formula 8.27 determines the real value of a demand of class $j$ in state $n$:

$$\forall j \in M_k \quad t_{j,\text{min}} < t_j(n) \leq t_{j,\text{max}} \quad (8.28)$$

The measure of the compression degree in state $n$ is the compression coefficient $\xi_k(n)$, which can be expressed in the following way:

$$t_j(n) = t_{j,\text{min}} \xi_k(n) \quad (8.29)$$

When taking into consideration Equation 8.29, the average number of busy BBUs occupied by calls with compression can be written thus:

$$Y^k(n) = \sum_{j=1}^{M_k} y_j(n) t_j(n) = \xi_k(n) \sum_{j=1}^{M_k} y_j(n) t_{j,\text{min}} \quad (8.30)$$

We assume that in the considered model the system operates in such a way that it guarantees the maximum use of available resources. This means that calls that undergo compression will always tend to occupy free resources, decreasing their demands to the least possible. Another parameter of the considered system, besides the blocking (loss) probability, is the average number of busy BBUs in the system, occupied by calls with compression (Formula 8.30). The knowledge of the compression coefficient $\xi_k(n)$ is indispensable to determine this parameter. This coefficient can also be defined as the ratio of resources potentially available for the service of calls with compression to the resources occupied by these calls in the state of maximum compression. Thus, we can write (Figure 8.4):

$$\xi_k(n) = \frac{V - Y^{nk}(n)}{Y^k_{\text{max}}(n)} = \frac{V - Y^{nk}(n)}{n - Y^{nk}(n)} \quad (8.31)$$

The numerator in the Formula 8.31 expresses the total amount of system resources that can be occupied by calls of the class with compression. Whereas the denominator can be interpreted as the amount of resources that can be occupied by calls of the

* Further on in the description, to simplify the description, we will use the term "in state $n$" instead of "a given state $n$ in maximum compression."
class with compression, under the assumption that the system (FAG) is in the state $n$ of busy BBUs. A constraint to the value of the coefficient $8.31$ is the maximum compression coefficient, determined on the basis of the dependence $8.22$. This constraint can be taken into account by formally defining the compression coefficient in the following way:

$$
K(n) = \begin{cases} 
K_{\text{max}} & \text{for } K(n) \geq K_{\text{max}} \\
K(n) & \text{for } 1 \leq K(n) < K_{\text{max}}
\end{cases}
$$

(8.32)

The compression coefficient determined by Formula 8.32 is not dependent on the traffic class. This results from the assumption adopted in the model of the same compression degree for all traffic classes that undergo the mechanism of compression.

Knowing the value of the compression coefficient in every state $n$, we can determine the average resources occupied by calls of class $j$ with compression:

$$
Y_j^k = \sum_{n=0}^{V} y_j(n) [\xi_j(n) t_{j,\text{min}}] [P_n] V
$$

(8.33)

On the basis of the average resources occupied by calls of class $j$, we can determine the average resources occupied by calls of all traffic classes with compression:

$$
Y^k = \sum_{j=0}^{M_k} Y_j^k
$$

(8.34)

Note that the value $Y^k$ in Formula 8.34 is the average traffic carried in the system by calls that undergo compression.
8.4.2 Model of the Full-Availability Group with Uneven Compression

In the model of the FAG with uneven compression, we assume that the system will be treated as a full-availability group with multirate traffic. The occupancy distribution in such a system can be expressed by the recursive Kaufman–Roberts formula (Equation 8.16), under the assumption that the amount of resources required by calls of the classes with the compression property is minimum. The blocking coefficient in such a system will be determined by the dependence in Equation 8.24.

The basic assumption in this model is that classes undergoing compression can be compressed to a different degree. The measure of a possible change in requirements is the maximum compression coefficient $K_{j,\text{max}}$, which can determine the ratio of maximum demands to minimum demands for a given traffic class [18]:

$$\forall j \in M_k \quad K_{j,\text{max}} = \frac{t_{j,\text{max}}}{t_{j,\text{min}}}$$  \hspace{1cm} (8.35)

where $t_{j,\text{max}}$ and $t_{j,\text{min}}$ denote, respectively, the maximum and minimum number of basic bandwidth units (BBUs), demanded by a call of class $j$ (cf. Equation 8.22).

The introduction of different values of the maximum compression coefficient also results in changes in the definition of the average compression coefficient, determined by Formula (8.32):

$$\xi_{j,\delta}(n) = \begin{cases} K_{j,\text{max}} & \text{for } \xi_{\delta}(n) \geq K_{j,\text{max}} \\ \xi_{\delta}(n) & \text{for } 1 \leq \xi_{\delta}(n) < K_{j,\text{max}} \end{cases} \hspace{1cm} (8.36)$$

where the coefficient $\xi_{\delta}(n)$ is determined on the basis of Equation 8.31.

Knowing the value of the compression coefficient in every state $n$, we can determine the average resources occupied by calls of all traffic classes with compression, with the application of Equations 8.33 and 8.34:

$$Y_k = \sum_{j=0}^{M_k} \sum_{n=0}^{V} y_j(n) [\xi_{j,\delta}(n) t_{j,\text{min}}] P_n V$$ \hspace{1cm} (8.37)

where $y_j(n)$ is determined on the basis of Equation 8.25.

8.5 Modeling and Dimensioning of the Radio Interface

In this section, we will present traffic issues that refer to the UMTS mobile system, which can be analyzed with the application of the models with multirate traffic, presented in Section 8.3.

A single cell of the mobile system can be treated as a full-availability group with hard or soft capacity, depending on a possible influence of the environment upon
the load of the radio interface. The GSM system is a system with a hard capacity of cells. In this system, the maximum number of subscribers serviced by one cell is determined unequivocally and depends exclusively on the number of used frequency channels. The UMTS system is a system with soft capacity. Soft capacity indicates a possibility of changing the capacity of a cell, depending on external influence, in which the element of essential importance is the degree of load in neighboring cells.

8.5.1 Resource Allocation in Mobile Systems with Soft Capacity

The wideband code division multiple access (WCDMA) radio interface applied in the UMTS system has a large theoretical flow capacity (throughput) of the separated interface. At the same time, the available throughput is limited by the admissible level of the interference volume in the frequency channel. In every cellular system with spread signal spectrum, the capacity of the radio interface is constrained as the result of a few types of interference [19]: co-channel interference within a cell—from concurrent users of a frequency channel within the area of a given cell; external co-channel interference within a cell—from the concurrent users of the frequency channel, working within the area of adjacent cells; adjacent channels interference—from the adjacent frequency channels of the same operator or other cellular telecommunication operators; and all possible noise and interference from other systems and sources, both broadband and narrowband.

Summing up, in the WCDMA radio interface, a growth in load is accompanied by a simultaneous growth in interference, generated by other users serviced by the same cell or other cells. To secure an appropriate level of service, it is necessary to limit the number of allocated resources by active traffic sources. It is estimated that the maximum usage of the radio interface resources without lowering the quality of service will be equal to about 50% to 80% [19]. For the same reason, the soft capacity of the WCDMA radio interface is defined as the noise limited capacity (noise limited).

Multirate traffic in the UMTS system is composed of a few classes, and each of them demands a certain bit rate to service its own call. In the probabilistic analysis of radio systems that are offered multirate traffic streams, it is necessary to take into consideration the class of call and the bit rate demanded by a call of this class. The UMTS system—in respect to the flow capacities of services carried out—can be then considered a discrete multiservice switching network. In the following analysis of the radio interface, we will use the universally accepted notion of BBU, which will be defined in Section 8.5.2.

Accurate signal reception in the receiver of the UMTS system is possible only when the ratio of energy per bit $E_b$ to noise spectral density $N_0$ is appropriate. A too low value of $E_b/N_0$ will cause the receiver to be unable to decode the received signal, while a too high value of the energy per bit in relation to noise spectral density will be perceived by other users of the same radio channel as interference.
The ratio $E_b/N_0$ for a given traffic source of class $i$ can be written as the following dependence [17]:

$$
\left( \frac{E_b}{N_0} \right)_i = \frac{W}{v_i R_i I_{\text{total}}} - \frac{P_i}{P_i}
$$

(8.38)

In Formula 8.38, the following notation is adopted: $P_i$, average signal power received from the traffic source of class $i$; $I_{\text{total}}$, total power of the received signal in the base station, with thermal noise taken into consideration; $W$, flow capacity of the spread signal (the so-called chip rate) (in the UMTS system it is conventionally 3.84 Mcip/s i.e., the speed at the input signal is spread (data signal or speech signal); $R_i$, throughput of the data signal from the traffic source of class $i$; $v_i$, activity coefficient of the traffic source of class $i$, which denotes the percentage of occupancy time of the transmission channel in which the source is active (i.e., transmits a signal with the flow capacity $R_i$).

Formula 8.38 can be converted in such a way as to get the average power of the received signal from the traffic source of class $i$:

$$
P_i = \frac{I_{\text{total}}}{1 + \frac{W}{\left( \frac{E_b}{N_0} \right)_i R_i}} = L_i I_{\text{total}}
$$

(8.39)

where $L_i$ is the load factor, imposed by a class $i$ call:

$$
L_i = \frac{1}{1 + \frac{W}{\left( \frac{E_b}{N_0} \right)_i R_i}}
$$

(8.40)

Sample loads of the WCDMA radio interface by calls of different classes are shown in Table 8.2 [20].

The method for dimensioning the WCDMA interface proposed in [7] can be extended for the HSPA traffic. It should be noticed, however, that in the HSUPA technology, changes ensue at the required $E_b/N_0$ level in relation to R99, which is linked to the applied solutions. In HSUPA, the following factors will be conducive to $E_b/N_0$:

- Outer loop power control target block terror (BLER).
- **Transmit time interval (TTI):** Transmit time of each block of data in HSUPA.
- **Transport block size (TBS):** The number of bits transmitted in each “transport block.”
- The number of HARQ transmissions.

In the modeling process, we assumed that the load factor for the HSPA traffic—based on [21]—can be determined by a simulation procedure. Sample values of load factors for an exemplary HSUPA traffic stream (service) are shown in Table 8.3 [21].
Table 8.2 Sample WCDMA Radio Interface Loads by Calls of Different Classes

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Speech (Voice)</th>
<th>Video</th>
<th>Data</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>W (Mchip/s)</td>
<td>3,84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_i$ (kbps)</td>
<td>12,2</td>
<td>64</td>
<td>144</td>
<td>384</td>
</tr>
<tr>
<td>$v_i$</td>
<td>0,67</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$E_b/N_0$ (dB)</td>
<td>4</td>
<td>2</td>
<td>1,5</td>
<td>1</td>
</tr>
<tr>
<td>$L_i$</td>
<td>0,005</td>
<td>0,026</td>
<td>0,050</td>
<td>0,112</td>
</tr>
</tbody>
</table>


8.5.1.1 Uplink

Let us remark that the load coefficient is non-dimensional and defines the fraction of a possible interface load. The coefficient also shows the nonlinear dependence between the percentage load of the interface and the throughput of the traffic source of a given class. On the basis of the known load coefficients of single traffic sources,

Table 8.3 Sample HSPA Radio Interface Loads by Calls of Different Classes

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Service 1</th>
<th>Service 2</th>
<th>Service 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>W (Mchip/s)</td>
<td>3,84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_i$ (kbps)</td>
<td>54,72</td>
<td>800,12</td>
<td>82,1</td>
</tr>
<tr>
<td>$v_i$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$E_b/N_0$ (dB)</td>
<td>4,84</td>
<td>4,55</td>
<td>3,74</td>
</tr>
<tr>
<td>$L_i$</td>
<td>0,041624641</td>
<td>0,372667591</td>
<td>0,0481371632</td>
</tr>
</tbody>
</table>

it is possible to determine the total load $\eta_{UL}$ for the uplink:

$$\eta_{UL} = \sum_{i=1}^{M} N_i L_i$$  \hspace{1cm} (8.41)

where $N_i$ is the number of serviced traffic sources of class $i$ in the uplink under consideration.

Dependence 8.41 determines the ideal maximum interface load in a system of one isolated cell. In real circumstances, however, the traffic generated in other cells, which also influences the capacity of the radio interface of a given cell, has to be taken into consideration. Hence, Formula 8.41 is complemented with a coefficient that takes into account interference from other cells. To achieve that, a parameter $\delta_i$, defined as the ratio of the interference from other cells to the interference of the measured cell, is introduced. This coefficient, in the case of the uplink, is determined in the receiver of the base station [19]. The total load for the uplink can thus take on the following form [17]:

$$\eta_{UL} = (1 + \delta) \sum_{i=1}^{M} N_i L_i$$  \hspace{1cm} (8.42)

It is generally assumed that the maximum usage of the resources of the radio interface, without lowering the quality of service, amounts to 50% to 80% of its theoretical capacity [17].

It should be emphasized that the influence of inter-cellular interference can also be taken into consideration by applying the so-called fixed-point methodology [1,7].

8.5.1.2 Downlink

The total load for the downlink can be written in the following way [17]:

$$\eta_{DL} = \sum_{i=1}^{M} N_i L_i (1 - \xi_i + \delta_i)$$  \hspace{1cm} (8.43)

where $\xi_i$ is the orthogonality factor for the class $i$ traffic. It indicates the degree of interference reduction between the users of the same cell through the application of channel codes based on the OVSF (orthogonal variable spreading factor). This means they can have different dispersion coefficients and their mutual correlation is (theoretically) equal to zero [22]. Usually, coefficient values $\delta_i$ and $\xi_i$ are similar [17], so the influence of the interference upon the decrease in loadability of the downlink can be omitted.
8.5.2 Allocation Units in the WCDMA Radio Interface

In systems with soft capacity, the available capacity of a system can vary and can be different from the theoretical maximum capacity—where the capacity of the ideal isolated cell, not exposed to external influences, can be regarded as the measure unit—to a certain minimum capacity, when the influence of the load of the neighboring cells is at its maximum. In the system under consideration, the use of bit rates as the measure for allocation is not very convenient. It is much more convenient to measure the state of allocated resources more appropriately in other units, reflecting the physical nature of a given system. Formulae 8.42 and 8.43 clearly indicate that the measure of resource allocation in the WCDMA radio interface can be the percentage of noise load of the interface. Therefore, in the radio interface: allocation is not based on adding bit rates but on adding noise loads.

A single interface load imposed by a traffic source can be applied as the allocation unit. The way of changing resource allocation, expressed in kbps, into the resource allocation, expressed in the percentage of the load of the radio interface, is shown in Figure 8.5 [18].

In the UMTS system, servicing many traffic classes with different flow capacities and treated as a multirate system, it is assumed that the value of a BBU should be lower or equal to the greatest common divisor of the resources demanded by individual call streams [23, 24]. For the WCDMA radio interface, we can write:

\[ L_{BBU} = \text{GCD}(L_1, L_2, \ldots, L_M) \]  

(8.44)

Then, the interface capacity can be expressed by the number of the defined BBUs in Equation 8.44:

\[ V = \left\lfloor \frac{\eta_{UL/DL}}{L_{BBU}} \right\rfloor \]  

(8.45)

Figure 8.5 Resource allocation in the WCDMA radio interface. (From Stasiak, M. and Zwierzykowski, P., Modelling full availability groups with adaptive-rate. Internal report 9/2008, Poznan University of Technology, September 2008.)
where $\eta_{UL/DL}$ is the radio interface capacity for the uplink or the downlink. In a similar way we can express the number of BBUs required by a call of a given class:

$$t_i = \lceil L_i / L_{BBU} \rceil$$  \hspace{1cm} (8.46)

In the considerations presented in this section, we have assumed, for simplicity, that the influence of interference on the flow capacity of the WCDMA radio interface can be determined by the parameters $\delta$ and $\xi$ [19].

### 8.5.3 Analytical Model of the WCDMA Interface

In this section, we will analyze four GoS parameters, important for the dimensioning and optimization process of the WCDMA interface, carrying R99 and HSPA traffic: blocking probability, loss probability, average throughput, and available throughput.

The WCDMA interface in a UMTS network can be treated as the full-availability group (FAG) with multirate traffic. In the model, we assume that the radio interface carries both R9 and HSPA traffic streams. We also assume that there are traffic classes belonging to the HSPA traffic that calls that can change occupied resources in the service time. Therefore, it is assumed that the system services simultaneously a mixture of different multirate traffic classes, while these classes are divided into two sets: $M_k$ classes with calls that can change requirements while being serviced, and $M_{nk}$ classes that do not change their demands in the service time. Let us assume that the total capacity of the group is equal to $V$ basic bandwidth units (BBUs). The group is offered $M^*$ independent classes of Poisson traffic streams,\(^1\) having the intensities: $\lambda_1, \lambda_2, \ldots, \lambda_M$. The class $i$ call requires $t_i$ BBUs to set up a connection. The holding time for calls of particular classes has an exponential distribution with the parameters: $\mu_1, \mu_2, \ldots, \mu_M$. Thus, the mean traffic offered to the system by the class $i$ traffic stream is equal to:

$$A_i = \frac{\lambda_i}{\mu_i}$$  \hspace{1cm} (8.47)

The resources demanded in the group for servicing particular classes can be treated as a call demanding an integer number of BBUs. The value of BBU (i.e., $t_{BBU}$) is calculated as the greatest common divisor (GCD) of all resources demanded by traffic classes offered to the system (Equation 8.44):

$$L_{BBU} = GCD(L_1, \ldots, L_M)$$  \hspace{1cm} (8.48)

\(^*\) $M = M_k + M_{nk}$, where $M_k = |M_k|$ and $M_{nk} = |M_{nk}|

\(^1\) In the analytical model, for simplicity, we assume that the system carries only Erlang traffic streams. In the case of Erlang and Engset traffic streams, we can use the MIM-BPP algorithm.
where $L_i$ is the load factor for a user of the class $i$ call (Table 8.2), defined in Equation 8.40.

The multidimensional Markov process in the FAG can be approximated by the one-dimensional Markov chain, which can be described by Kaufman-Roberts recursion (Equation 8.15):

\[
\begin{align*}
\sum_{i=1}^{M_{nk}} A_i t_i [P_{n-i}] V + \sum_{j=1}^{M_k} A_j t_{j,\text{min}} [P_{n-j,\text{min}}] V = 0
\end{align*}
\]

where $[P_n] V$ is the probability state of $n$ BBUs being busy, and $t_i$ and $t_{j,\text{min}}$ are the numbers of BBUs required by classes not undergoing and undergoing compression, respectively (Equation 8.46):

\[
t_i = \left\lfloor \frac{L_i}{L_{BBU}} \right\rfloor \quad t_{j,\text{min}} = \left\lfloor \frac{L_{j,\text{min}}}{L_{BBU}} \right\rfloor
\]

The interface capacity $V$ is defined as follows [25]:

\[
V = \begin{cases} 
\frac{\eta_{DL}}{1 + \frac{1}{\xi_i}} & \text{for downlink direction} \\
\frac{\eta_{UL}}{1 + \frac{1}{\xi_i}} & \text{for uplink direction}
\end{cases}
\]

where $\eta_{DL}$ and $\eta_{UL}$ are the physical capacities of the WCDMA interface in the downlink and in the uplink direction, respectively [7].

8.5.3.1 Blocking (and Loss) Probability

The blocking probability $B_i$ for the class $i$ of Erlang traffic streams can be expressed in the following form (Equation 8.24):

\[
E_i = B_i = \begin{cases} 
\sum_{n=V-t+1}^{V} [P_n] V & \text{for } i \in \mathbb{M}_{nk} \\
\sum_{n=V-t_{\text{min}}+1}^{V} [P_n] V & \text{for } i \in \mathbb{M}_k
\end{cases}
\]

The loss and blocking probabilities for Erlang traffic streams are determined by identical formulas 8.20.

8.5.3.2 Average Throughput

The radio interface carries both Release 99 and HSPA traffic streams. The classes belonging to R99 do not undergo compression. Therefore, the determination of
the average throughput is important only for those traffic classes of the HSPA traffic that can undergo compression. Moreover, the application of a given analytical model depends on the mechanisms applied in the solutions used by the equipment manufacturers and providers of UMTS networks. Therefore, in this chapter we will discuss potential applications of models with compression to determine the average throughput separately for the uplink and for the downlink.

8.5.3.3 Downlink Direction

Let us consider a scenario in which the average bandwidth is allocated to all subscribers equally. Let us further assume that the subscribers have different classes of terminals at their disposal. This means the average throughput offered to a given subscriber depends mainly on the network load, while, with a small network load, the class of users’ terminals is also a constraint. Assume that the subscribers with newer mobile user terminals can achieve higher maximum throughput. Such a scenario can be considered for use to describe the system, which can be modeled with even compression, presented in Section 8.4.1.

The first step to determine the average throughput is to determine the compression coefficient $\xi_k(n)$. The coefficient, on the basis of the dependence in Equations 8.31 and 8.32, takes on the following form:

$$\xi_k(n) = \begin{cases} K_{\max} & \text{for } \frac{V - Y_{nk}(n)}{n - Y_{nk}(n)} \geq K_{\max} \\ \frac{V - Y_{nk}(n)}{n - Y_{nk}(n)} & \text{for } 1 \leq \frac{V - Y_{nk}(n)}{n - Y_{nk}(n)} < K_{\max} \end{cases}$$  

(8.53)

where the $Y_{nk}(n)$ parameter is expressed by Equation 8.27 and $Y_k(n)$ can be determined based on Equation 8.30.

In the next step, we can obtain the average resources occupied by calls of class $j$ (average throughput) on the basis of the following Equation 8.33:

$$Y_j^k = \sum_{n=0}^{V} y_j(n)[\xi_k(n)t_{j,\min}]\left[P_n\right]_V$$  

(8.54)

8.5.3.4 Uplink Direction

Let us consider now a scenario in which the average bandwidth is allocated unevenly and a decrease in the throughput offered to a given subscriber depends on the current network load and on the kind of subscriptions assigned to them. Assume that the throughput will be decreased first to the group of users that generate the least profit for the operator. Therefore, the order in which the throughput will be decreased is directly dependable on the amount of the subscription fee. Additionally, the upper
limit will also be the class of terminal operated by the user. This scenario is matched by the model of the system with uneven compression, described in Section 8.4.2.

The determination of the average throughput will be initiated, as earlier, by determining the compression coefficient $\xi_{k,j}(n)$. Thus, based on Equations 8.31 and 8.36, we obtain:

$$\xi_{k,j}(n) = \begin{cases} \frac{V - Y^k(n)}{n - Y^k(n)} & \text{for } 1 \leq \frac{V - Y^k(n)}{n - Y^k(n)} < K_{j,\max} \\
K_{j,\max} & \text{for } \frac{V - Y^k(n)}{n - Y^k(n)} \geq K_{j,\max} \end{cases} \quad (8.55)$$

where the $Y^k(n)$ parameter is expressed by Equation 8.27 and $Y^k(n)$ can be determined based on Equation 8.30.

Finally, the average number of BBUs occupied by compressed traffic can be expressed with the following dependence (in Equation 8.33):

$$Y_j^k = \sum_{n=0}^{V} y_j(n)[\xi_{k,j}(n)t_{j,\min}][P_n]_V \quad (8.56)$$

### 8.5.3.5 Average Throughput Available for HSPA Users

To determine the average capacity of the interface available to the HSPA traffic, it is necessary to first determine the occupancy distribution:

$$n[P_n]_V = \sum_{i=1}^{M_a} A_i[t_i[P_{n-t_i}]_V + \sum_{j=1}^{M_b} A_j t_{j,\min}[P_{n-t_{j,\min}}]_V \quad (8.57)$$

For each occupancy state $n$ BBUs, the average number of service calls of particular traffic classes is determined on the basis of Equation 8.15:

$$y_i(n) = \begin{cases} \frac{A_i[P_{n-t_i}]_V}{[P_n]_V} & \text{for } i \in M_{nk} \\
\frac{A_i[P_{n-t_{i,\min}}]_V}{[P_n]_V} & \text{for } i \in M_k \end{cases} \quad (8.58)$$

Knowing the average number of calls $y_i(n)$ of each of the traffic classes, we can, for state $n$, determine the bandwidth (the number of available BBUs) that can be used by the HSPA traffic as the difference between the total capacity of the cell and the number of BBUs occupied by the UMTS calls. The average throughput offered to
HSDPA calls is equal to:

\[
T_x = \sum_{n=0}^{V} \left[ V - \sum_{i=1}^{M_{nk}} y_i(n) t_i \right] \left[ P_n \right] V \tag{8.59}
\]

8.5.3.6 Summary

The models presented in this section can be used for the analysis and dimensioning of the WCDMA interface that services a mixture of different R99 i HSPA traffic classes, both in the uplink and the downlink directions. The proposed models enable us to determine four different GoS parameters, to which different priorities can be assigned, depending on the preferred optimization and development policy of the UMTS network operator. Therefore, the interface dimensioning process calculations of the quality parameters are to be repeated iteratively, each time with an increase in the interface capacity and checking if the GoS parameters, significant for the operator, are correct. The dimensioning process is terminated when these requirements are met.

Trying to maximize the simplicity of the described analytical models, we assume that the WCDMA radio interface services traffic generated by an infinite number of users (Erlang traffic). When the radio interface services a number of users of a given class that is lower or only slightly higher than the interface capacity, the proposed models should also include Engset traffic. The method for determining the characteristics of the system with Erlang and Engset traffic is presented in Section 8.3.4.

The proposed analytical methods are based on the well-known and verified Kaufman-Roberts distribution. The calculations made with the formulas presented in the method are not complicated or complex; this is, undoubtedly, an advantage from the network designer’s point of view.

8.6 Dimensioning of the Iub Interface with HSPA Traffic

8.6.1 Exemplary Architecture of the Iub Interface

Having in mind the duration time of network expansion and the huge costs involved, as well as possible savings in expenditures, the operators of cellular networks are inclined to implement technological solutions that optimize investments but still retain the complex quality of service. One such solution, frequently used in real networks, is the separation of links on the Iub interface. The operator is in a position to configure two virtual paths (VPs) of ATM (asynchronous transfer mode) system on the Iub interface and assign them respectively to real-time traffic and best-effort traffic. Assuming that the best effort VC (virtual channel) will not allocate the maximum demanded bandwidth in the same time, the total bandwidth can be co-shared among the VCs, which results in its better utilization. This method should thus be recommended
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Table 8.4 shows an example of UMTS packet switched (PS) and circuit switched (CS) services, carried out by logical ATM paths dedicated to servicing best-effort traffic and real-time traffic, respectively, and corresponding to Figure 8.6.

Figure 8.6 assumes that the links constituting IMA have throughput of 2 Mbps

* Even for distinguishing parameters needed for the designing/dimensioning of networks with different QoS requirements for different clients. Obviously, in the case of bandwidth overload, part of the ATM cells will be lost. An example of physical realization of a solution of this type on the lub interface, with the application of IMA (inverse multiplexing for ATM) [26], is shown in Figure 8.6 [16]. The application of IMA makes it possible to create two logical ATM paths on the basis of separate physical links. Table 8.4 shows an example of UMTS packet switched (PS) and circuit switched (CS) services, carried out by logical ATM paths dedicated to servicing best-effort traffic and real-time traffic, respectively, and corresponding to Figure 8.6.

Additionally, it should be mentioned that this solution paves the way for further optimization of capacity since with the application of traffic concentration devices between NodeB and RNC, the paths of the “real-time” type will be carried by the concentration device in the capacity ratio 1:1, while the paths of the “best-effort” type can be carried, for example, in the ratio 2:1 (a two-fold higher capacity at the input of the concentration device than at the output). Using the properties of offered traffic (e.g., different busy hours), we can get further savings, at least by means of developing or expanding RNC that has a limited number of input ports. A very good technology that ensures successful realization of the task, simultaneously facilitating

* Figure 8.6 assumes that the links constituting IMA have throughput of 2 Mbps
Table 8.4  An Example of Service Class Mapping into ATM Classes

<table>
<thead>
<tr>
<th>ATM Class of Service</th>
<th>UMTS Class of Service</th>
<th>Exemplary Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best-effort VP</td>
<td>Interactive background</td>
<td>Web browsing</td>
</tr>
<tr>
<td></td>
<td>(HSDPA user data)</td>
<td></td>
</tr>
<tr>
<td>Real-time VP</td>
<td>CS: Conversational</td>
<td>Voice</td>
</tr>
<tr>
<td>Real-time VP</td>
<td>CS: Streaming</td>
<td>Modem connection</td>
</tr>
<tr>
<td>Real-time VP</td>
<td>PS: Interactive/background</td>
<td>FTP, realtime gaming</td>
</tr>
<tr>
<td>Real-time VP</td>
<td>PS: Conversational</td>
<td>Speech (VoIP)</td>
</tr>
<tr>
<td>Real-time VP</td>
<td>PS: Streaming</td>
<td>Mobile TV</td>
</tr>
</tbody>
</table>

the construction of the Iub interface, is LMDS (local multipoint distribution service) [27].

Regrettably, this rapid pace in the development of relevant technologies is not appropriately matched by mathematical models that could enable us to plan and dimension networks in accordance with required service predictions.

8.6.2 Analytical Model of the Iub Interface

The Iub interface in a UMTS network can be treated as the full-availability group (FAG) with multirate traffic. In the model, we assume, similar to the WCDMA interface, that the Iub interface carries both R9 and HSPA traffic streams. We also assume there are traffic classes belonging to the HSPA traffic with calls that can change occupied resources in the service time. Therefore, it is assumed that the system services simultaneously a mixture of different multirate traffic classes, while these classes are divided into two sets: \( M_k \) classes whose calls can change requirements while being serviced, and \( M_{nk} \) classes that do not change their demands in the service time. Let us assume that the total capacity of the group is equal to \( V \) basic bandwidth units (BBUs). The group is offered \( M^* \) independent classes of Poisson traffic streams,\(^1\) having the intensities: \( \lambda_1, \lambda_2, \ldots, \lambda_M \). The class \( i \) call requires \( t_i \) BBUs to set up a connection. The holding time for calls of particular classes has an exponential distribution with the parameters: \( \mu_1, \mu_2, \ldots, \mu_M \). Thus, the mean traffic offered to the system by the class \( i \) traffic stream is equal to:

\[
A_i = \frac{\lambda_i}{\mu_i}
\]  

\(^*\) \( M = M_k + M_{nk} \), where \( M_k = |M_k| \) and \( M_{nk} = |M_{nk}| \)

\(^1\) In the analytical model, for simplicity, we assume the system carries only Erlang traffic streams.
The resources demanded in the group for servicing particular classes can be treated as a call demanding an integer number of BBUs. The value of BBU (i.e., $R_{BBU}$, is calculated as the greatest common divisor (GCD) of all resources demanded by the traffic classes offered to the system (Equation 8.44):

$$R_{BBU} = \text{GCD} \left( R_1, \ldots, R_M \right)$$ (8.61)

where $R_i$ is the amount of the resources demanded by the class $i$ call in kbps.

The multidimensional Markov process in the FAG can be approximated by the one-dimensional Markov chain, which can be described by Kaufman-Roberts recursion (Equation 8.15):

$$n[P_n]_V = \sum_{i=1}^{M_k} A_i t_i [P_{n-t_i}]_V + \sum_{j=1}^{M_k} A_j t_{j,min} [P_{n-t_{j,min}}]_V$$ (8.62)

where $[P_n]_V$ is the probability state of $n$ BBUs being busy, and $t_i$ and $t_{j,min}$ are the number of BBUs required by a class that is not undergoing, and a class that is undergoing compression, respectively (Equation 8.46):

$$t_i = \left\lfloor \frac{R_i}{R_{BBU}} \right\rfloor$$

$$t_{j,min} = \left\lfloor \frac{R_{j,min}}{R_{BBU}} \right\rfloor$$ (8.63)

where $R_{j,min}$ is the minimum amount of resources demanded by class $j$ traffic undergoing compression, in kbps. In Equation 8.62, the interface capacity $V$ is defined as follows:

$$V = \left\lfloor \frac{V_{phy}}{R_{BBU}} \right\rfloor$$ (8.64)

where $V_{phy}$ is the physical capacity of the group in kbps.

In this section, we will also analyze four GoS parameters: blocking probability, loss probability, average throughput, and available throughput.

### 8.6.2.1 Blocking (and Loss) Probability

On the basis of Formula 8.62, the blocking probability $B_i$ for the class $i$ Erlang traffic stream can be expressed in the following form [Equation 8.24]:

$$E_i = B_i = \begin{cases} 
\sum_{n=V-t_i+1}^{V} [P_n]_V & \text{for } i \in \mathbb{M}_{nk} \\
\sum_{n=V-t_{j,min}+1}^{V} [P_n]_V & \text{for } i \in \mathbb{M}_k 
\end{cases}$$ (8.65)
8.6.2.2 Average Throughput

Determination of the average throughput is only important for those traffic classes of the HSDPA traffic* that can undergo compression. The application of a given analytical model depends on particular mechanisms used in the solutions provided by manufacturers of equipment for the UMTS network. Let us consider a scenario in which the average bandwidth is assigned to all users unevenly. Let us further assume that the subscribers in this network have terminals of different classes, while those subscribers that have newer terminals are capable of achieving higher maximum throughput. This scenario can be further considered with the application of the model with uneven compression, presented in Section 8.4.2.

In the first stage of the determination of average throughput we determine the compression coefficient \( \xi_{k,j} (n) \). The coefficient, following the dependencies Equations 8.31 and 8.36, takes on the following form:

\[
\xi_{k,j} (n) = \begin{cases} 
K_{j,\text{max}} & \text{for } \frac{V - Y_{nk}(n)}{n - Y_{nk}(n)} \geq K_{j,\text{max}} \\
\frac{V - Y_{nk}(n)}{n - Y_{nk}(n)} & \text{for } 1 \leq \frac{V - Y_{nk}(n)}{n - Y_{nk}(n)} < K_{j,\text{max}}
\end{cases} 
\] (8.66)

where the \( Y_{nk}(n) \) parameter is expressed in the following way (Equation 8.27):

\[
Y_{nk}(n) = \sum_{i=1}^{M_{nk}} y_i(n) t_i 
\] (8.67)

and \( Y^k(n) \) can be determined based on Equation 8.30:

\[
Y^k(n) = \xi_k(n) \sum_{j=1}^{M_k} y_j(n) t_{j,\text{min}} 
\] (8.68)

In Equations 8.67 and 8.68, the average number of calls of class \( i \), serviced in the occupancy state \( n \) BBUs \( \{y_j(n)\} \), can be determined as follows (Equation 8.25):

\[
y_i(n) = \begin{cases} 
\frac{A_i \left[ P_{n-t_i}\right] V}{[P_n] V} & \text{for } i \in M_{nk} \\
\frac{A_i \left[ P_{n-t_{i,\text{min}}}\right] V}{[P_n] V} & \text{for } i \in M_k
\end{cases} 
\] (8.69)

* HSPA traffic is limited only to the downlink direction, because in the uplink direction HSPA traffic is services-based on R99 resources [12].
In the next step, we can obtain the average resources occupied by calls of class \( j \) (average throughput) on the basis of the following formula (Equation 8.33):

\[
Y^k_j = \sum_{n=0}^{V} y_j(n)[\xi_k, j(n)t_{j,\text{min}}][P_n] V
\]  

(8.70)

8.6.2.3 Average Throughput Available for HSDPA Users

The average capacity of the Iub interface available to the HSDPA traffic can be determined in a similar way as the available throughput of the WCDMA interface presented in Section 8.5.3.5.

8.7 Conclusion

This chapter presents analytical methods that allow us to determine such a capacity of individual elements of the UMTS system that will guarantee—with the assumed load of the system—a pre-defined level of GoS. The most characteristic constraints in the dimensioning of the UMTS system are the radio interface and the Iub interface. The chapter describes the application of the analytical models to these interfaces. In the models, it was assumed that the system carried a mixture of different R99 and HSPA traffic classes.
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9.1 Introduction

Indisputably, tomorrow’s mobile marketplace will be characterized by bandwidth-hungry multimedia services that are already experienced in wired networks. Long-term evolution (LTE), the evolutionary successor of universal mobile telecommunications system (UMTS) and high-speed packet access (HSPA) networks, addresses this emerging trend, by shaping the future mobile broadband landscape. LTE promises a richer, more immersive environment that significantly increases peak data rates and spectral efficiency. However, the plethora of mobile multimedia services that are expected to face high penetration, poses the need for the deployment of a resource economic scheme. Multimedia broadcast/multicast service (MBMS), also called evolved MBMS (e-MBMS) in LTE terminology, constitutes an efficient way to compensate for this necessity since it allows resources’ sharing during data transmission [1, 2].

The main requirement during the provision of MBMS multicast services is to make an efficient overall usage of radio and network resources. The system should conceive and adapt to continuous changes that occur in such dynamic wireless environments and optimally allocate resources. To this direction, a critical aspect of MBMS performance is the selection of the most efficient radio bearer, in terms of power consumption, for the transmission of multimedia traffic. The selection of the most efficient radio bearer is an open issue in today’s MBMS infrastructure and several mechanisms have been proposed to this direction. Nevertheless, the selection of the most appropriate mechanism is plagued with uncertainty, since each mechanism may provide specific advantages. In this chapter, the prevailing radio bearer selection mechanisms are presented and compared in terms of power consumption so as to highlight the advantages each mechanism may provide.

Additionally, this chapter examines the operation and performance of several techniques, such as dynamic power setting (DPS), macro diversity combining (MDC), and rate splitting (RS) that could be utilized in order to further minimize...
the base station’s total MBMS transmission power. This chapter examines the operation and performance of these techniques and demonstrates the amount of power that could be saved through their employment.

Furthermore, in this chapter the performance enhancements emerged from multiple-input multiple-output (MIMO) antennas used in next-generation mobile networks is highlighted. MIMO systems are a prerequisite for next-generation mobile networks and have the potential to address the unprecedented demand for wireless multimedia services and particularly for MBMS. In particular, the intention is to examine how the introduction of MIMO antenna systems affect the MBMS power planning strategy of next-generation cellular networks.

## 9.2 Multimedia Broadcast/Multicast Service

In MBMS, rich wireless multimedia data is transmitted simultaneously to multiple recipients by allowing resources to be shared in an economical way. MBMS efficiency is derived from the single transmission of identical data over a common channel without clogging up the air interface with multiple replications of the same data.

The major factor for integrating MBMS into UMTS networks was the rapid growth of mobile communications technology and the massive spread of wireless data and wireless applications. The increasing demand for communication between one sender and many receivers led to the need for point-to-multipoint (PTM) transmission. PTM transmission is opposed to the point-to-point (PTP) transmission, using the unicast technology, which is exclusively used in conventional UMTS networks (without the MBMS extension). Broadcast and multicast technologies constitute an efficient way to implement this type of communication and enable the delivery of a plethora of high-bandwidth multimedia services to a large number of users.

From the service and operators’ point of view, the employment of MBMS framework involves both an improved network performance and a rational usage of radio resources, which in turn leads to extended coverage and service provision. In parallel, users are able to realize novel, high bit-rate services, experienced until today only by wired users. Such services include mobile TV, weather, or sports news as well as fast and reliable data downloading [3].

### 9.2.1 Operation

As the term MBMS indicates, there are two types of service modes: the broadcast mode and the multicast mode. Each mode has different characteristics in terms of complexity and packet delivery.

The broadcast service mode is a unidirectional PTM transmission type. Actually, with broadcast, the network simply floods data packets to all nodes within the network. In this service mode, content is delivered using PTM transmission, to a specified area without knowing the receivers and no matter whether there is any
receiver in the area. As a consequence, the broadcast mode requires no subscription or activation from the users’ point of view.

In the multicast operation mode, data are transmitted solely to users that explicitly request such a service. More specifically, the receivers have to signal their interest for the data reception to the network and then the network decides whether the user may receive the multicast data or not. Thus, in the multicast mode there is the possibility for the network to selectively transmit to cells, which contain members of a multicast group. Either PTP or PTM transmission can be configured in each cell for the multicast operation mode [2].

Unlike the broadcast mode, the multicast mode generally requires a subscription to the multicast subscription group and then the user joining the corresponding multicast group. Moreover, due to the selective data transmission to the multicast group, it is expected that charging data for the end user will be generated for this mode, unlike the broadcast mode.

### 9.2.2 Architecture

The MBMS framework requires minimal modifications in the current UMTS architecture. As a consequence, this fact enables the fast and smooth upgrade from pure UMTS networks to MBMS-enhanced UMTS networks. Actually, MBMS consists of a MBMS bearer service and a MBMS user service. The latter represents applications, which offer, for example, multimedia content to the users, while the MBMS bearer service provides methods for user authorization, charging, and quality of service (QoS) improvement to prevent unauthorized reception [2].

The UMTS network is split into two main domains: the user equipment (UE) domain and the public land mobile network (PLMN) domain. The UE domain consists of the equipment employed by the user to access the UMTS services. The PLMN domain consists of two land-based infrastructures: the core network (CN) and the UMTS terrestrial radio access network (UTRAN) (Figure 9.1). The CN is responsible for switching/routing voice and data connections, while the UTRAN handles all radio-related functionalities. The CN is logically divided into two service domains: the circuit-switched (CS) service domain and the packet-switched (PS) service domain [3]. The CS domain handles the voice-related traffic, while the PS domain handles the packet transfer. The remainder of this chapter will focus on the UMTS packet-switching mechanism.

The PS portion of the CN in UMTS consists of two kinds of general packet radio service (GPRS) support nodes (GSNs), namely gateway GSN (GGSN) and serving GSN (SGSN) (Figure 9.1). SGSN is the centerpiece of the PS domain. It provides routing functionality, interacts with databases [like home location register (HLR)] and manages many radio network controllers (RNCs). SGSN is connected to GGSN via the Gn interface and to RNCs via the Iu interface. GGSN provides the interconnection of UMTS network (through the broadcast multicast service center) with other packet data networks (PDNs), like the Internet.
UTRAN consists of two kinds of nodes: the first is the RNC and the second is the NodeB. NodeB constitutes the base station and provides radio coverage to one or more cells (Figure 9.1). NodeB is connected to the UE via the Uu interface [based on the wideband code division multiple access (WCDMA) technology] and to the RNC via the Iub interface. One RNC with all the NodeBs connected to it is called radio network subsystem (RNS) [3].

The major modification in the existing UMTS platform for the provision of the MBMS framework is the addition of a new entity called broadcast multicast service center (BM-SC). Actually, BM-SC acts as an entry point for data delivery between the content providers and the UMTS network and is located in the PS domain of the CN. The BM-SC entity communicates with existing UMTS networks and external PDNs [1, 2].

The BM-SC is responsible for both control and user planes of a MBMS service. More specifically, the function of the BM-SC can be separated into five categories: membership, session and transmission, proxy and transport, service announcement, and security function. The BM-SC membership function provides authorization to the UEs requesting to activate a MBMS service. According to the session and transmission function, the BM-SC can schedule MBMS session transmissions and shall be able to provide the GGSN with transport associated parameters, such as QoS and MBMS service area. As far as the proxy and transport function is concerned, the BM-SC is a proxy agent for signaling over a Gmb reference point between GGSNs and other BM-SC functions. Moreover, the BM-SC service announcement function must be able to provide service announcements for multicast and broadcast MBMS user services and provide the UE with media descriptions specifying the media to be delivered as part of a MBMS user service. Finally, MBMS user services may use
the security functions for integrity or confidentiality protection of the MBMS data, while the specific function is used for distributing MBMS keys (key distribution function) to authorized UEs.

### 9.2.3 Multicast Mode of MBMS

MBMS multicast efficiency improvement in UMTS networks can be derived from Figures 9.2 and 9.3. More specifically, these figures present the UMTS multicast functionality without and with MBMS enhancement, respectively.

Without the MBMS enhancement, multicast data is replicated as many times as the total number of multicast users in all interfaces. Obviously, a bottleneck is created when the number of users increases significantly. All interfaces are heavily overloaded due to the multiple transmissions of the same data. On the other hand, MBMS multicast benefits UMTS networks through the radio and network resources' sharing. Only a single stream per MBMS service of identical data is essential for the delivery of the multicast content, thus saving expensive resources. Conclusively,
MBMS multicast data distribution is optimally configured throughout the UMTS network.

9.2.3.1 Packet Delivery Process

An overview of the multicast data flow procedure during a MBMS service provision is presented in this paragraph. Figure 9.4 depicts a subset of a UMTS-MBMS network. In this architecture, there are two SGSNs connected to a GGSN, four RNCs, and twelve NodeBs. Furthermore, eleven members of a multicast group are located in six cells. The BM-SC acts as the interface toward external sources of traffic. The presented analysis assumes that a data stream that comes from an external PDN, through BM-SC, must be delivered to the eleven UEs as illustrated in Figure 9.4.

The analysis presented in this paragraph, covers the forwarding mechanism of the data packets between the BM-SC and the UEs. With multicast, the packets are forwarded only to those NodeBs that have multicast users. Therefore, in Figure 9.4, the NodeB2, B3, B5, B7, B8, and B9 receive the multicast packets issued by the BM-SC.

We briefly summarize the five steps needed for the delivery of the multicast packets. Initially, the BM-SC receives a multicast packet and forwards it to the GGSN that has registered to receive the multicast traffic. Then, the GGSN receives the multicast packet and by querying its multicast routing lists, it determines which SGSNs have multicast users residing in their respective service areas. In Figure 9.4, the GGSN

---

**Figure 9.4** Packet delivery in MBMS multicast mode.
duplicates the multicast packet and forwards it to the SGSN1 and the SGSN2 [4]. Then, both destination SGSNs receive the multicast packets and, having queried their multicast routing lists, determine which RNCs are to receive the multicast packets. The destination RNCs receive the multicast packet and send it to the NodeBs that have established the appropriate radio bearers for the multicast application. In Figure 9.4, these are NodeB2, B3, B5, B7, B8, and B9. The multicast users receive the multicast packets on the appropriate radio bearers, by dedicated channels transmitted to individual users separately or by common channels transmitted to all members in the cell [4].

9.2.3.2 MBMS Multicast Mode Radio Bearers

According to current MBMS specifications, the transmission of the MBMS multicast packets over the Iub and Uu interfaces may be performed on common (forward access channel—FACH), on dedicated (dedicated channel—DCH) channels, or on the shared channel named high-speed downlink shared channel (HS-DSCH), introduced in Release 5. The main requirement is to make an efficient overall utilization of the radio resources: this makes a common channel the favorite choice, since many users can access the same resource at the same time.

More specifically, the transport channel that the 3rd Generation Partnership Project (3GPP) decided to use as the main transport channel for PTM MBMS data transmission is the FACH with turbo coding and quadrature phase shift keying (QPSK) modulation at a constant transmission power [1]. DCH is a PTP channel and hence, it suffers from the inefficiencies of requiring multiple DCHs to carry the data to a group of users. However, DCH can employ fast closed-loop power control and soft handover mechanisms, and generally is a highly reliable channel [3, 5]. The allocation of HS-DSCH as a transport channel affects the obtained data rates and the remaining capacity to serve Release’99 users (users served by DCH). High-speed downlink packet access (HSDPA) cell throughput increases when more HSDPA power is allocated, while DCH throughput simultaneously decreases [6].

9.3 Power Control in MBMS Multicast Mode

Power control is one of the most critical aspects in MBMS due to the fact that downlink transmission power in UMTS networks is a limited resource and must be shared efficiently among all MBMS users in a cell. Power control aims at minimizing the transmitted power, eliminating in this way the inter-cell interference. However, when misused, the use of power control may lead to a high level of wasted power and worse performance results.

On the PTP downlink transmissions, fast power control is used to maintain the quality of the link and thus provide a reliable connection for the receiver to obtain the data with acceptable error rates. Transmitting with just enough power to
maintain the required quality for the link also ensures there is minimum interference affecting the neighboring cells. However, when a user consumes a high portion of power, more than actually required, the remaining power, allocated for the rest of the users, is dramatically decreased, thus leading to a significant capacity loss in the system.

During PTM downlink transmissions, NodeB transmits at a power level that is high enough to support the connection to the receiver with the highest power requirement among all receivers in the multicast group. This would still be efficient because the receiver with the highest power requirement would still need the same amount of power in a unicast link, and by satisfying that particular receiver’s requirement the transmission power will be enough for all the other receivers in the multicast group. Consequently, the transmitted power is kept at a relatively high level most of the time, which in turn increases the signal quality at each receiver in the multicast group. On the other hand, a significant amount of power is wasted and moreover inter-cell interference is increased.

As a consequence, downlink transmission power plays a key role in MBMS planning and optimization. This section provides an analytical description of the HS-DSCH, DCH, and FACH power profiles that are employed during PTP and PTM transmission. The following analysis refers to a macrocell environment with parameters described in Table 9.1 [3, 7].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cellular layout</td>
<td>Hexagonal grid</td>
</tr>
<tr>
<td>Number of cells</td>
<td>18</td>
</tr>
<tr>
<td>Sectorization</td>
<td>3 sectors/cell</td>
</tr>
<tr>
<td>Site-to-site distance</td>
<td>1 km</td>
</tr>
<tr>
<td>Cell radius</td>
<td>0.577 km</td>
</tr>
<tr>
<td>Maximum BS Tx power</td>
<td>20 watt (43 dBm)</td>
</tr>
<tr>
<td>Other BS Tx power</td>
<td>5 watt (37 dBm)</td>
</tr>
<tr>
<td>Common channel power</td>
<td>1 watt (30 dBm)</td>
</tr>
<tr>
<td>Propagation model</td>
<td>Okumura Hata</td>
</tr>
<tr>
<td>Multipath channel</td>
<td>Vehicular A (3 km/h)</td>
</tr>
<tr>
<td>Orthogonality factor</td>
<td>0.5</td>
</tr>
<tr>
<td>$E_{b}/N_0$ target</td>
<td>5 dB</td>
</tr>
</tbody>
</table>
9.3.1 HS-DSCH Power Profile

HS-DSCH is a rate-controlled rather than a power-controlled transport channel. Although there are two basic modes for allocating HS-DSCH transmission power [6], this chapter will focus on a dynamic method in order to provide only the required marginal amount of power needed to satisfy all the served multicast users and, in parallel, eliminate interference. Two major measures for HSDPA power planning are the HS-DSCH signal-to-interference-plus-noise ratio (SINR) metric and the geometry factor (G). SINR for a single-antenna Rake receiver is calculated as in Equation 9.1 [6]:

\[
\text{SINR} = \frac{P_{\text{HS-DSCH}}}{SF_{16} \cdot \frac{P_{\text{own}}}{p \cdot P_{\text{own}} + P_{\text{other}} + P_{\text{noise}}}}
\] (9.1)

where \( P_{\text{HS-DSCH}} \) is the HS-DSCH transmission power, \( P_{\text{own}} \) is the own cell interference experienced by the mobile user, \( P_{\text{other}} \) is the interference from neighboring cells, and \( P_{\text{noise}} \) is the additive white gaussian noise. Parameter \( p \) is the orthogonality factor \((p = 0: \text{perfect orthogonality})\), while \( SF_{16} \) is the spreading factor of 16.

The geometry factor is another major measure that indicates the users’ position throughout a cell. A lower \( G \) is expected when a user is located at the cell edge. \( G \) is calculated as in Equation 9.2 [3]:

\[
G = \frac{P_{\text{own}}}{P_{\text{other}} + P_{\text{noise}}}
\] (9.2)

There is a strong relationship between the HS-DSCH allocated power and the obtained MBMS cell throughput. This relationship can be disclosed in the three following steps. Initially, we have to define the target MBMS cell throughput. Once the target cell throughput is set, the next step is to define the way this throughput relates to the SINR [6]. Finally, we can describe how the required HS-DSCH transmission power \( (P_{\text{HS-DSCH}}) \) can be expressed as a function of the SINR value and the user location (in terms of \( G \)) as in Equation 9.3 [6]:

\[
P_{\text{HS-DSCH}} \geq \text{SINR} \cdot \left[ p - G^{-1} \right] \cdot \frac{P_{\text{own}}}{SF_{16}}
\] (9.3)

When MIMO is supported in HS-DSCH, multiple transmit antennas and receive antennas are used (different data streams are transmitted simultaneously over each antenna) and SINR is further improved [8]. Early requirements consider two transmit and receive antennas (MIMO 2x2) and approximately, double data rates are obtained with the same base station transmission power. Therefore, without loss of generality, half power is required, compared to conventional HS-DSCH single antenna systems, for the delivery of the same MBMS session. In other words,
MIMO further contributes in saving significant power resources and, in parallel, maximizing system capacity.

### 9.3.2 DCH Power Profile

The total downlink transmission power allocated for all MBMS users in a cell served by multiple DCHs is variable. It mainly depends on the number of served users, their location in the cell, the bit rate of the MBMS session and the experienced signal quality, $E_b/N_o$, for each user. Equation 9.4 calculates the NodeB’s total DCH transmission power required for the transmission of the data to $n$ users in a specific cell [9].

$$P_{DCH} = \frac{P_p + \sum_{i=1}^{n} \frac{P_N + x_i}{\frac{R_b}{W} \cdot L_{p,i}} + p \cdot L_{p,i} \cdot R_b + p \cdot L_{p,i}}{1 - \sum_{i=1}^{n} \frac{P_p}{\frac{R_b}{W} \cdot L_{p,i} + p}}$$  \hspace{1cm} (9.4)$$

where $P_{DCH}$ is the base station’s total transmitted power, $P_p$ is the power devoted to common control channels, $L_{p,i}$ is the path loss, $R_{b,i}$ is the $i$th user transmission rate, $W$ is the bandwidth, $P_N$ is the background noise, $p$ is the orthogonality factor ($p = 0$ for perfect orthogonality), and $x_i$ is the inter-cell interference observed by the $i$th user given as a function of the transmitted power by the neighboring cells $P_{T_j}$, $j = 1, \ldots, K$, and the path loss from this user to the $j$th cell $L_{ij}$. More specifically [9]:

$$x_i = \sum_{j=1}^{K} \frac{P_{T_j}}{L_{ij}}$$  \hspace{1cm} (9.5)$$

DCH may be used for the delivery of PTP MBMS services, but can not be used to serve large multicast populations since high downlink transmission power would be required. Figure 9.5 depicts the downlink transmission power when MBMS multicast data are delivered over multiple DCHs (one separate DCH per user). Obviously, higher power is required to deliver higher MBMS data rates. In addition, an increased cell coverage area and larger user groups lead to higher power consumption.

### 9.3.3 FACH Power Profile

A FACH essentially transmits at a fixed power level since fast power control is not supported. FACH is a PTM channel and must be received by all users throughout the cell (or the part of the cell that the users reside in), thus, the fixed power should be high enough to ensure the requested QoS in the desired coverage area of the cell, irrespective of users’ locations. FACH power efficiency strongly depends
on maximizing diversity as power resources are limited. Diversity can be obtained by the use of a longer transmission time interval (TTI) in order to provide time diversity against fast fading (fortunately, MBMS services are not delay-sensitive) and the use of combining transmissions from multiple cells to obtain macro diversity [10, 11].

Table 9.2 presents some indicative FACH downlink transmission power levels obtained for various cell coverage areas and MBMS bit rates, without assuming diversity techniques [10]. A basic constraint is that the delivery of high data rate MBMS services over FACH is not feasible, since excessive downlink transmission power would be required (overcoming the maximum available power of 20 W). High bit rates can only be offered to users located very close to NodeB.

Table 9.2  FACH Tx Power Levels

<table>
<thead>
<tr>
<th>Cell Coverage (%)</th>
<th>Service Bit Rate (kbps)</th>
<th>Required Tx Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>32</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>2.5</td>
</tr>
<tr>
<td>95</td>
<td>32</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>7.6</td>
</tr>
</tbody>
</table>
9.4 Power Saving Techniques

The main problem during a MBMS session, in terms of power consumption, is the exceedingly high fixed power levels when allocating FACH as a transport channel. As an example, we mention that in order to provide a 128-kbps MBMS service with a FACH coverage set to 95% of the cell, 16 W of power is required. If we contemplate that the maximum transmission power of the NodeB is 20 W (which should be shared among all the users of the cell and among all the possible services), it becomes comprehensible that this level of power makes impossible the provision of services with such bit rates. The techniques stated in the remaining of this section partly overcome this problem, since they reduce the FACH transmission power levels.

9.4.1 Dynamic Power Setting

DPS is the technique where the transmission power of the FACH can be determined based on the worst user’s path loss. This way, the FACH transmission power is allocated dynamically, and the FACH transmission power will need to cover the whole cell only if one or more users are at the cell boundary. To perform DPS, the MBMS users need to turn on the measurement report mechanism while they are in the Cell_FACH state. Based on such measurement reports, the NodeB can adjust the transmission power of the FACH [12].

This is presented in Figure 9.6, where the NodeB sets its transmission power based on the worst user’s path loss (i.e., distance). The information about the path loss is sent to the NodeB via uplink channels. The examination of Figure 9.6 reveals that 4.0 W are required in order to provide a 32-kbps service to the 95% of the cell. However, supposing that all the MBMS users are found near the Node B (10% coverage) only 0.9 W is required. In that case, 3.1 W (4.0 W minus 0.9 W) can be saved while delivering a 32-kbps service, since with DPS the NodeB will set its transmission power so as to cover only the 10% of the cell. The corresponding power gain increases to 6.2 W for a 64-kbps service and to 13.4 W for a 128-kbps service. These high sums of power underline the need for using this technique.

9.4.2 Macro Diversity Combining

Diversity is a technique to combine several copies of the same message received over different channels. Macro diversity is normally applied as diversity switching where two or more base stations serve the same area, and control over the mobile is switched among them. Basically, the diversity combining concept consists of receiving redundantly the same information bearing signal over two or more fading channels, and combine these multiple replicas at the receiver in order to increase the overall received signal-to-noise ratio (SNR).

Figure 9.7 presents how the FACH transmission power level changes with cell coverage when MDC is applied. For the needs of the simulation, we considered
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Figure 9.6  FACH Tx power with DPS (RL: Radio Link).

Figure 9.7  FACH Tx power with MDC (1 Radio Link [RL], 2 RLs, and 3 RLs).
that a 64-kbps service should be delivered, using one, two or three NodeBs (or radio links). TTI is assumed to be 80 ms. The main idea with regard to MDC is to decrease the power level from a NodeB when it serves users near the cell edge. However, as we assume three sectors per cell (see Table 9.1), this technique can also be used for distances near the NodeB, where each sector is considered as one radio link (RL). Succinctly, in Table 9.3 we mention some cases that reveal the power gains with this technique.

As the user receives data from two (or three) NodeBs simultaneously, the required power of each NodeB is decreased; however, the total required power remains the same and sometimes is higher. Nevertheless, this technique is particularly useful when the power level of a specific NodeB is high, while respectively the power level of its neighboring NodeB is low.

### 9.4.3 Rate Splitting

The RS technique assumes that the MBMS data stream is scalable, thus it can be split into several streams with different QoS. Only the most important stream is sent to all the users in the cell to provide the basic service. The less important streams are sent with less power or coding protection and only the users who have better channel conditions (i.e., the users close to NodeB) can receive those to enhance the quality on top of the basic MBMS. This way, transmission power for the most important MBMS stream can be reduced because the data rate is reduced, and the transmission power for the less important streams can also be reduced because the coverage requirement is relaxed [13].

In the following scenario, we consider that a 64-kbps service can be split into two streams of 32 kbps. The first 32-kbps stream (basic stream) is provided throughout the whole cell, because it is supposed to carry the important information of the MBMS service. On the contrary, the second 32-kbps stream is sent only to the users

<table>
<thead>
<tr>
<th>Cell Coverage (%)</th>
<th>Radio Links (RLs)</th>
<th>Required Tx Power (watts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>95</td>
<td>1</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.4</td>
</tr>
</tbody>
</table>
who are close to the NodeB (50% of the cell area) providing the users in the particular region the full 64-kbps service. Figure 9.8 depicts the operation of the RS technique, in terms of channel selection and cell coverage.

From Table 9.2, it can be seen that this technique requires 5.8 W (4.0 W for the basic stream and 1.8 W for the second). On the other hand, in order to deliver a 64-kbps service using a FACH with 95% coverage, the required power would be 7.6 W. Thus, 1.8 W can be saved through the RS technique. However, it is worth mentioning that this power gain involves certain negative results. Some of the users will not be fully satisfied, as they will only receive 32 kbps of the 64-kbps service, even if these 32 kbps carry the important information. As the observed difference will be small, the NodeB should weigh between the transmission power and the users’ requirements.

### 9.5 Existing Radio Bearer Selection Mechanisms

During the provision of MBMS multicast services, the system should conceive and adapt to continuous changes that occur in dynamic wireless environments and optimally allocate resources. Under this prism, a critical aspect of MBMS performance
is the selection of the most efficient radio bearer for the transmission of MBMS multicast data. It is worth mentioning that this is still an open issue in today’s MBMS infrastructure, mainly due to its catalytic role in radio resource management (RRM).

There exist two main research directions during the radio bearer selection procedure. According to the first approach, a single transport channel (PTP or PTM) can be deployed in a cell at any given time. In this case, a switching threshold is actually set that defines when each channel should be deployed. On the other hand, the second approach performs a simultaneous deployment of PTP and PTM modes. A combination of these modes is scheduled, and both dedicated and common bearers are established in parallel in a cell. In the following paragraphs, we present the main representative approaches of each of the two research directions.

The figures presented in the following paragraphs refer to the same scenario where a 64-kbps MBMS service is delivered to a constantly increasing number of MBMS users. The group initially consists of four users, and two users join the MBMS session every 5 s. Each user appears in a random position and moves randomly throughout the cell area with a speed of 3 km/h. The main target is to demonstrate the operation and power consumption of each mechanism.

### 9.5.1 MBMS Counting Mechanism (TS 25.346)

The 3GPP MBMS counting mechanism (or TS 25.346) constitutes the prevailing approach of switching between PTP (multiple DCHs) and PTM (FACH) radio bearers, mainly due to its simplicity of implementation and function [14]. According to this mechanism, a single transport channel (PTP or PTM) can be deployed in a cell at any given time. The decision on the threshold between PTP and PTM bearers is operator-dependent, although it is proposed that it should be based on the number of served MBMS users. In other words, a switch from PTP to PTM resources should occur, when the number of users in a cell exceeds a predefined threshold. Assuming that the threshold is 8 UEs (a mean value for the threshold proposed in the majority of research works), TS 25.346 will command NodeB to switch from DCH to FACH when the number of users exceeds this predefined threshold (at simulation time 10 s), since HS-DSCH is not supported (Figure 9.9).

Figure 9.9 also reveals the inefficiencies of TS 25.346. This mechanism provides a non-realistic approach because the mobility and current location of the mobile users are not taken into account. Moreover, this mechanism does not support FACH dynamic power setting. Therefore, when employed, FACH has to cover the whole cell area, leading to power wasting. Finally, TS 25.346 does not support the HS-DSCH, a transport channel that could enrich MBMS with broadband characteristics.
9.5.2 MBMS PTP/PTM Switching Algorithm (TR 25.922)

The 3GPP MBMS PTP/PTM switching algorithm, or TR 25.922 [15], assumes that a single transport channel can be deployed in a cell at any given time. However, contrary to TS 25.346, it follows a power-based approach when selecting the appropriate radio bearer, aiming at minimizing the NodeB’s power requirements during MBMS transmissions.

In TR 25.922, instead of using solely DCHs, HS-DSCH can also be transmitted. However, the restricted usage of either DCH or HS-DSCH (Figure 9.10) in PTP mode may result in significant power losses. In both cases, the PTP (DCH or HS-DSCH, since the switching between HS-DSCH and DCH is not supported in this mechanism) and the PTM power levels are compared, and the case with the lowest power requirements is selected. In general, for a small number of multicast users, PTP bearers are favored. As the number of users increases, the usage of a PTM bearer is imperative.

Even though TR 25.922 overcomes several inefficiencies of the TS 25.346 mechanism, it still does not support FACH dynamic power setting, leading in turn to increased power consumption in PTM transmissions.
9.5.3 Mechanism Proposed in 3GPP TSG RAN1 R1-02-1240

The preceding mechanisms allow a single PTP or PTM transport channel deployment at any given time. In [16], an alternative idea is presented, which is based on the simultaneous/combined usage of PTP and PTM bearers for MBMS transmissions. In particular, this approach considers the mixed usage of DCHs and FACH for the transmission of the MBMS data over the UTRAN interfaces. According to this approach, the FACH channel only covers an inner area of a cell/sector and provides the MBMS service to the users that are found in this part. The rest of the users are served using DCHs to cover the remaining outer cell area. The power for serving the outer part users is calculated as in Equation 9.4. The total downlink power consumption, including FACH and dedicated channels, is the sum of these two power levels (Figure 9.11).

However, as clearly concluded in [16], this approach is only beneficial when the number of outer part users that use the DCHs is extremely small (less than 5). This suggests that the use of DCH in association with FACH for MBMS services is rather limited for real-world traffic scenarios.
9.6 Proposed MBMS Mechanism

This section proposes an advanced version of the aforementioned mechanisms that performs optimal power allocation during MBMS transmissions. The proposed mechanism dynamically determines the optimal MBMS radio bearer, based on the required transmission power to serve a multicast group. The scheme takes advantage of the HSPA technology (including MIMO support) and contributes to RRM mechanisms of UMTS by adopting a novel framework for MBMS that efficiently utilizes power resources. The main research motivation is to reduce MBMS power consumption, which translates into improved capacity, thus enabling the mass delivery of rich multimedia services in UMTS networks.

More specifically, the mechanism selects for the delivery of the multicast traffic of the transport channel with the lowest power requirements. The fact that any changes in such dynamic environments are directly reflected to the base station transmission power makes the proposed mechanism highly adaptive. Furthermore, the proposed scheme incorporates the premier HS-DSCH transport channel used in HSPA, in contradiction to the MBMS counting mechanism that considers only Release’99 bearers (DCH and FACH). HS-DSCH in many cases is less power consuming, which combined with the power-based bearer switching criterion further improves MBMS power efficiency. However, even more power resources can be saved when MIMO technology is supported.
Next in this section, we present the architecture and the functionality of the proposed scheme, the block diagram of which is illustrated in Figure 9.12. More specifically, the mechanism comprises three distinct operation phases: the parameter retrieval phase, the power level computation phase, and the transport channel selection phase. Additionally, a periodic check is performed at regular time intervals. The RNC is the responsible node of the MBMS architecture for the operation of

---

**Figure 9.12** Power counting scheme with MIMO functionality.
this algorithm and the final decision on the most efficient transport channel for the delivery of MBMS multicast data.

During the parameter retrieval phase (Figure 9.12) the mechanism retrieves parameters of the existing MBMS users and services in each cell. User-related parameters, such as the number of users requesting a specific MBMS session, their distances from the base station, and their QoS requirements are received from the RNC through appropriate uplink channels. Moreover, the MBMS bit rate service is retrieved from the BM-SC node.

The power level computation phase substantially processes the information received from the parameter retrieval phase. In this phase, the required power to be allocated for MBMS session delivery in each cell is computed. The computation is based on the assumption that the transmission of the multicast data can be performed over multiple DCHs, HS-DSCHs, or over a single FACH. Consecutively, $P_{DCH}$, $P_{HS-DSCH}$ (with or without MIMO), and $P_{FACH}$ power levels are computed, respectively, for each type of transport channel.

During the transport channel selection phase, the appropriate transport channel for the transmission of the MBMS multicast content is selected. $P_{DCH}$, $P_{HS-DSCH}$, and $P_{FACH}$ values are compared in order to select the most power-efficient bearer for an MBMS session in a cell. The algorithm dynamically decides which case requires less power and, consequently, chooses the corresponding transport channel for the session.

Finally, the mechanism performs a periodic check and re-retrieves user and service parameters in order to adapt to any changes during the service provision. This periodic check is triggered at a predetermined frequency rate and ensures the mechanism is able to conceive changes, such as users’ mobility, join/leave requests, or any fading phenomena, and configure its functionality so as to maintain high resource efficiency.

### 9.6.1 Performance Evaluation

#### 9.6.1.1 Efficient MBMS Transport Channel Selection

This subsection presents performance results concerning the most critical aspect of the proposed scheme: the transport channel selection phase. This power efficient channel deployment is illustrated in Figures 9.13, 9.14, and 9.15, for 60%, 80%, and 100% cell coverage areas, respectively. In these figures, transmission power levels (overall output of the power level computation phase) for DCH, HS-DSCH, (with and without MIMO support) and FACH channels are depicted. The simulation scenario considers a 64-kbps MBMS session delivery in a cell, whose users are assumed to be in groups (of varying population), located at the bounds of the earlier coverage areas each time.

Regarding the 60% cell coverage case (Figure 9.13), we observe that for a multicast group with ten or fewer users, DCH is the optimal transport channel. For a multicast
population of 10 to 17 users, HS-DSCH (without MIMO) is less power consuming and, thus, it should be preferred for MBMS content transmission (PTP mode). When MIMO $2 \times 2$ is supported, the above upper threshold is further increased to 20 users. For more than 17 users (or 20 users with MIMO support), FACH is more power efficient and should be deployed (PTM mode). Similar results can
be extracted for the cases of 80% and 100% cell coverage from Figures 9.14 and 9.15, respectively. However, from these figures we may additionally conclude that for higher cell coverage areas HS-DSCH is prevailing over the DCH even for a small multicast group and should be exclusively used instead of DCH in PTP mode.

In general, in cases where the number of users is small, PTP transmissions are preferred, while PTM transmissions are favored for a large multicast population. However, the enhanced mechanism does not only decide to use PTP or PTM transmissions, it makes a further distinction between DCH and HS-DSCH in PTP mode. This is an important notice since HS-DSCH appears to use less power than DCH in most cases, especially when MIMO is supported. MIMO schemes significantly reduce MBMS power consumption compared to other radio bearers and further maximize power efficiency. This power gain, in turn, leads to a major gain in capacity and enables the provision of multimedia services to a greater number of MBMS users in future mobile networks.

9.6.1.2 Comparison with the MBMS Counting Mechanism

The superiority of the mechanism can be better illustrated if we compare the performance of the proposed approach with the most prevailing 3GPP approach, the MBMS counting mechanism or TS 25.346. For a more realistic performance comparison, both mobility issues and a varying number of served users are taken into consideration and investigated.

At this point, it should be remembered that the MBMS counting mechanism considers a static switching point between PTP and PTM modes (or else between DCH and FACH), based on the number of MBMS served users. Such a reasonable
threshold for a macro cell environment would be eight multicast users. For less than eight users in PTP mode, multiple DCHs (and no HS-DSCH) would be transmitted, while for more than eight multicast users in PTM mode, a single FACH with such power as to provide full (100%) coverage would be deployed.

The simulation scenario considers the provision of a MBMS multicast session in a segment of a UMTS macrocellular environment. We examine the performance of both approaches for two neighboring cells (called source cell and target cell) as depicted in Figure 9.16. A 64-kbps MBMS session with 2000-s time duration is delivered in both cells.

Figures 9.17 and 9.18 depict the downlink power of the available transport channels, as extracted from the power level computation phase, in source and target cells, respectively. Figures 9.19 and 9.20 depict the transmission power of the transport channel that is actually deployed both for the proposed mechanism and...
Figure 9.18  Target cell—output of power level computation phase.

Figure 9.19  Source cell—proposed mechanism versus the MBMS counting mechanism.
Figure 9.20 Target cell—proposed mechanism versus the MBMS counting mechanism.

the MBMS counting mechanism, in source and target cell, respectively. In the proposed approach, this transmission power level represents the power consumed by the channel selected in the transport channel selection phase. The selected channel for each cell can be easily extracted from Figures 9.17 and 9.18 (the one with less power requirements for each time instance). Regarding the MBMS counting mechanism, this power level is either the total DCH power for less than eight users, or the fixed FACH power, equal to 7.6 W, for more than eight users.

The source cell initially consists of 14 multicast users, while 6 users reside in the target cell. During the first 200 s of the simulation time, all users in both cells are static. In the source cell, the proposed mechanism favors the transmission of MBMS content over FACH with a power set to 6.4 W in order to serve users with the worst path loss, located at a distance of 90% cell coverage. On the other hand, the MBMS counting mechanism uses a FACH with power set to 7.6 W to provide full cell coverage, resulting in a power wasting of 1.2 W in the source cell (Figure 9.19). The target cell is a PTP cell, since it serves less than eight users. However, we observe that HS-DSCH has better performance than DCH, with almost a 1 Watt power saving (Figure 9.20). Thus, the proposed scheme performs better than the MBMS counting mechanism in the target cell, too.

A group of ten users in the source cell, which is located near the cell edge (90% cell coverage), starts moving at time instance 201 s toward the target cell, according to the trajectory depicted in Figure 9.16, while the rest of the users remain static. This group enters the target cell at time instance 1341 s. During the time period 201–1341 s, we can make the following observations for the source cell. The enhanced mech-
anism is able to track users’ mobility and further improves power efficiency. When multicast users get close to the source cell’s base station, PTP bearers (DCH and HS-DSCH) use less power than the PTM bearer (FACH) even for a large number of served users. Similarly, when users reside near the cell edge, FACH is more efficient. On the other hand, the MBMS counting mechanism fails to deal efficiently with users’ mobility, in the absence of any adaptive procedure, and uses exclusively FACH since simultaneous users receiving the MBMS service exceed the threshold of eight users. As a result, we observe that a significant power budget, approaching 5.6 W, is wasted (Figure 9.19). Both mechanisms have identical performance (FACH deployment) only when moving users are on the cell border. Moreover, we observe that HS-DSCH with MIMO support requires less power compared to pure HS-DSCH for some time instances. The target cell still remains in PTP mode, with the same power gains arising from the proposed scheme during the first 200 s of simulation (Figure 9.20).

Finally, at time instance 1341 s, the group of 10 moving users enters the service area of the target cell. At this point, according to the MBMS counting mechanism, the source cell switches to PTP mode (multiple DCHs) since it serves only four users. The enhanced mechanism also uses DCHs and, thus, both approaches have similar performance. At the same time, the target cell switches to PTM mode (a single FACH) and serves 16 users. However, as the moving group reaches the base station, the proposed scheme appropriately adapts its functionality and results to better utilization of power resources in contradiction to the static FACH channel assignment of the MBMS counting mechanism’s specifications. Power gains approach almost 3 W.

Conclusively, from Figures 9.19 and 9.20 it is obvious that the proposed approach is prevailing over the MBMS counting mechanism. The power-based criterion for switching between transport channels as well as the deployment of the HS-DSCH, especially when MIMO is supported, strongly optimizes resource allocation and enhances MBMS performance.

9.7 Open Issues

Regarding the operation of the proposed mechanism, several enhancements can be incorporated to further improve the MBMS performance. The steps that follow this work could be, at a first level, the evaluation of the mechanism through additional simulation scenarios. The scenarios could be simulated in the ns-2 simulator, in which the proposed mechanism could be implemented. In that way, except for the performance of the proposed mechanism, other parameters such as delays in UTRAN interfaces during MBMS transmissions could be measured.

Furthermore, several power saving techniques such as rate splitting and macro diversity combining could be integrated in the proposed mechanism. The use of these techniques will further improve the overall performance of the proposed mechanism,
which in turn means that a better utilization of radio and network resources can be achieved.

Finally, it may be considered whether the multicast broadcast single frequency network (MBSFN) transmission mode, included in the evolved UTRAN technologies of the LTE, can be used as an alternative PTM transmission mode for MBMS. MBSFN tries to overcome the cell-edge problems of MBMS and to reduce the inter-cell interference. Therefore, MBSFN can be used in order to achieve very high receiver output SNR and significantly improve the overall spectral efficiency.

9.8 Conclusion

This chapter introduced the key concepts of MBMS services. The main target was to highlight the importance of power control and its commanding role during the delivery of MBMS multicast content for the overall efficiency of next-generation networks. To this direction, the power profiles of several transport channels, which could be employed for the transmission of MBMS services to the mobile users, were investigated. Moreover, the reader was introduced to certain problems that MBMS current specifications are facing and became familiar with techniques/solutions proposed to overcome such limitations.

Finally, this chapter proposed a novel mechanism for efficient transport channel selection during MBMS transmissions in UMTS networks. The proposed mechanism defines downlink power as the switching criterion between different radio bearers and is capable of conceiving any dynamic changes and, therefore, optimally adapting its functionality. Furthermore, the proposed mechanism conforms to next-generation mobile networks’ requirements and takes advantages of MIMO antennas to further improve resource efficiency. Simulation results prove that the proposed scheme strongly outperforms the current counting mechanism of MBMS specifications, by maximizing power and capacity efficiency.
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10.1 Introduction to Femtocell Technology

This chapter discusses the issues and challenges associated with the deployment and optimization of UMTS femtocell networks. UMTS femtocell access points (FAPs), also known as home NodeBs (HNBs), or just femtocells, are small, inexpensive, low-power NodeB base stations designed primarily for home use to provide high-quality indoor coverage. Additionally, they allow home-user traffic to be offloaded from the macrocell network. They generally have peak transmitter powers on the order of less than 13 to 17 dBm (which is less than the maximum power of a typical handset device), and generally can support between 4 and 10 radio access bearers (RABs). While physically small, femtocells must support the standard UMTS RABs: voice (e.g., AMR), data (HSDPA/HSUPA), and supplemental services such as SMS, caller ID, call forwarding, voice mail notification, etc. UMTS femtocells generally implement a flat architecture incorporating both the NodeB and RNC functionality. For their backhaul connection to the operator’s packet-switched and circuit-switched core networks, they use home Internet connections such as DSL, cable, or fiber to the home. They generally connect to the operator’s core through a concentrator via secure tunnels using either a variant of Iu or other protocols. Key to understanding the deployment of femtocells is having an understanding of the differences between an HNB (femtocell) and an access point technology such as Wi-Fi, as well as the differences compared to a fixed infrastructure such as macro, micro, and picocellular NodeB.

Wireless LAN technology embodied in IEEE 802.11 access points, also known as Wi-Fi, is a totally ad-hoc access technology in which the users purchase and own the access point units. Each Wi-Fi access point operates in an unlicensed spectrum, is self-managing, independent of all others, and does the best job it can with no intervention to minimize interference between it and other units. It has a MAC protocol based on a wireless optimized version of carrier sense multiple access, designed specifically for unlicensed wireless access points with small footprints.

UMTS NodeB macro networks often consist of hundreds, or at most a few thousand, NodeB macrocell, microcellular, and picocell base stations covering a typical market. They are totally planned—that is, the location and coverage footprint of each NodeB has been carefully selected, analyzed, and optimized in the context of the overall network plan.
of all the other NodeB units that surround it. The network design remains basically static.

UMTS femtocells on the other hand, while they may be owned by an individual, operate in a licensed spectrum owned by a cellular/PCS operator often using the same frequency channel as the macro network, and are part of the operator’s overall network. There could be hundreds of thousands of femtocells randomly located throughout the overall macro network deployment and potentially on the same channel with the macrocell network. Each day, hundreds of femtocells may be added, removed, or moved to different locations. The addition of each HNB femtocell potentially changes the dynamics of the network design.

Femtocells provide a great improvement in indoor coverage for voice calls in areas where macrocell coverage is weak or spotty. For high-speed mobile broadband data services, the advantages of deploying femtocells for indoor coverage are even more compelling than for pure voice services, both in terms of greatly improved coverage as well as the overall user experience [1]. A typical user can expect to achieve broadband data rates, throughout their house, of approximately three to five times that of the existing wireless macro network [2].

Femtocells deliver indoor coverage with high data rates and with extremely high reliability, a combination that is hard to achieve using macrocells alone. Measurements have demonstrated that femtocell data rates are higher and significantly more consistent than the macrocell rates, exceeding 3.5 to 5 Mbps in almost all locations of the home on a statistically reliable basis. The bottom line is that femtocells provide a dramatic improvement in indoor UMTS data performance when compared with using the existing macrocell network alone. These dramatic improvements are primarily due to:

- The proximity of the femtocell transmitter to the user device where the receiver is a few meters or at most tens of meters from the transmitter versus the receiver in the macro network, which is potentially thousands of meters away. The effects of spatial and temporal fading are magnified as the distance between transmitter and receiver increases.
- The absence of significant penetration losses that take place when radio signals travel through exterior walls, other structures, or geographical obstacles within the macro coverage area. Moreover, these obstacles that prevent good coverage from a macrocell are actually advantageous for an indoor user with a femtocell, since they provide isolation from macrocell and other femtocell interference.

Macrocell HSDPA data rates of 0.5 to 1.5 Mbps are adequate for text messaging and text-heavy applications like email. Higher rates possible with femtocells will better support broadband applications such as web browsing, video streaming, picture messaging, and music downloads. The higher rates will also improve the speed and responsiveness of email and text messaging.
Macrocell networks are effective at delivering broad coverage for voice and moderate-speed data services, especially outdoors in a mobility environment. However, these network topologies cannot efficiently serve the needs of emerging broadband data devices and applications, even after upgrades to fourth-generation air interface technologies. It is a matter of link budget, the accounting of all of the gains and losses between the transmitter and the receiver as constrained by distance, interference, and other factors, rather than air interface technology. Supporting broadband data rates indoors with high reliability would require the deployment of thousands of new cell sites, which would be cost-prohibitive [1]. Femtocells, as part of an operator’s overall network architecture, complement the macrocell network by providing coverage and data performance in the home, a place that the macro network has difficulty reaching, but where the user highly values wireless services.

There is reason to believe the throughput advantages of femtocells will be greater than what is predicted by measurements based on the effective airlink data rate alone. Airlink data rate is an upper bound on throughput when there is only one user. HS-DPA is a shared medium and it is likely that in the macrocell there will be a number of users competing for the airlink bandwidth, as opposed to a very small number in a femtocell. Each macrocell serves many more users than each femtocell, so the actual data rate experienced by a user in a macrocell during busy periods will be much less than what is predicted by the effective airlink data rate when compared to a user of a femtocell.

Finally, over the next few years, femtocells will evolve from stand-alone units primarily serving the HNB function only, to integrated data portals, consisting of DSL/Cable modems, fixed routers, Wi-Fi routers, and HNBs. These integrated units will become generalized access portals for a plethora of new services as the vision of universal mobile broadband and fixed mobile convergence becomes a reality. There is also considerable interest in femtocells for fourth-generation technologies such as LTE[3] and WiMAX[4], which is driving a lot of activity in the industry forums and standardization bodies. We focus our attention on UMTS femtocells in this chapter.

While universal mobile broadband is the goal and there are numerous advantages to deploying a network of HNB UMTS femtocells, a number of significant issues and challenges exist in deploying a femtocell network as an underlay to the existing macro/micro network architecture[5–9]. We start with the “Prime Directive” from the operator’s point of view, which is that the deployment of femtocells cannot noticeably degrade the performance of the macrocell network. Because UMTS uses 5-MHz channel allocations, and most operators have two or at most three UMTS carriers, deploying femtocells on the same frequency with the macrocell network is a fact of life. Therefore, minimizing and managing interference between femtocells and the macrocell network is of prime concern to carriers. As the number of femtocells grows into the millions, managing interference between femtocells will become a primary challenge, which means centralized planning and control will evolve into distributed interference management architectures. This must all be done in the context of a dynamic network with femtocells constantly entering and leaving the network.
This chapter discusses both the challenges and available solutions in managing the interference and performance of large femtocell networks. It is divided into five main sections plus the introduction.

- Section 10.2 discusses the primary deployment considerations for femtocells. The main topics discussed are frequency planning, cell selection, and access control.
- Section 10.3 describes techniques for managing downlink coverage and interference. Remote environment monitoring and automatic configuration and planning mechanisms are discussed, in which the femtocell senses both the presence and strength of macrocells and other femtocells and then sets forward link parameters based on the measurements to provide the desired level of coverage while minimizing interference. Results of measurements and simulations are presented.
- Section 10.4 is dedicated to interference control on the uplink in femtocell deployments. Techniques for combating uplink interference both at the femtocell and the macrocell are discussed. The differences between the receiver and transmitter requirements for femtocells versus macro NodeBs are discussed.
- Section 10.5 summarizes and discusses challenges related to the deployment of large femtocell networks in the future. These include incorporating advanced interference mitigation techniques into the femtocells, developing standards for femtocell interoperability, inter-femto communication for RF coverage and interference mitigation, and developing standards-based enhancements to the macrocell network to enable more efficient macrocell/femtocell interference management.

10.2 Deployment Considerations

10.2.1 Frequency Planning

One of the first choices any UMTS operator considering a femtocell deployment must make is the frequency channel allocation policy. Assuming a limited number of UMTS channels—for example, consider two—there are three possible deployment configurations that need to be considered. This is illustrated in Figure 10.1.

In Figure 10.1, the scenario represents a dedicated carrier deployment that provides separate macrocell and femtocell carriers. This scenario has the advantage of minimizing interactions between the two networks and has a number of other advantages if the spectrum is available. The dedicated carrier scenario might work in more rural areas where the load on the macrocell network would support only one carrier. Scenario c takes all available UMTS carriers and shares them between the macrocell network and the femtocell deployment. It has the advantage of more
Figure 10.1 Deployment scenarios for sharing two UMTS carriers: F1 and F2.

degrees of freedom to manage interference between femtocells, especially in dense urban deployments. However, scenario c also requires the greatest degree of overall network management to ensure minimal degradation of the macrocell network due to the presence of co-channel femtocells. Scenario b represents a compromise between scenarios a and c in which there is one carrier shared between the macrocell network and femtocell network, and one carrier is reserved for macrocells only. Another option is to use the shared macrocell and femtocell network carrier primarily for macrocell data services (HSxPA), and share this with the voice and data femtocells so any interference introduced by the femtocells affects only macrocell data.

10.2.2 UE Selection of the Femtocell

When a user enters the femtocell home zone coverage region, the first function of the femtocell network is to attract the handset devices to the femtocell. Throughout the chapter, we will refer to a handset device as a user equipment (UE), which is the standard UMTS terminology. Cell selection and reselection refers to the process by which UEs select the cell/sector in which they camp when they are in idle mode. Camping on a cell refers to the fact that the UE can be paged through that cell. In idle state, the UE is asleep for most of the time, and wakes up periodically to listen to the paging channel. During this time, if the received pilot (also known as CPICH) strength of its camping cell is lower than a pre-set threshold, defined by the quantity called $S_{\text{intrasearch}}$, the UE searches for other stronger cells in the same frequency. Similarly, if the pilot strength is below another threshold called
S\textsubscript{intersearch}, then the UE searches for better cells in other frequencies. The values of these thresholds are broadcast along with other system parameters in the broadcast channel of the cell. These parameters play a major role in determining how often a UE performs these cell searches. The settings of $S\textsubscript{intrasearch}$ and $S\textsubscript{intersearch}$ in the macrocell are one way of forcing a UE idling on the macrocell to look for a nearby femtocell at frequent intervals. Similarly, the parameters on the femtocell can be used to control the UE's behavior in searching for nearby femtocells and macrocells. While more frequent searches result in quicker detection and use of femtocells when entering the femtocell home zone, they may have some impact on the battery life of all users. This aspect is being studied in detail by the Femto forum, a consortium of companies interested in femtocell technology.

Another possible mechanism for enabling UEs to look for femtocells is to enable hierarchical cell selection (HCS), and to prioritize the femtocells to have a higher priority compared to the macrocells [10]. In this configuration, the UEs camped on the macrocell will constantly look for higher priority cells (in this case femtocells) to camp on. While this will improve the speed with which UEs find femtocells, there is a definite impact on the battery life of all UEs in the system, including those that are far away from any femtocell. Due to this reason, the use of HCS for femtocells has not met with widespread acceptance.

### 10.2.3 Access Control

Access control is an important consideration in a femtocell deployment. In the open access configuration, the femtocell can be used by any UE that is authorized to use the operator’s network. While it is somewhat easier to deploy open-access femtocells, the owner of the femtocell must then accept the fact that any UE in the vicinity can use their Internet bandwidth and their femtocell airlink resources. The result is a possibility of a degraded user experience for the femtocell owner, including the possibility of call blocking when all of the femtocell’s resources are used by other UEs in the vicinity.

Closed access deployment, on the other hand, restricts the use of the femtocell to a small set of UEs designated as authorized users by the femtocell owner. This configuration provides greater availability and higher throughput and coverage to the authorized users. Support for closed access in femtocells was provided in the recently concluded UMTS 3GPP Release 8 specifications in the form of the Closed Subscriber Group (CSG). The CSG-ID is an additional identity for the femtocell that can be provisioned to be globally or locally unique. The CSG-ID is broadcast by the femtocell, and the UEs can be provisioned at the point of sale, through over-the-air procedures or some other mechanism with the CSG-IDs of the femtocells that it is authorized to use. During the cell selection and reselection process, the UE decodes the CSG-ID from the broadcast channel and registers with the femtocell based on a CSG-ID match, and ignores the femtocell if there is no match.
However, a disadvantage of using closed access is that it may create a “black hole” for unauthorized users located close to the forbidden femtocell. These unauthorized macrocell users will not be able to connect to the femtocell (due to access control restrictions) nor the macrocell (due to the downlink interference caused by the femtocell). Preventing the “black hole” effect requires that unauthorized users select a different carrier if they are not allowed to camp on the femtocell. Other possibilities are also being explored, such as allowing an unauthorized UE to camp on the femtocell and then either redirecting them to the macrocell for actual calls, or providing them a lower grade of service at the femtocell itself in a mode called hybrid access.

10.3 RF Provisioning and Downlink Interference Mitigation

This section discusses the setting of femtocell RF parameters that define the downlink coverage zone as well as the key interference scenarios and techniques used to control and mitigate interference. The interactions and trade-offs between coverage and interference are elaborated upon. The presentation is based on theory, measurements, and simulations.

The optimization and deployment process for femtocell networks starts with setting the primary RF parameters that affect downlink coverage and interference. These are the downlink transmitter power, frequency channel (from a possible list of available channels in a multi-channel deployment), and the primary scrambling code (PSC).

For the task of RF parameter planning and optimization, there is more than one architectural choice. The first option is to provision the parameters centrally, incorporating global information about RF parameters and measurement reports from all relevant femtocells. In the second option, the parameters can be provisioned in a completely distributed manner in which they are set independently by the individual femtocells. The third option is an architecture that lies in between the centralized and decentralized approaches.

In a purely distributed RF planning architecture, each femtocell senses the RF environment including the presence and strength of both macrocells and other femtocells. They then independently set their RF parameters (CPICH transmitter power, PSC, channel, etc.) based on the detected local RF environment. By contrast, in a centralized planning architecture, a central entity collects sets of RF environment information from the individual femtocells, and makes the decision on the RF parameters based on this global information. In this way, a centralized algorithm can take the interference effect on the whole network (femtocell and macrocell) into account when provisioning the RF parameters for a given femtocell. The centralized approach has potential scalability issues for this automatic network planning function, both because of the large number of femtocells in a region (potentially
hundreds of thousands), and the fact that new femtocells continuously enter and leave the network, changing the overall network topology. Within the centralized planning architecture is the choice of whether to re-optimize the entire network when a femtocell enters or leaves the network, or whether to incrementally optimize the new femtocell’s RF parameters while keeping the RF parameters of already deployed femtocells fixed. Centralized planning is quite similar to the standard planning algorithms used in macrocell networks and considers each femtocell to be just a very small macrocell.

It is possible to consider an approach that is a hybrid between the centralized and the distributed approaches, in which the RF provisioning algorithm works on the basis of optimizing small neighborhoods of femtocells. This approach can work via a central entity or can use advanced inter-femtocell communication techniques where femtocells can learn the RF parameters and environment of their neighbors and take this into consideration when they set their parameters. Such an approach incorporates techniques from self-organizing or “ad hoc” networks, without the mobility.

Regardless of whether the planning is central or distributed, to properly provision RF parameters, each femtocell must detect its local RF environment. Two general techniques are used to form a picture of the RF environment around the individual femtocell: remote environment monitoring (also called “RF sniffing”) and monitoring via collecting information from the UEs served by the femtocell.

For remote environment monitoring, at startup and possibly periodically, each femtocell scans a set of frequencies or channels. It detects the total received signal power on each channel as well as the received energy on any given scrambling code it detects. We call the received signal power of each channel $h$, \( RSSI(h) \), and denote the signal energy of each scrambling code \( s \) on channel \( h \) as \( E_c(h, s) \). This information represents the minimum requirement for the femtocell to approximate its surrounding interference profile to try to establish a target downlink coverage radius.

The femtocell gains additional information by decoding the broadcast channels of nearby macrocells and other femtocells. This provides the femtocell with important information about its neighborhood such as neighbor IDs, locations, transmit powers, and so on, which can be utilized as part of an overall RF provisioning scheme. This is required if femtocells are to be able to hand over either to each other or to the macrocell network.

To this point, environment monitoring has been limited to the location of the femtocell (i.e., because it is doing the “sniffing”). However, in general the RF characteristics can vary across the femtocell coverage region. For example, a femtocell located in the basement of the house may not be able to detect the presence of a macrocell, yet a UE upstairs and near a window can clearly see the macrocell. Thus, a femtocell can augment its own “sniffed” measurements by commanding active UEs connected to it to make measurements on various frequencies and send those reports back in the form of measurement reports. Additionally, the presence of unauthorized macrocell UEs can be noted when they unsuccessfully attempt to register on the femtocell. Thus, the femtocell can estimate the amount of interference it is
causing to the macrocell network and react accordingly [6]. Note, however, that future macrocell UEs will likely recognize closed subscriber groups. If this is the case, then unauthorized macrocells UEs may not even attempt registrations on the femtocell and this source of UE feedback will not be available to the femtocell.

It should be noted that utilizing UE measurements to detect the RF environment and provision RF parameters, is non-trivial. One issue is that at startup the femtocell will not in general have access to an active UE connected to it and thus cannot rely on these measurements being available. Moreover, when a UE makes a measurement report, the femtocell may not know the UE’s exact location relative to itself. This causes an ambiguity as to whether the UE is making a measurement from a location that should be covered, or maybe should not be. For example, it is reasonable to expect a femtocell UE located in an upstairs bedroom to receive good service from the femtocell, but perhaps not so reasonable to expect this good service when it is located down the street.

10.3.1 RF Provisioning Problem Formulation

At a high level, the RF parameter provisioning problem can be formulated as one in which the objective is to set RF parameters (transmit power, frequency, and scrambling code) for each femtocell such that (1) each femtocell’s coverage meets (or comes as close as possible to meeting) a desired coverage goal, and (2) the minimum amount of interference is caused to the macrocell network and other femtocells.

To describe this problem mathematically, we start with elaborating upon the concept of femtocell “coverage.” Conceptually, the coverage region refers to the area around the femtocell in which a user can expect a minimum level of “service” (e.g., the ability to make voice calls and/or high-rate data calls—5 Mbps). From an engineering perspective, managing coverage is difficult since RF propagation does not stop at property lines and the covered region is both irregular and depends on the location of the femtocell within the dwelling, the size, the layout, and the distribution of walls, etc. A useful first-order definition of coverage is based on the concept of path loss relative to the femtocell. Specifically, we say that a femtocell \( f \) has coverage equal to \( H_{df} \) dB if any “femtocell UE” (fUE) it serves sees a CPICH SINR (i.e., pilot strength) of at least \( Y \) dB whenever the path loss between the fUE and femtocell is less than or equal to \( H_{df} \) dB. This is shown in Figure 10.2, which shows an fUE at the femtocell “cell edge” (i.e., the path loss between the femtocell and UE is exactly \( H_{df} \) dB) attaining a CPICH SINR of exactly \( Y \) dB.

The idea behind this definition of coverage is that all fUEs that are less than or equal to \( H_{df} \) dB away from the femtocell will support a “minimum” CPICH SINR, \( Y \). For example, achieving a 5-Mbps data rate in HSDPA requires a CPICH SINR of approximately \( Y = -1 \) dB*, and this definition of coverage would mean

---

* The calculation assumes the CPICH is allocated 10% and HS-DSCH allocated 80% of the total femtocell downlink transmit power.
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Figure 10.2 Illustration of femtocell coverage: The femtocell on the left has a coverage of \( \rho_f = 80 \text{ dB} \) as defined by the fact that any “cell edge” UE has CPICH SINR of at least \( Y \) dB. Interference due to another femtocell and a macrocell is shown.

that an fUE that is less than or equal to \( \rho_f \) dB away from the femtocell can support a downlink data rate of 5 Mbps or more. Under this first-order model of coverage, an additional assumption is made that the average interference from other sources (such as macrocells or other femtocells) is uniform over the coverage region (averaging the effects of shadowing and micro-spatial fading). While this assumption is not justified in the presence of nearby interferers, it has two useful purposes along with simplifying the mathematics. The first is the fact the femtocell, at least at startup, can only measure interference at its location and cannot possibly know the exact interference distribution over its entire coverage region. In practice, we assume that at a given mean distance from the femtocell, the distribution of path loss will be log-normally distributed (due to central limit theorem) about the mean path loss value. The mean path loss can be predicted using standard indoor short range path prediction models such as the ITU indoor propagation model. An example of actual path loss measurements from multiple locations within 20 houses is shown in Figure 10.3, along with the best fit to a standard log-distance model.

We can mathematically summarize the first-order coverage model as follows. For a given femtocell \( f \), let \( P_{f\text{-cpich}} \) denote its CPICH transmit power and \( I_f \) the total “interference + noise” (both in linear units) seen at \( f \). Thus the first-order coverage of \( f \), \( \rho_f \), is defined as:

\[
\rho_f = \left[ \frac{P_{f\text{-cpich}}}{I_f} \right]_{\text{dB}} - Y \tag{10.1}
\]

where the notation \( [\cdot]_{\text{dB}} \) is used to indicate a conversion to decibel units. Note that the first term on the right-hand side of Equation 10.1, \( P_{f\text{-cpich}} / I_f \), expresses
the CPICH SINR that a (theoretical) UE located 0 dB path loss away from the femtocell would see. Using the assumption that interference is constant, it therefore follows that a UE $\rho_f$ dB from the femtocell would see CPICH SINR of $\left[\frac{P_f\text{,cpich}}{I_f}\right]_{dB}-\rho_f$.

When optimizing coverage, the operator provides a target value for the coverage radius for each femtocell $f$, $\rho_{f,\text{des}}$ (i.e., assuming a pre-specified constant value for minimum service SINR, $Y$). This target radius can and should be different based on a customer profile. For example, users in a suburban house would want a larger radius than in an urban apartment.

At this point, it should be noted that no RF parameter allocation may exist that results in a solution in which every femtocell obtains its desired coverage of $\rho_{f,\text{des}}$. For example, such a situation can occur when a femtocell faces too much macrocell interference. In this case, it is a power saturation problem in which, due to hardware constraints, the femtocell cannot transmit at a high enough transmit power to overcome the macrocell interference. It is similarly problematic if two or more femtocells are closely deployed and there is only one available frequency channel. In this case, the desired coverage cannot be simultaneously achieved because if one femtocell increases its transmit power, it degrades the service of its nearby femtocells, causing them to increase their transmit power, and so on. If not careful, the end result could involve all of these femtocells transmitting at their maximum power—causing additional interference to the macrocell network—yet not achieving any discernable gains in coverage. This specific issue is explored in greater detail later in the section.
An intuitive and general way to formulate the RF parameter provisioning problem is to define a utility function \( Z(\rho_f) \) that is a function of the actual coverage, \( \rho_f \), that femtocell \( f \) obtains. The problem can then be formulated as one of maximizing the sum utility over all femtocells. Thus, the utility function should represent a mathematical description of the high-level optimization goals. To this end, consider the utility function depicted in Figure 10.4, where we have assumed a minimum acceptable coverage \( \rho_{\text{min}} \) specified by the operator. Note that the characteristics of the function include: (1) no increase in utility once coverage exceeds \( \rho_{f,\text{des}} \) (2) a steep slope to the left of \( \rho_{\text{min}} \) to encourage every femtocell achieving at least this minimum coverage, and (3) a shallower curve to indicate the marginal utility gained from increasing coverage between \( \rho_{\text{min}} \) and \( \rho_{f,\text{des}} \). Note the purpose of requirement (1) is to avoid unnecessary femtocell transmit power expenditure, and that of requirements (2) and (3) are to balance fairness with overall coverage optimization. In general, a generic utility function along the lines of that depicted in Figure 10.4 would have three segments. The segment on the left increases with a large slope to ensure each femtocell has a minimum coverage. The segment in the middle increases gradually to indicate increasing utility until a femtocell achieves its desired coverage. The segment on the right is flat to indicate no additional utility is gained through coverage that is larger than the desired coverage.

Finally, it should be noted that the utility function in Figure 10.4 does not explicitly take into account the interference caused to macrocell UEs. One consequence of this is that a solution in which femtocells transmit at high power but that has a slightly higher sum utility will be preferred to a much lower-power solution. To see the effect of this, consider the situation involving two neighboring femtocells separated by channel gain \( G \) (in linear units), shown in Figure 10.2. Assuming they both transmit at the same power \( P \) (assume only pilot transmitted, for simplicity),

![Figure 10.4 The generic utility function.](image-url)
they will both obtain coverage equal to
\[ \rho = \left[ \frac{P}{(PG + N_0)} \right]_{DB} = \left[ \frac{1}{G + N_0/P} \right]_{DB} \] (10.2)

where \( N_0 \) includes interference and noise from sources other than the neighboring femtocell. Examining the preceding equation, illustrated in Figure 10.5a, we see that increasing \( P \) to infinity yields rapidly diminishing returns, and an asymptote in mutual coverage is reached at \( \rho = [1/G]_{DB} \). Furthermore, if \( \rho_{f-des} > [1/G]_{DB} \), then it is impossible for both femtocells to simultaneously achieve coverage of \( \rho_{f-des} \).

Given such a scenario, it is clear that a lower transmit power solution that yields operation close to the “knee” of the curve depicted in Figure 10.5b is preferable to a high transmit power solution that yields operation in the diminishing returns region. Thus a properly designed utility function should include other factors such as femtocell transmitter power. This modified utility function, \( Z(\rho_f, P_f) \), can at least indirectly better account for interference caused to the macrocell network.

To summarize, the RF provisioning problem can be formulated as follows:

We are given a set of femtocells \( F \) and for each \( f \in F \), a range of possible pilot transmit powers \([P_{f-min}, P_{f-max}]\), a set of allowable transmit frequencies \( H_f \), allowable scrambling codes \( SC_h \) for each allowable frequency \( h \in H_f \), and a “desired coverage” \( \rho_{f-des} \). The problem is to select a transmit power \( P_f \in [P_{f-min}, P_{f-max}] \), frequency \( h \in H_f \), and scrambling code \( s \in SC_h \) for each femtocell \( f \) such that the sum utility [e.g., \( \Sigma_f (Z(\rho_f, P_f)) \)] is maximized.

Thus, the overall RF provisioning problem becomes a joint optimization problem involving transmit power, and frequency, as well as the scrambling code selection. We split the RF provisioning algorithms into two main categories: incremental and global provisioning. Incremental provisioning refers to provisioning the RF
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**Figure 10.5** (a) Two femtocells separated by a channel gain equal to \( G \). (b) Illustration of the curve showing coverage versus transmit power, when both femtocells transmit at the same transmit power \( P \) and when \( \rho_{f-des} > [1/G]_{DB} \).
Managing Coverage and Interference in UMTS Femtocell

parameters of the \( N^{th} \) femtocell when it attempts to join the network, given the presence of \((N - 1)\) previously deployed femtocells. Global provisioning refers to an offline global optimization of all deployed femtocells, and the subsequent update of their RF parameters.

For incremental provisioning, we formulate the problem as one of RF parameters of the “current” (e.g., \( N^{th} \)) femtocell treating the RF parameters of nearby femtocells as fixed. A more complicated algorithm allows changes to the RF parameters of nearby femtocells as well. However, allowing RF changes to neighboring femtocells has the disadvantage that changes in RF conditions propagating to femtocells that are the neighbors of the current femtocell’s neighbors, and so on. This would be the case every time a new femtocell comes online. Moreover, a basic design principle for incremental provisioning should be that it is simple, efficient, near real time, and keeps changes as local as possible.

Given the earlier formulation, there are several possible approaches. For all of the approaches, the first step is for the femtocell to detect the total received energy on each frequency, and the received energies on the various frequency, scrambling-code, that the femtocell is provisioned by the operator to use. The simplest RF provisioning algorithm can simply set the current femtocell’s frequency \( h \) as the one with the least amount of received energy, and the scrambling-code \( s \) as the one with the least energy among all \((h, s)\). Next, the transmit power could either be set as: (1) a fixed value, (2) a function of total received power on the selected frequency \( h \), or (3) a function of the total received power not including the contributions of other femtocells. The disadvantage of approach (1) is that a fixed power allocation cannot adapt to varying levels of external interference (e.g., from a nearby macrocell) to obtain the exact desired coverage \( P_{f, \text{des}} \). The disadvantage of approach (2) is seen when we consider the situation that was depicted in Figure 10.5. Specifically, if two femtocells very close to each other iteratively perform this power-setting algorithm, each reacting to the additional interference caused by the other increasing its transmit power, then both femtocells will eventually race to their maximum powers; this is undesirable from the perspective of interference caused to the rest of the network. Finally, criteria (3) mitigates this issue somewhat since other femtocell interference is not used in setting transmit power. One disadvantage of approach (3) is that by failing to take into account interference from other femtocells, a suboptimal solution may result.

It should be noted that the simple incremental provisioning solutions discussed thus far can be implemented in a completely distributed manner. One minor complication that arises with approach (3) is that the femtocell should autonomously be able to tell whether a particular combination of frequency and scrambling code belongs to a macrocell or whether it corresponds to another femtocell. For this to work, additional information such as a database containing macrocell deployment information should be known a priori by the femtocell planning algorithm. This information can be either distributed from a centralized location or used via query during distributed planning. Information gleaned through decoding
the broadcast channels can also aid in distinguishing neighboring macrocells and femtocells.

In terms of maximizing the sum utility, however, the preceding methods are suboptimal in that they do not consider the utility change to the current femtocell’s neighbors due to the additional interference caused by the current femtocell itself. An “optimal” incremental provisioning algorithm jointly optimizes the selection of frequency, scrambling, code, and transmit power to maximize the sum utility of the current femtocell as well as its neighbors. Note that to make the optimal method work, the algorithm requires the knowledge of the current coverage of the neighboring femtocells as well as their transmit powers. Its implementation requires partial centralization, and/or advanced techniques such as inter-femtocell communication.

Finally, since global provisioning is the idea of re-provisioning several femtocells simultaneously, it has greater applicability in a more centralized system that can combine the RF information of all of the femtocells in a small region. The basic idea is to attempt to maximize the sum utility over the entire femtocell network. To do this, several approaches are possible, including optimization methods such as gradient search, simulated annealing, genetic algorithms, and others.

### 10.3.2 Downlink Interference Scenarios

#### 10.3.2.1 Interference to Macrocell Mobiles from Femtocells

The first interference scenario we illustrate is the most common and occurs to some degree for every femtocell: interference caused to macrocell (or other femtocells) UEs by femtocells operating on the same or adjacent channel. This scenario is of greatest concern when the femtocell is located near the edge of coverage of the overlaid macrocell. An example of the interference impact to macrocell UEs due to the presence of femtocells is illustrated in Figure 10.6. The figure shows a macrocell UE being interfered with by two femtocells $f_1$ and $f_2$ operating on the same channel, and one femtocell $f_3$, operating on an adjacent channel. Note that $f_3$’s coverage region is drawn smaller than that of $f_1$ and $f_2$ to indicate that its interference effect on the macrocell UE is discounted by 33 dB (the adjacent channel rejection) [11]. The combined effect of the three femtocells results in a fairly large zone in which macro UEs face considerable interference or may be totally excluded from service unless they move on their own, or are redirected to a different UMTS frequency or different radio access technology (e.g., GSM).

The effect of interference from femtocells can be such that surrounding each femtocell is a “dead zone” or “black hole” in which a UE, operating on the same frequency, that is restricted from registering or using the femtocell will not be able to see the macro network due to forward link interference from the femtocell. If the macrocell UE is on an active call as it enters the femtocell zone, it must be redirected either to 2G GSM service or to another UMTS carrier, and perform a hard hand-over. Otherwise, the call will drop when the macrocell SINR drops below the minimum needed.
to sustain service. When an idle mobile approaches the femtocell zone, the situation is even more complicated and is dependent on the version of the UE device and on the access control mode of the femtocell. If the femtocell is operating using “open access,” in which any user may register onto the femtocell while idle, then the problem is relatively simple. Idle users perform same frequency cell-reselection, register, and are granted service from the femtocell. In closed access, in which only a limited list of users (family and friends) may use the femtocell, unauthorized users will be rejected, and depending on the UE behavior will need to do an inter-frequency search for another UMTS carrier or move to GSM. A hybrid technique allows all users to register on the femtocell, but when they attempt either to originate or terminate a call, unauthorized users are redirected to the macrocell carrier. Making sure there is always one clean carrier available for this redirection tends to favor scenario c in Figure 10.1, the scenario in which all carriers are shared between femtocells and macrocells.

To characterize and measure the “dead-zone,” conceptually illustrated in Figure 10.6, a series of experiments was conducted at approximately 20 homes. Specialized software communicated with UMTS handset devices and allowed users to enter waypoints as they walked around their houses measuring key parameters. As an example, consider the set of following (Figures 10.7, 10.8, and 10.9) in which the CPICH pilot strength was set to 0, −10, and −20 dBm, respectively. The nearest macrocell is located approximately 3 km from the house. In Figure 10.7, we see that at 0 dBm CPICH, over the entire house, there is total exclusion—that is, no macrocell pilot is even strong enough to be considered as a candidate (the add threshold is set to −12 dB). Figure 10.8 shows candidate set pilot signal strength (those that exceed the add threshold) as a function of location for −10 dBm CPICH. We observe that in
Figure 10.7 Candidate set pilot strength for 0 dBm femtocell transmitter power as measured by the macrocell UE. This figure shows a total dead zone within the house for the macrocell system.

Figure 10.8 Candidate set pilot strength for $-10$ dBm femtocell transmitter power as measured by the macrocell UE. This figure shows weak coverage of the macrocell at the far corners of the house near a window only.
Figure 10.9 Candidate set pilot strength for $-20 \text{ dBm}$ femtocell transmitter power as measured by the macrocell UE. This figure shows weak coverage of the macrocell at the far corners of the house near a window only.

...
Assuming there is no soft handover between femtocells, interference to femtocell UEs from other femtocells can be treated similarly to downlink interference from macrocells. A key difference as mentioned earlier is that the operator of the network has the ability to set the downlink transmit parameters (e.g., transmit power and frequency) of the femtocells. In this sense, assuming a common or adjacent frequency situation, interference can be managed either by (1) a femtocell increasing its transmit power, or (2) reducing the transmit power of interfering femtocells. It is also possible that a femtocell is located so close to a macrocell that the target radius cannot be achieved without using the femtocell’s maximum transmitter power. In this situation, the automatic RF planning and provisioning function may determine (i.e., based on the specific operator’s policy) that it is better not to turn on the femtocell rather than create the additional interference or to accept a more limited service radius. In addition, for femtocells located near the macrocell, femtocell mobiles located on the femtocell cell edge, have the potential to create uplink degradation of the macrocell. This is an additional metric for the RF planning function to use when determining whether to allow a femtocell located very close to a macrocell, and operating especially co-channel, to be allowed to turn on or whether to reduce its target service radius.

10.4 Uplink Interference Scenarios and Mitigation Techniques

In this section, we discuss the uplink or reverse link interference issues in femtocell deployments. There are crucial differences between downlink and uplink interference scenarios. In particular, while the former is controlled in large part by proper power and frequency assignment to the femtocell and is performed in a quasi-static manner, the latter tends to be dynamic, based on the current location and mobility condition of UEs with respect to the femtocells and macrocells that are controlling their power. Thus, the techniques for controlling and mitigating uplink interference need to be dynamic and adaptive. The uplink interference issue can be divided into three scenarios, analogous to the downlink scenarios: (1) interference from macro UEs to the femtocells, (2) interference from the femtocell UEs to the macrocell, and (3) interference from femtocell UEs to neighboring femtocells. Most of these uplink interference scenarios are caused by the fact that mobiles are power-controlled by either the femtocell or the macrocell, but not both. Soft handover between femtocells and macrocells can alleviate this situation, but is not likely in the near future due to the complexity of implementation at the core network level.
10.4.1 Interference to Femtocell Reverse Link from Macrocell UEs

To study reverse link interference from a macrocell UE, it is useful to perform a detailed analysis of the situation. Consider the situation shown in Figure 10.10. In this figure, the UE connected to the macrocell is called the mUE, while the UE connected to the femtocell is called the fUE. The transmit powers of the fUE and mUE are denoted by $P_{fUE}$ and $P_{mUE}$. The path gains (multiplicative inverse of path loss) between a UE and a cell is denoted as $G_{x,Y}$, where $x$ is either mUE or fUE, and $Y$ is equal to either M (for macro) or F (for femtocell). The received powers from the mUE at the macrocell and the femtocell are given by $P_{mUE}G_{mUE,M}$ and $P_{mUE}G_{mUE,F}$. Note that the values of parameters are expressed in dB and in linear terms in interchangeable fashion in the following analysis.

Let the sum of the total interference and noise levels at the macrocell be $I_M$. The received uplink power at the macrocell from the mUE is given by:

$$P_{mUE}G_{mUE,M} = I_M\kappa_{UL}$$ (10.3)

where $\kappa_{UL}$ is the uplink SNR dependent on the data rate being transmitted by the UE, and could be within a wide range (e.g., from $-18$ dB to $+10$ dB).

The received power from the mUE at the femtocell is computed as:

$$P_{mUE}G_{mUE,F} = P_{mUE}G_{mUE,M}(G_{mUE,F}/G_{mUE,M}) = I_M\kappa_{UL}(G_{mUE,F}/G_{mUE,M})$$ (10.4)

Using Equation 10.4, we judge the interference levels on the femtocell uplink by examining the mUE femtocell-to-macro path gain ratio given by $(G_{mUE,F}/G_{mUE,M})$. First, note that the path gain from the mUE to the femtocell, $G_{mUE,F}$, can be substantially higher than the path gain to the nearest macrocell, $G_{mUE,M}$. Figure 10.11 illustrates this using the distribution of path gain differences. We simulate a dense
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**Figure 10.10** The geometry of reverse link interference.
suburban femtocell deployment assuming 200 femtocells/sq.km in a suburban environment. The path gains are computed based on a 3GPP model for outdoor to indoor and a COST231-based indoor-to-indoor multiwall model [12] as appropriate:

\[
\text{Macro to UE [3GPP model]} : -[15.3 + 37.6\log_{10}(d)] + \text{applicable wall loss} \, \text{dB} \quad (10.5)
\]

\[
\text{Femto to UE [COST231 indoor-to-indoor]} : -[38.46 + 20\log_{10}(d)] + \text{wall loss} \, \text{dB} \quad (10.6)
\]

\[
\text{Femto to other UE: max}(A,B) \quad (10.7)
\]

The curve showing the difference between the path gains from an mUE to its serving macrocell and to the nearest femtocell is skewed well into the negative direction, from which we can conclude that the typical UE is much closer to a femtocell.
than it is to its nearest macrocell. It should also be noted that the downlink power settings influence the cell boundary, and hence the ratio \( \frac{G_{mUE,F}}{G_{mUE,M}} \). The reason for this is that a mUE can get closer (in path gain) to a femtocell with a smaller transmit power without having to either switch over to the femtocell, or switch to a different macrocell on a different channel. Thus the femtocell downlink power setting has an interesting interaction with uplink interference. A higher femtocell downlink transmit power causes higher downlink interference to co-channel macrocell UEs, but can reduce uplink interference from macrocell UEs to femtocells, as well as that from femtocell UEs to the macrocell, as will be seen later in the section.

Using \( \frac{G_{mUE,F}}{G_{mUE,M}} = 40 \) dB and \( \kappa_{UL} = 10 \) dB, both of which are plausible values in a real deployment, we can see that the interference from the macrocell UE at the femtocell could be 50 dB above the interference and noise level at the macro. This leads to the necessity of using a different (and possibly dynamic) mechanism for operating the femtocell reverse link instead of a conventional macrocell technique of using a fixed operating point above a fixed thermal noise threshold.

An additional conclusion of the preceding analysis is that the dynamic range of the femtocell receiver needs to be much higher than that in the macrocell, a fact that has been recognized in 3GPP [8] as part of the requirements for home NodeBs.

A series of experiments was conducted to try to reproduce and understand the scenario of a mUE causing interference to the femtocell and to help understand the required femtocell response. A house that was about 3 km (about 2 miles) from the nearest macrocell was selected, close to the limit of its coverage. In the experiment, whose setup is illustrated in Figure 10.12, the femtocell was located at (0, 0) in a local coordinate system. The transmitter power of the femtocell was lowered to \(-20\) dBm, to move the downlink “dead zone” region so that the mUE (a data card was used) could operate within the house without dropping its call. Several calibrated points

![Figure 10.12](image-url)  
**Figure 10.12** Locations of macro UEs and femtocell UEs relative to the femtocell.
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within the house were identified, as shown in Figure 10.12. Locations were selected such that a sustained ftp upload on the macrocell network would not be interrupted due to femtocell forward link interference. Femtocell uploads were then performed, recording the overall upload throughput and transmitted upload power for the two cases of the macro UE (1) turned off and (2) performing a sustained ftp upload. Table 10.1 summarizes the overall user experience for one of the test points.

The table clearly shows that the femtocells see a significant level of interference from the mUE that is causing the femtocell UE to power up between 10 and 15 dB relative to the case where the mUE is turned off. Note that the throughputs at the femtocell are not severely degraded due to the increased interference levels from the active macro UE. This is due to the fact that the femtocell uplink MAC and power control was suitably adapted to perform under these high-interference conditions. A description of the possible methods to achieve this are provided in the next section.

10.4.1.1 Mitigating Uplink Interference to Femtocell Receivers

This section describes some possible techniques and methods to be employed in the design of femtocells to ensure they operate in a reliable manner in the presence of uplink interference from the macrocell UEs in their operating frequency.

The reverse link resource allocation for conventional macrocell systems operates based on maintaining uplink stability by controlling the total received in-cell power. A link power control is allocated in such a way that the noise rise, which is the difference between the total received power and the equivalent thermal noise level, is maintained at or below a predetermined threshold. This noise rise threshold (also known as the rise-over-thermal) is typically set between 5 and 10 dB. Variants of this technique, such as load control, are also employed, but the underlying spirit remains the same. This mechanism counters the near-far effect, and serves cell-edge UEs in a fair manner, while at the same time maintaining system stability. A completely controlled network is assumed in the macrocell system, wherein all the neighboring cells also follow the same policy.

<table>
<thead>
<tr>
<th>Table 10.1 Macro UE Located Approximately 13 m from Femtocell. Femtocell UE Located Approximately 10 m from Femtocell Cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Tx Total Power</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Femtocell UE, Macro UE off</td>
</tr>
<tr>
<td>Femtocell UE, Macro UE uploading</td>
</tr>
<tr>
<td>Change in value</td>
</tr>
<tr>
<td>Macro UE</td>
</tr>
</tbody>
</table>
As has been discussed, femtocells that are overlaid within a macrocell network and deployed in the same frequency as the macrocell network are not able to control the total received power when a macrocell UE is nearby. It is important to ensure that the femtocell can operate under these raised interference conditions. Under consistently strong interference, it is possible to operate the femtocell uplink reliably by simply having the femtocell recalibrate its self-imposed limitation on noise rise, as long as the dynamic range of the receiver is not exceeded. However, the issue becomes more complicated when the interference is strong as well as bursty.

The problem of bursty uplink interference is demonstrated pictorially in Figure 10.13. Simulations show that the path gain from a mUE to the nearest femtocell could be 30 dB higher than its path gain to its serving macrocell, as shown in Figure 10.11. Thus, when a mUE tries, for example, to initially access the macrocell using access probes, if its received power level for these access bursts at the macro is $Z_{dB}$, (where $Z$ could be below the macrocell’s equivalent noise level), then the received level at the femtocell could be $> (Z + 30)_{dB}$ (which could be well above the femtocell’s noise level). Even accounting for the difference in noise figure between the femtocell and macrocell, the effect of this burst could be significant. This problem occurs during data transmission as well—for example, when a macrocell UE either transmits bursty data, or in the case of HSUPA, transmits data on some hybrid ARQ (HARQ) processes and not others. In these cases, we have the situation where the swing for the bursts is from the (pilot + control) to (pilot + control + traffic), which is still significant.

Under these bursty conditions, the typical implementation of the reverse link power control fails, as shown in Figure 10.13. At the beginning of every burst
of interference, the femtocell UE’s pilot as well as the control/traffic channel SNRs \( (E_c/N_0) \) at the femtocell drop to a very low level, resulting in many packet errors. The fUE’s transmit power rises only at a rate determined by the inner loop power control (ILPC), and the fUE cannot react any faster. Eventually (provided the connection is not lost), the fUE raises its power sufficiently to operate in the new interference condition. At the end of the burst, the fUE goes back to its pre-burst transmit power, and this cycle repeats for every burst. Thus there is a potential for the loss of a large number of packets in every burst of interference, which is unacceptable for the femtocell UE.

Consider the following example. Suppose the fUE is operating at its target DPCCH \( E_c/N_0 \) before the burst begins. Next, suppose there is a burst that increases the “out-of-cell” interference + noise, \( I_{oc} \), from \( (N_0 + N_{F, femto}) \) to a level of \( (N_0 + N_{F, femto} + 30 \text{ dB}) \), where \( N_0 \) stands for the thermal noise and \( N_{F, femto} \) is the noise figure of the femtocell receiver. To counteract this interference, the UE must raise its transmit power by 30 dB. Suppose the inner loop power control step size used by the UE is 1 dB. The number of slots taken by the UE to raise its power by 30 dB is controlled by the power control frequency, which cannot be changed. Meanwhile, the traffic channel is also operating at 30 dB below its target SNR and hence the femtocell is highly likely to lose at least two consecutive frames in the process. It may seem that a two-frame loss is not significant, but consider the case where the interfering macro UE is transmitting on one of the four HARQ processes (for a 10-m TTI). Now, the swings of 30 dB are repeated every four TTIs. So during the three TTIs with no interference, the ILPC will again settle down at, or close to, its original value before the burst, only to have to respond again to another TTI of interference, which causes every fourth frame to be in error. Moreover, if a femtocell UE happened to be using the same HARQ process as the macrocell UE, every one of its data packet transmissions can be in error during this period. This situation will persist until the OLPC has raised the target high enough due to the frame errors.

\[
S = \text{Traffic}, \quad N_0 = \text{Thermal noise}, \quad P = \text{Pilot}, \quad I_{oc} = \text{Out-of-cell interference}, \quad I_{oc} = I_{oc} + \text{noise}
\]

We now discuss two possible solutions for dealing with bursty uplink interference: adaptive attenuation and virtual attenuation.

10.4.1.1.1 Adaptive Attenuation—Adaptive attenuation uses an adjustable attenuator in the femtocell receiver to change the noise figure, and hence the equivalent thermal noise level in the femtocell receiver. The value of the attenuation is set to be a filtered version of the out-of-sector interference. The attenuator is designed so it reacts instantaneously to upswings in interference, whereas when there is a downswing, it reacts very slowly, as shown by the \( N_{adpt} \) line in Figure 10.14. In this manner, the pilot and traffic powers reduce slowly, and when the next burst occurs, the correction to be made is much smaller and more manageable. In this manner, the effects of bursty interference are accommodated.
One side effect to be noted, however, is that the average transmit power of the UE increases.

10.4.1.1.2 Virtual Attenuation—In the virtual attenuation solution, we use a smoothed filtered version of the out-of-cell interference, which can be called virtual Ioc, for inner loop power control. The filtering could be the same as described in the adaptive attenuation technique. A virtual pilot SNR is computed based on this virtual Ioc. In contrast with the adaptive attenuation method, in the period between bursts, the actual SNR is much greater (since there is no additional physical attenuation).

10.4.2 Interference to the Macrocell Reverse Link Due to Femtocell UEs

Interference caused to the macrocell due to femtocell UEs is by far the most serious uplink interference scenario. Though the occurrence of this situation is infrequent, it has the potential to cause severe degradation to the performance of the macro network, and hence must be prevented. In general, femtocells UEs radiate lower power compared to the macro UEs, because the propagation loss between the UE and femtocell is relatively small. This, coupled with the fact that the macrocell is usually at a much greater distance from the femtocell UE compared to the femtocell itself, ensures that in a vast majority of cases, there is no noticeable interference from the femtocell UE to the macrocell.
To analyze the scenario under which a femtocell UE can cause interference to the macro, it is important to first acknowledge that the interference level at a femtocell can be a lot higher than that at the macrocell, due to the possibility of the presence of macrocell UEs nearby, as explained in the previous section. When the femtocell is operating under such conditions, the UEs transmitting to the femtocells also must increase their power to be “heard” by the femtocell.

Let us first analyze the case of a femtocell UE in isolation, and then extend the analysis to the case where there is also a macrocell UE in the vicinity of the femtocell. The received power from the femtocell UE at the femtocell is given by:

\[ P_{fUE} G_{fUE, F} = I_F \kappa_{fUE, UL} \]  (10.8)

where \( \kappa_{fUE, UL} \) is the uplink SNR dependent on the data rate being transmitted by the fUE, and \( I_F \) is the sum of the total uplink interference and noise seen at the femtocell. The femtocell UE’s received power at the macrocell (in other words, the interference it causes to the macro) is given by:

\[ P_{fUE} G_{fUE, M} = P_{fUE} G_{fUE, F} \times (G_{fUE, M}/G_{fUE, F}) \]
\[ = I_F \kappa_{fUE, UL} \times (G_{fUE, M}/G_{fUE, F}) \]  (10.9)

using Equations 10.8 and 10.9, and also noting that \((G_{fUE, M}/G_{fUE, F})\) is likely to be a very small value as demonstrated by the path gain difference distribution in Figure 10.11, we can conclude that if the nearby macrocell UE is not transmitting, the femtocell UE interference at the macro will be well below the interference level seen by the femtocell on its uplink, \( I_F \). If the nearby macrocell UE in Figure 10.10 is not transmitting, and there is no other source of interference, then \( I_F \) is near the equivalent thermal noise level, and hence the interference from a single femtocell UE to the macrocell is negligible. It would take a very large number of such UEs transmitting simultaneously (an unlikely scenario) to start affecting the macrocell. For voice service, the uplink power is so low that the probability of interference is negligible.

In relation to the analysis shown earlier and in the previous section, it is relevant to point out that a slightly reduced sensitivity (i.e., higher noise figure) at the femtocell does not hurt either the femtocell or the macrocell performance. A reduced sensitivity can be attained at a lower cost, and is thus desirable for femtocells. The 3GPP requirements study for femtocells has also made a recommendation to this effect [13].

Now consider the situation where the macrocell UE in Figure 10.10 is transmitting high-speed data using significantly higher transmitter powers than required for voice. As seen from Equation 10.4, the interference from the mUE at the femtocell is given by:

\[ I_F \approx P_{mUE} G_{mUE, F} = I_M \kappa_{mUE, UL} (G_{mUE, F}/G_{mUE, M}) \]  (10.10)
Combining Equations 10.9 and 10.10, the femtocell UE interference at the macro is now given by:

\[ P_{\text{fUE}} G_{\text{fUE}, M} = I_M k_{\text{mUE}, UL} k_{\text{fUE}, UL} \left( \frac{G_{\text{mUE}, F}}{G_{\text{mUE}, M}} \right) \times \left( \frac{G_{\text{fUE}, M}}{G_{\text{fUE}, F}} \right) \]

(10.11)

Observe that the ratios \( \left( \frac{G_{\text{mUE}, F}}{G_{\text{mUE}, M}} \right) \) and \( \left( \frac{G_{\text{fUE}, M}}{G_{\text{fUE}, F}} \right) \) more or less multiply to 1 if the mUE and fUEs are both located near the femtocell coverage boundary. Under these conditions, when both the macrocell UE and the femtocell UE are operating at high data rates \( (k_{\text{mUE}, UL}, k_{\text{fUE}, UL} > 1) \), the interference from this single femtocell UE at the macrocell can be near or even above the overall interference level seen from other sources at the macrocell. This can be a serious issue, since the macrocell network is typically designed to operate at a total reverse link interference level that is close to the noise level. Hence, even one or a few such femtocell UEs can cause a disruption at the macrocell on the uplink. Techniques that can be used to mitigate and manage this situation are described in section 10.4.3.

10.4.2.1 Measurements of Uplink Interference to Macrocell Base Stations

The previous interference scenario is more likely to occur when the femtocell is located very close to the macrocell base station and a femtocell UE is doing a high-speed (and therefore high-power) upload such as HSUPA. In this scenario, if the femtocell UE is located near the femtocell edge of coverage, there is the potential for the femtocell UE to create out-of-cell interference into the macrocell, which can cause performance degradation of the macrocell.

To show how this happens, we used a macrocell test network and a femtocell located close to it (less than 50 m). We started an upload on the femtocell UE, and then an upload on the macrocell UE and watched the change in the transmitter power. Table 10.2 summarizes this experiment and shows that the upload on the femtocell caused the macro-UE to power up by close to 10 dB over what it would have done normally. Now if the macro-UE were near the cell edge, it might have dropped the call due to the large rise in out-of-cell interference.

10.4.3 Mitigating Uplink Interference from Femtocell UEs to Macrocell Base Stations

To prevent uplink interference from the femtocell users to the macrocell, we must limit the femtocell UE’s transmit power. A blanket limit that places the same transmit power limit on all fUEs will be unnecessarily restrictive, and will reduce the achievable throughput in femtocells. A smart approach is to analyze the level of interference caused by each femtocell UE at the macrocells, and take appropriate action.
Table 10.2  Changes in Macro-UE Transmitter Power When the Femtocell UE Moves Close to the Macro Network

<table>
<thead>
<tr>
<th></th>
<th>Avg. Tx. Pilot Power (dBm)</th>
<th>Avg. Tx. Total Power (dBm)</th>
<th>Fwd Link RSSI (dBm)</th>
<th>F-UE Upload Speed (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macro UE, femtocell UE off</td>
<td>−14.8</td>
<td>0.61</td>
<td>−76.1</td>
<td>544</td>
</tr>
<tr>
<td>Macro UE, femtocell UE uploading</td>
<td>−3.67</td>
<td>9.43</td>
<td>−76.9</td>
<td>319</td>
</tr>
<tr>
<td>Change in value</td>
<td>11.13</td>
<td>8.82</td>
<td>0.8</td>
<td>225</td>
</tr>
<tr>
<td>Femtocell UE</td>
<td>−14.35</td>
<td>−0.93</td>
<td>−65.04</td>
<td></td>
</tr>
</tbody>
</table>

The maximum allowable addition to the received power at the macro, due to all femtocell UEs, $\Delta P_{l,\text{max}}$, must be managed so it does not contribute significantly to the noise rise at the macro. That is to say

$$\sum_i P_{fUE}^i G_{fUE,M}^i \leq \Delta P_{l,\text{max}}$$

(10.12)

where $P_{fUE}^i$ is the transmit power of the $i$th fUE, and $G_{fUE,M}^i$ is the path gain from the $i$th fUE to the macrocell. Jointly optimizing the impact from all femtocell UEs to a macrocell involves a complex global approach involving instantaneous power of all the femtocells in the network. A viable approach of lesser complexity is to place a limit on each femtocell UE’s incremental effect on the macrocell noise rise. From Equation 10.12, the limit for each UE is given by:

$$P_{fUE,max}^i G_{fUE,M}^i \leq \Delta P_{l,\text{max}}/N$$

(10.13)

where $1/N$ is a fraction dependent on the number of UEs that are susceptible to simultaneously cause substantial interference to a specific macrocell. This factor can either be periodically updated based on the automatic RF planning and provisioning function or it can be set to a conservative fixed value.

Once the limit on per-UE interference is fixed, the remaining task is to compute the path gain between the UE and the macrocell, so that the UE transmit power limit can then be fixed. Both HNB measurements as well as UE measurements can be used to compute path gain between the UE and the macro [13]. Note that the underlying assumption in both the methods is that the P-CPICH power of the macrocell base station can be ascertained from decoding the system parameters transmitted in the broadcast channel. One possible method is described next.
The value of $P_M G^i_{fUE,M}$ can be known from the UE’s measurement report of CPICH RSCP of all significant macrocells. From a knowledge of $P_M$ obtained by decoding the broadcast channel from the macrocell NB, we can now estimate $G^i_{fUE,M}$, the UE’s path gain to the macrocell. The maximum of all the path gains (i.e., the path gain to the closest macro) is used to compute the most conservative power limit. Based on this path gain to the closest macro, and the configured limit in Equation 10.13, the power limit for the UE can be computed. The power limit is not directly applied, but is instead implemented through the scheduling algorithm. This per-UE power limit can be updated at a much slower rate compared to the slot duration. Figure 10.15 provides a pictorial representation of the algorithm described earlier to set the power limit of a UE with respect to the macro. In Figure 10.15, the received power at each UE (RSCP) from a nearby macrocell is divided by the estimated transmit power from that macrocell, to provide an estimate of the path gain between the UE and the macrocell. The first quantity is obtained from the UE’s measurement reports received on the femtocell’s uplink, while the second quantity is obtained from the femtocell’s REM (RF sniffing) function, as described in section 10.3, by decoding the broadcast channel from the macrocell. The maximum of the path gains is then divided by the configured limit on the allowable per-UE interference to the macrocell, which provides us an absolute transmit power limit on the UE. This absolute power limit information is then used by the femtocell’s uplink scheduler in an appropriate manner when determining the resource grant to the UE in question.

Figure 10.15  Power limit for mitigation of interference to macros.
10.4.4 Limiting Interference to Other Femtocells

The power limit technique was explained earlier with respect to the mitigation of femtocell UE interference to the macrocell network. The methods discussed are also applicable to the mitigation of the interference caused by a femtocell UE to an adjacent femtocell (Figure 10.16). The control parameter in this case is the amount of interference allowable to a neighboring femtocell. While the interference to the macro can be reliably based on the thermal noise level at the macro and the noise figure for wide area or medium range BS classes, the interference to femtocells should be based on the operating region of the femtocells themselves, which can be quite different from that of the macros, as discussed in previous sections. For example, if the limit of the allowable interference to a neighbor femtocell is set to the equivalent thermal noise level, while the neighbor femtocell is operating well above $N_0$, due to the interference it is seeing from a macro UE, then this limit becomes unnecessarily restrictive to the femtocell UE in question, and may hamper its throughput to its serving femtocell.

Two approaches will set the inter-femtocell interference limit:

1. Setting the interference limit to a specific fixed but high value above the equivalent thermal noise (say 30 dB).
2. Setting the ceiling on the interference from a UE to a neighboring femtocell to be a configurable value above the total interference seen at one’s own femtocell.

This technique is more efficient because it avoids the situation that could arise where the UEs operate at a higher power level even though there are no macro UEs around.

Either way, once the interference limit to a neighboring femtocell is determined, the rest of the procedure is as defined in Section 10.4.3.

10.5 Summary, Challenges, and Opportunities

Femtocell deployments offer the vision of universal mobile broadband, merging the bandwidth of the Internet with very high-quality coverage both indoors and outdoors. Femtocell deployments are in their infancy and as both the number and density of femtocells grows into the millions, techniques for managing the trade-offs between coverage and interference will evolve. Interference scenarios and mitigation techniques are fairly well understood at this point in time, and are summarized in the next section. The sophistication of the implementation will continue to grow and evolve.

Standards-based network architectures, to provide for more open network deployments such as 3GPP2 UMTS Release 8 and Release 9, are either completed or nearing completion. Advanced techniques for managing networks are under consideration and development.
This section briefly summarizes the challenges and opportunities for deploying very large networks of femtocells.

### 10.5.1 Summary of Interference Mitigation Techniques

Sections 10.3 and 10.4 describe a number of interference scenarios. In this section, we show that the problem is well understood and summarize the solutions that can mitigate and manage the four basic interference scenarios often discussed [5].

The first scenario occurs on the downlink when the femtocell, operating on the same channel as the macrocell, creates a dead zone around the femtocell preventing service to macrocell users not authorized to use the femtocell. This scenario can be mitigated by a combination of the following techniques:

- Active calls need to be redirected either to other UMTS carriers or to 2G GSM service.
- The automatic network planning function uses a combination of femtocell-based measurements and UE-based measurements to optimally set the femtocell radius to provide the desired coverage radius without spilling too much RF interference.
- Idle users who are rejected by femtocell use HCS or cell reselection to register on a different macrocell frequency.
- All users are allowed to register on the femtocell, but are redirected to macrocells when they attempt to originate or become active.
- Use unauthorized UE registration requests as an indicator that the serving radius of the femtocell is too large and reduce radius to maximize coverage while controlling unauthorized registrations.

The second key problem occurs when femtocells located close to macrocells operating on the same channel may not have a large enough coverage radius. The solutions for this scenario include:

- Use remote environment monitoring supplemented with UE-based measurements to determine the required power to provide the target level of coverage.
- Not allow the femtocell to turn on if it is too close to the macrocell.

The third scenario occurs when the femtocell is located near the macrocell cell edge and UEs far from macrocell doing high-speed data uplink create reverse link interference for femtocell users. The solutions include:

- Design the femtocell reverse power rate limiting algorithms so they are much more tolerant to large increases in out of cell interference (ROT).
- Use either adaptive attenuation or virtual attenuation to adjust the femtocell noise figure [14].
- Design the femtocell receiver so it has a very wide dynamic range.
The final scenario occurs when the femtocell and its UEs located close to a macrocell operating on the same frequency, have high-speed data on the uplink that creates reverse link interference into the macrocell. The solutions to prevent macrocell interference are:

- The femtocell attempts to measure downlink interference from neighboring macrocells and femtocells and reduces the uplink data rate (controls transmitter power) when DL interference indicates there may be a potential for UL interference.
- Reduce the femtocell target service radius. This moves the cell edge closer to the femtocell, reducing the transmitter power of mobiles at the cell edge and thus reducing interference to the macrocell.
- Not provide service for femtocells that are located extremely close to macrocells and that have the greatest potential to cause uplink interference.

### 10.5.2 Inter-Femtocell Communications

As the density of femtocell deployments grow, there will be increasing requirements for more advanced and scalable algorithms for managing the interference between femtocells, and in the process a migration from centrally planned RF provisioning algorithms to more distributed algorithms will occur. To facilitate this, femtocells will need to be able to directly communicate with each other in a completely distributed manner (e.g., somewhat similar to the LTE X2 interfaces for inter-eNodeB communication). The presence of such autonomous communication opens up several possibilities for “co-operative” interference management. One such possibility is a completely distributed implementation of the utility maximization method mentioned in section 10.3. More advanced interference mitigation techniques that leverage inter-femtocell communication include nearby femtocells coordinating their transmissions in a time-sharing manner, utilizing interference cancellation or multi-user detection, using coordinated beam-steering/forming to avoid interference, and other advanced signal processing technologies. Additional research needs to be done in this area.

### 10.5.3 Standardization in the Deployment of Femtocell Networks

UMTS femtocells, or home NodeBs (HNBs), are being developed by many companies, and commercial deployments are in their early stages. These initial deployments use pre-standard products, with each solution having a combination of standards based on proprietary interfaces between the femtocells, the core network, and the gateways. Simultaneously, standardization for femtocells is being carried out at a brisk pace by 3GPP. Furthermore, the Femto Forum was created as a means of promoting
femtocells, bringing together companies interested in femtocell technology and focusing on solutions that overcome barriers to the adoption of this technology. Some of the major achievements of this forum include the publication of a white paper on interference issues and management for femtocells [5], and bringing about consensus among a large set of industry players on the overall femtocell architecture (including the IuH standard interface between femtocells and the femtocell network gateway function) described in UMTS 3GPP Release 8.

In the 3GPP standards body that governs UMTS; significant progress has been made in femtocell standardization by producing a comprehensive set of specifications, including the aspects of architecture, security, IuH interface, mobility management, radio aspects, and conformance testing. The first set of femtocell standards was published in Release 8 of the overall 3GPP standard. As part of this effort, a new class of BS, called the HNBs has been included, and the RF requirements for the HNB have been suitably modified [13]. 3GPP is also currently studying the interference mitigation aspects of the LTE femtocell as part of HeNB standardization [15, 16].
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11.1 Introduction

Long-term evolution (LTE) is the next generation in cellular technology to follow the current universal mobile telecommunication system/high-speed packet access (UMTS/HSPA)*. The LTE standard targets higher peak data rates, higher spectral efficiency, lower latency, flexible channel bandwidths, and system cost compared to its predecessor. LTE is considered to be the fourth generation (4G) in mobile communications [1, 2]. It is referred to as mobile multimedia, anywhere anytime, with global mobility support, integrated wireless solution, and customized personal service (MAGIC) [1]. LTE will be internet protocol (IP) based, providing higher throughput, broader bandwidth, and better handoff while ensuring seamless services across covered areas with multimedia support.

Enabling technologies for LTE are adaptive modulation and coding (AMC), multiple-input multiple-output systems (MIMO), and adaptive antenna arrays. LTE spectral efficiency will have a theoretical peak of 300 Mbps/20 MHz = 15 bits/Hz (with the use of MIMO capability), which is six times higher than 3G-based networks that have 3.1 Mbps/1.25 MHz = 2.5 bits/Hz [i.e., evolution data only, (EV-DO)]. LTE will have a new air interface for its radio access network (RAN), which is based on orthogonal frequency division multiple access (OFDMA) [3].

This chapter focuses on the radio frequency (RF) planning and optimization of 4G LTE cellular networks, or the so-called evolved universal terrestrial radio access networks (E-UTRAN) and discusses the physical layer modes of operation for the user equipment (UE) as well as base stations (BS) or the so called evolved node B

* Estimated first commercial deployment is in 2011 (from Qualcomm Inc., February 2009).
RF Planning and Optimization for LTE Networks

11.2 LTE Architecture and the Physical Layer

11.2.1 LTE Network Architecture

The LTE network architecture is illustrated in Figure 11.1. The data are exchanged between the UE and the base station (eNB) through the air interface. The eNB is part of the E-UTRAN where all the functions and network services are conducted. Whether it is voice packets or data packets, the eNB will process the data and route it accordingly. The main components of such a network are [4]:

- **UE**: User equipment
- **eNB**: Evolved nodeB
- **MME**: Mobility management entity
- **S-GW**: Serving gateway
- **P-GW**: PDN gateway
- **PDN**: Packet data network
- **EPC**: Evolved packet core
- **SGSN**: Serving GPRS support node

![LTE network architecture diagram](image)

**Figure 11.1** LTE network architecture.
User Equipment (UE): This is the user device that is connected to the LTE network via the RF channel through the BS that is part of the eNB subsystem.

Evolved NodeB (eNB): The eNB functionalities include radio resource management (RRM) for both uplink (UL) and downlink (DL), IP header compression and encryption of user data, routing of user data, selection of MME, paging, measurements, scheduling, and broadcasting.

Mobility Management Entity (MME): This portion of the network is responsible for nonaccess stratum (NAS) signaling and security, tracking UE, handover selection with other MMEs, authentication, bearer management, core network (CN) node signaling, and packet data network (PDN) service and selection. The MME is connected to the S-GW via an S11 interface [5].

Serving Gateway (S-GW): This gateway handles eNB handovers, packet data routing, quality of service (QoS), user UL/DL billing, lawful interception, and transport level packet marking. The S-GW is connected to the PDN gateway via an S5 interface.

PDN Gateway (P-GW): This gateway is connected to the outside global network (Internet). This stage is responsible for IP address allocation, per-user packet filtering, and service level charging, gating, and rate enforcement.

Evolved Packet Core (EPC): It includes the MME, the S-GW as well as the P-GW.

Logical, functional, and radio protocol layers are graphically illustrated in Figure 11.2. The logical nodes encompass the functional capabilities as well as radio protocols and interfaces. Interfaces S1–S11 as well as X2 are used to interconnect the various parts of the LTE network and are responsible for reliable packet routing and seamless integration. Details of such interfaces are discussed in the 3GPP specification and is discussed in this chapter. Radio protocol layers are the shaded ones in Figure 11.2. After a specific eNB is selected, a handover can take place based on measurements conducted at the UE and the eNB. The handover can take place between eNBs without changing the MME/SGW connection. After the handover is complete, the MME is notified about the new eNB connection. This is called an intra-MME/SGW handover. The exact procedures for this operation as well as inter-MME/SGW handover are discussed in detail in [4]. Handovers are conducted within layer-2 functionality (i.e., radio resource control (RRC)).

When comparing the new LTE standard release 8 to the currently deployed cellular systems in terms of maximum data rates, modulation schemes, multiplexing, among other system specific performance parameters, several improvements can be easily observed. Table 11.1 lists the major technologies and system performance for different networks evolved from 2.5G up to 4G. The North American system (based on CDMA) is shown in the shaded columns. The RF channel that connects the UE to the eNB is the focus of RF planning for LTE network design. The duplexing, multiplexing, modulation, and diversity are among the major aspects of the system.
architecture that affect the planning process. Also, the wireless propagation model, antenna types and number (LTE supports multiple antennas in the UE and eNB), and semiconductor technology used are key components in RF planning and design. The UE as well as the eNB (UL and DL) have to be designed, analyzed, deployed, and optimized in order achieve the system performance metrics defined within the standard.

11.3 Duplexing, Coding, and Modulation in LTE

In LTE, time division duplexing (TDD) and frequency division duplexing (FDD) are supported. If the cellular system is using two different carrier frequencies for the UL and DL, then the duplexing is called FDD. In this case, both the UE and the eNB can transmit at the same time. For FDD, a channel separation is needed to reduce the interference between the UL and DL traffic. Another precaution should
Table 11.1 Characteristics of Different Cellular Networks

<table>
<thead>
<tr>
<th></th>
<th>2.5G</th>
<th>3G</th>
<th>3.5G</th>
<th>4G</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EDGE</td>
<td>cdma2000</td>
<td>UMTS¹</td>
<td>EV-DO²</td>
</tr>
<tr>
<td>Channel bandwidth (MHz)</td>
<td>0.2</td>
<td>1.25</td>
<td>5</td>
<td>1.25</td>
</tr>
<tr>
<td>Duplexing</td>
<td>FDD</td>
<td>FDD</td>
<td>FDD</td>
<td>FDD</td>
</tr>
<tr>
<td>Multiplexing</td>
<td>TDMA</td>
<td>TDMA</td>
<td>WCDMA</td>
<td>TD-CDMA</td>
</tr>
<tr>
<td>Modulation</td>
<td>GMSK/8PSK</td>
<td>GMSK/8PSK</td>
<td>QPSK</td>
<td>QPSK/8PSK/16QAM</td>
</tr>
<tr>
<td>Coding</td>
<td>C</td>
<td>CTC</td>
<td>CTC</td>
<td>CTC</td>
</tr>
<tr>
<td>Maximum data rate (UL)</td>
<td>(UL) 0.04</td>
<td>(UL) 0.05</td>
<td>(UL) 0.14</td>
<td>(UL) 1.8</td>
</tr>
<tr>
<td>(Mbps)</td>
<td>(DL) 0.18</td>
<td>(DL) 0.38</td>
<td>(DL) 0.38</td>
<td>(DL) 3.1</td>
</tr>
</tbody>
</table>

1: Universal Mobile Telecommunications Systems R99
2: Evolution data optimized (EV-DO) REV A
3: No MIMO
GMSK: Gaussian minimum shift keying
QPSK: Quadrature phase shift keying
QAM: Quadrature amplitude modulation
TD-CDMA: Time division-synchronous CDMA
OFDMA: Orthogonal frequency division multiple access
SC-FDMA: Single carrier frequency division multiple access
CTC: Convolutional/Turbo coding
be taken in the RF chain design that should provide enough out-of-band rejection in the transceiver. This is accomplished using high-quality RF filters.

In TDD-based systems, the communication between the UE and the eNB is made in a simplex fashion, where one terminal is sending data and the other is receiving. With a short enough delay time, the operation might seem as if it was a simultaneous process. The amount of spectrum required for FDD and TDD is the same. Although FDD uses two bands of frequencies separated by a guard band, TDD uses a single band of frequency, but it needs twice as much bandwidth. Because TDD sends and receives data at different time slots, the antenna will be connected to the transmitter at one time and to the receiver chain at another. The presence of a high-quality, fast-operating RF switch is thus essential.

LTE FDD supports both full-duplex and half-duplex transmission. Table 11.2 shows the LTE frequency bands for FDD. There are 14 bands shown (out of 15 defined in [6], band 17 is not shown). The DL as well as the UL bands are presented with their respective channel numbers. The channel numbers are also identified as the evolved absolute radio frequency channel numbers (EARFCN). The carrier frequency in the DL and UL is calculated based on the assigned EARFCN from the eNB. Equations 11.1 and 11.2 relate the EARFCN to the carrier frequency used in megahertz.

\[
\begin{align*}
    f_{DL} &= f_{DL_{Low}} + 0.1(N_{DL} - N_{DL_{offset}}) \quad (11.1) \\
    f_{UL} &= f_{UL_{Low}} + 0.1(N_{UL} - N_{UL_{offset}}) \quad (11.2)
\end{align*}
\]

The offset value for the DL \((N_{DL_{offset}})\) and UL \((N_{UL_{offset}})\) are found from Tables 11.2 and 11.3 for FDD and TDD, respectively. The offset value is the starting value of the channel numbers for the specific band (i.e., for E-UTRA band 7, the \(N_{DL_{offset}}\) is 2750). The nominal channel spacing between two adjacent carriers will depend on the channel bandwidths, the deployment scenario, and the size of the frequency block available. This is calculated using the following:

\[
\text{Nominal channel spacing} = \frac{(BW_{\text{channel}_{-1}} + BW_{\text{channel}_{-2}})}{2} \quad (11.3)
\]

where \(BW_{\text{channel}_{-1}}\) and \(BW_{\text{channel}_{-2}}\) are the channel bandwidths of the two adjacent carriers. The FDD mode utilizes the frame structure Type 1 [4]. The frame duration is \(T_f = 307200 \times T_s = 10\) ms for both UL and DL. The sampling time \((T_s)\) is given by

\[
T_s = \frac{1}{15000 \times 2048}\ s
\]

The denominator of \(T_s\) comes from the OFDMA subcarrier spacing (15 kHz) and the number of fast fourier transform (FFT) points. Each Type 1 frame is divided into 10 equally sized subframes, each of which is in turn equally divided into two slots. Each slot consists of 12 subcarriers with 6-7 OFDMA symbols (called a resource block). Figure 11.3 shows the structure of a Type 1 radio frame for LTE in FDD mode.
Table 11.2 LTE FDD Frequency Bands and Channel Numbers

<table>
<thead>
<tr>
<th>E-UTRAN Band</th>
<th>Downlink (DL) (UE Receive, eNB Transmit)</th>
<th>Uplink (UL) (UE Transmit, eNB Receive)</th>
<th>Channel Numbers (N&lt;sub&gt;DL&lt;/sub&gt;)</th>
<th>Channel Numbers (N&lt;sub&gt;UL&lt;/sub&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>f&lt;sub&gt;DL,low&lt;/sub&gt; (MHz)</td>
<td>f&lt;sub&gt;DL,high&lt;/sub&gt; (MHz)</td>
<td>f&lt;sub&gt;UL,low&lt;/sub&gt; (MHz)</td>
<td>f&lt;sub&gt;UL,high&lt;/sub&gt; (MHz)</td>
</tr>
<tr>
<td>1</td>
<td>2110</td>
<td>2170</td>
<td>0—599</td>
<td>1920</td>
</tr>
<tr>
<td>2</td>
<td>1930</td>
<td>1990</td>
<td>600—1199</td>
<td>1850</td>
</tr>
<tr>
<td>3</td>
<td>1805</td>
<td>1880</td>
<td>1200—1949</td>
<td>1710</td>
</tr>
<tr>
<td>4</td>
<td>2110</td>
<td>2155</td>
<td>1950—2399</td>
<td>1710</td>
</tr>
<tr>
<td>5</td>
<td>869</td>
<td>894</td>
<td>2400—2649</td>
<td>824</td>
</tr>
<tr>
<td>6</td>
<td>875</td>
<td>885</td>
<td>2650—2749</td>
<td>830</td>
</tr>
<tr>
<td>7</td>
<td>2620</td>
<td>2690</td>
<td>2750—3449</td>
<td>2500</td>
</tr>
<tr>
<td>8</td>
<td>925</td>
<td>960</td>
<td>3450—3799</td>
<td>880</td>
</tr>
<tr>
<td>9</td>
<td>1844.9</td>
<td>1879.9</td>
<td>3800—4149</td>
<td>1749.9</td>
</tr>
<tr>
<td>10</td>
<td>2110</td>
<td>2170</td>
<td>4150—4749</td>
<td>1710</td>
</tr>
<tr>
<td>11</td>
<td>1475.9</td>
<td>1500.9</td>
<td>4750—4999</td>
<td>1427.9</td>
</tr>
<tr>
<td>12</td>
<td>728</td>
<td>746</td>
<td>5000—5179</td>
<td>698</td>
</tr>
<tr>
<td>13</td>
<td>746</td>
<td>756</td>
<td>5180—5279</td>
<td>777</td>
</tr>
<tr>
<td>14</td>
<td>758</td>
<td>768</td>
<td>5280—5379</td>
<td>788</td>
</tr>
</tbody>
</table>
Table 11.3  LTE TDD Frequency Bands and Channel Numbers

<table>
<thead>
<tr>
<th>E-UTRAN Band</th>
<th>Downlink (DL) (UE Receive, eNB Transmit) Channel Numbers (N_{DL})</th>
<th>Uplink (UL) (UE Transmit, eNB Receive) Channel Numbers (N_{UL})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>f_{DL,low} (MHz)</td>
<td>f_{DL,high} (MHz)</td>
</tr>
<tr>
<td>33</td>
<td>1900</td>
<td>1920</td>
</tr>
<tr>
<td>34</td>
<td>2010</td>
<td>2025</td>
</tr>
<tr>
<td>35</td>
<td>1850</td>
<td>1910</td>
</tr>
<tr>
<td>36</td>
<td>1930</td>
<td>1990</td>
</tr>
<tr>
<td>37</td>
<td>1910</td>
<td>1930</td>
</tr>
<tr>
<td>38</td>
<td>2570</td>
<td>2620</td>
</tr>
<tr>
<td>39</td>
<td>1880</td>
<td>1920</td>
</tr>
<tr>
<td>40</td>
<td>2300</td>
<td>2400</td>
</tr>
</tbody>
</table>
For the TDD mode of operation, the frequency bands used and their respective channel numbers are illustrated in Table 11.3. There are 8 bands in TDD mode. Frame structure Type 2 is used for TDD duplexing. Each radio frame is 10 ms long. The frame consists of two 5-ms subframes. Each subframe is in turn divided into eight 1.5 ms slots and three special fields: downlink pilot time slot (DwPTS), guard period (GP), and uplink pilot time slot (UpPTS). The length of the combined three fields is 1 ms. Figure 11.4 shows the structure of a Type 2 radio frame.

11.3.1 LTE Physical Channels

The following physical channels are used in the LTE architecture [4]:

- **Physical Broadcast Channel (PBCH):** The transport blocks are mapped into four subframes within a 40-ms interval and then decoded with no special signaling. This channel is used for correcting mobile frequencies, control channel structure, frame synchronization, and the like.

- **Physical Control Format Indicator Channel (PCFICH):** This channel is transmitted in every subframe and indicates the number of OFDMA symbols used for the PDCCH.

- **Physical Downlink Control Channel (PDCCH):** This channel carries the uplink scheduling information and informs the UE about resource
Three main procedures are given to the physical layer: cell search, power control, and link adaptation. In cell search, the DL synchronization and reference signals are tracked to acquire frequency and time synchronization, as well as the cell ID. Power control is used to control the output power spectral density from the UE. Finally, link adaptation will decide which modulation and coding schemes (bearers) are to be used based on the performed channel measurements and data coming from the eNB.

The physical layer maps the physical channels to transport channels for layer-2 processing. Layer-2 is divided into three sublayers: medium access control (MAC), radio link control (RLC), and packet data convergence protocol (PDCP). The MAC sublayer is responsible for mapping between transport and logical channels, scheduling reporting, error correction, priority handling, and padding. The RLC sublayer performs ARQ error correction, RLC reestablishment, passing protocol data units (PDUs) to upper layers and concatenation, segmentation, and reassembly of service data units (SDUs). The PDCP is responsible for header compression, ciphering and deciphering, data transfer, and PDU/SDU delivery [4].

11.3.2 Coding, Modulation, and Multiplexing

There are two levels of coding: source coding and channel coding. The former is used for data compression and the latter is used to minimize channel effects on transmitted symbols. Convolutional turbo coding (CTC) channel coding is used in LTE equipment. It has proven to enhance data transmission in complex fading channels. The coded blocks are then scrambled using a length 31 gold code (GC) sequence. Initialization on the sequence generator is made at the beginning of every frame. A GC sequence generator can be implemented using a linear feedback shift register (LFSR). A block of bits to be transmitted on the PBCH consists of 1920 bits with normal cyclic prefix (CP) is denoted by \( b \). This block has to be scrambled with a cell-specific sequence prior to modulation. Let the GC sequence for this
cell be denoted by $C$. The scrambling process is made according to Equation 11.4 [7, 8]:

$$\tilde{b}(i) = b(i) \oplus C(i)$$

(11.4)

where $\oplus$ is the module-2 addition operator. To combat bursty channel errors in a multipath environment, the coded data is interleaved in such a way that the bursty channel is transformed into a channel with independent errors. Interleaving will spread the bursty errors in time so that they would appear independent of each other and then conventional error correcting mechanisms can be used to correct such errors. For more on interleaving and coding, please refer to [1, 9].

Linear modulation schemes are used in LTE. $M$-ary digital modulation is utilized since the bit rate used is higher than the channel bandwidth assigned (300 Mbps data rate in a 20-MHz bandwidth). The modulation scheme is determined depending on the channel characteristics. In bad channel conditions, a low constellation modulation scheme is used, which is QPSK. Here, two bits are encoded into a single word (phase) for transmission. The 16-QAM and 64-QAM modulation schemes are used in better channel conditions, and the data are mapped into both phase and amplitude changes on the carrier frequency. The signal constellation of a QAM modulation consists of a square grid. The modulated signals contain a level based on the number of bits used. For 16-QAM, every 4 bits are given a signal value from the 16-level constellation. Figure 11.5 shows the difference between the QPSK and the 16-QAM signal constellations [7]. A 64-QAM modulation scheme follows that of the 16-QAM but instead encodes 6-bits into one signal level/phase compared to 4-bits in 16-QAM.

![Figure 11.5 QPSK and 16-QAM signal constellations, gray coded. (From 3GPP TS 36.211, V8.4.0, E-UTRA “Physical Channels and Modulation,” September 2008.) © 2008. 3GPP™.](image-url)
In LTE, adaptive modulation and coding (AMC) is implemented on the UL/DL streams according to channel conditions. Thus, the modulation scheme as well as the coding scheme are changed automatically for best transmission performance for the given channel conditions. Multicarrier multiplexing is attractive because a frequency-selective channel would appear as a flat-fading one for individual orthogonal carriers (subcarriers). Thus compensation for channel impairments would become easier to realize in hardware [1,9]. Two multiplexing schemes are used in the LTE architecture. OFDMA is used for the downlink and SC-FDMA is used for the uplink. Figure 11.6 shows a block diagram for a SC-OFDMA transceiver and the modification required to obtain that of an OFDMA [7].

CP is needed to overcome inter-symbol interference (ISI) that is introduced on the data by the wireless channel. The cyclic bit extension (adding a copy of the last data portion of the OFDMA symbol to the beginning of it instead of a guard band) to the FFT output adds a guard interval to the data to be transmitted.

In a typical OFDMA system block diagram (Figure 11.6), the serial input binary data is converted into a parallel (S/P) stream that is mapped into a complex constellation (modulation and coding) before being formatted for subcarrier mapping through an IFFT operation. This process is followed by the addition of a CP before being passed to a digital-to-analog converter (DAC). The data are then passed to the RF part and the antenna elements (in case if more than 1 is used, i.e., MIMO). In the receiver, the opposite sequence of operations is followed with the use of an FFT processor. A SC-FDMA system includes an extra FFT/IFFT operation in the transmitter/receiver, respectively. The size of the former FFT/IFFT processor is less than the latter one ($M > N$). This change in the signal chain of the system diagram gives several advantages of SC-FDMA over OFDMA. The major advantage of using SC-FDMA over OFDMA is the lower peak-to-average power ratio (PAPR) that minimizes problems to power amplifiers within the terminals. Thus, although the SC-FDMA will entail more signal processing complexity (which can be handled with today’s DSP), it will allow the creation of cheaper UE (RF portion is still relatively expensive) and a better link budget because a lower PARP is achieved [10]. OFDMA is discussed in detail in [9,11].
11.4 Cell Planning

The aim of the cell planning engineer is to establish the proper radio network in terms of service coverage, QoS, capacity, cost, frequency use, equipment deployment, and performance. In order to plan a cellular radio network, the designer has to identify specifications, study the area under consideration and create a database with geographic information (GIS), analyze the population in the service area, create models (i.e., cell types, IDs, locations, etc.), and perform simulations and analysis using proper propagation scenarios and tools. Afterward, simulation and coverage results are analyzed, followed by cell deployment and drive testing. The results of field measurements are compared against the simulation model results, and the model is tuned for performance optimization. Each of the aforementioned stages in turn consist of a number of steps that need to be performed.

11.4.1 Coverage

Coverage planning is an important step in deploying a cellular network. This process includes the selection of the proper propagation model based on the area’s terrain, clutter, and population. Propagation models (empirical models) are too simplistic to predict the signal propagation behavior in an accurate fashion; they provide us with some relatively good accuracy of how things would behave. Field measurements are the most accurate in predicting radio coverage in a certain area. For example, in buildings coverage will add about 16 to 20 dB of extra signal loss, and inside vehicle ones can increase the loss by an extra 3 to 6 dB [1].

Engineers rely on prediction tools to study and analyze the performance of the network for a geographic area via its coverage. In LTE, the air interface and radio signal electronics are going to be different than those already deployed (in terms of multiplexing, AMC, and MIMO capability for both the UE and eNB). Modeling and simulation using some current RF planning tools (i.e., Atoll [12]) for LTE cells will give a good idea about the coverage performance of a certain grid within a specific area. Based on the simulations made, the planning engineer would change eNB locations, add more towers, replace antenna types, add more sectors to some towers, and so on.

Most cells are designed to be hexagonal in theory; in reality, this is not the case, as several factors affect the location selection decision (political, humanitarian, economical). Figure 11.7 shows simulated signal power levels (color coded) of four LTE RF cells in downtown Brussels, Belgium. Note the description of one of the sites where the frequency band and bandwidth are shown along with the RF equipment characteristics: antenna parameters, tower-mounted amplifier (TMA) characteristics, and feeder loss. This information is to be used in the link budget as well (Section 11.5.4).

11.4.2 Cell IDs

For LTE cells, the eNB antenna is 45 m tall in rural areas and 30 m tall in urban areas. Typically eNBs (or sites) in a macrocellular deployment are placed on a hexagonal
Figure 11.7  Atoll coverage example in downtown Brussels.
grid with an intersite distance of $3 \times R$, where $R = 500$ m is the cell radius. Each eNB has three sectors with an antenna placed at each sector. In a multioperator cellular layout, identical cell layouts for each network shall be applied, with second network sites located at first network cell edges [13].

In an LTE system, the same carrier frequency is used, and thus the system relies on scrambling and pseudo-noise (PN) codes to distinguish between users and sites as well as to establish synchronization between the UE and eNB. A cell ID and scrambling code is to be given to each site. There are 504 unique cell IDs that can be used within the LTE physical layer. These IDs are grouped into three 168 groups, each group contains three identities. The cell ID is found from:

$$N_{\text{cell}} = 3 N_G + N_{ID}$$

(11.5)

where $N_G \in [0, 167]$ is the physical layer cell group ID, and $N_{ID} \in [0, 2]$ is the identification number within the group. $N_{ID}$ is also used to pick one of the 64 Zandoff-Chu scrambling codes used for the primary and secondary synchronization channels (reference channels). A Zandoff-Chu sequence is a complex-orthogonal sequence that is used to give unique signatures to radio signals. Orthogonal codes are used to distinguish between radio transmissions and thus distinguish between surrounding eNBs. In UMTS, Walsh codes were used for this purpose. In LTE, Zandoff-Chu sequences are used. These give rise to constant amplitude radio signal after the scrambling process. A root Zandoff-Chu sequence can be found using:

$$d_u(n) = e^{-j \frac{\pi u n (n+1)}{N_{zc}}}$$

(11.6)

where, $N_{zc} = 63$ in LTE, and $0 \leq n \leq N_{zc}$; the root index $u$ is related to $N_{ID}$. In the UE, GC sequences with different shifts are used based on the subscriber identity and the physical channel type [8].

For cell ID and scrambling code planning, several strategies exist based on minimum reuse distance, domain constraints, minimum $E_c/I_0$ levels, number of codes per cluster, etc. Several automatic scrambling code planning algorithms exist within RF planning packages that can be used as well. The fact that there are plenty of cell IDs that can be used allows for a large pool of sequences and thus a larger area between similar reused sequences. Some of these strategies are [12, 14]:

- **Cluster Reuse-Based Method**: This method assigns code sets according to a code set reuse pattern that is predefined (i.e., 13 cell clusters). Then, based on the propagation loss exponent and the processing gain of the radio scheme, the minimum reuse distance is found.

- **Graph Optimization Technique**: In this method, heuristic algorithms are used to assign cell IDs and scrambling codes by minimizing the number of sets to be used based on an optimization criteria. The algorithm first finds the inter-cell distances, and then starts automatic code assignments based on the optimization criteria and their priorities.
Distributed Per-cell/Per-site: In the per-cell strategy, the pool of codes is distributed among as many cells as possible, thus increasing the minimum reuse distance. The distribution per site allocates a group of different codes to adjacent sites, and from these groups, one code per transmitter is assigned.

11.4.3 Cell Types

Third-generation cellular networks utilize three cell types: macro, micro, and pico based on their coverage area and user capacity [15]. In LTE as well as WiMAX, a fourth type is introduced to serve a single household—femtocell. According to [16], these four cell types are defined as:

- **Macrocells**: The largest cell types that cover areas in kilometers. These eNBs can serve thousands of users simultaneously. They are very expensive due to their high installation costs (cabinet, feeders, large antennas, 30–50 m towers, etc). The cells have three sectors and constitute the heart of the cellular network. Their transmitting power levels are very high (5–40 W).

- **Microcells**: Provide a smaller coverage area than macrocells, and are added to improve coverage in dense urban areas. They serve hundreds of users and have lower installation costs than macrocells. You can find them on the roofs of buildings, and they can have three sectors as well, but without the tower structure. They transmit several watts of power.

- **Picocells**: Used to provide enhanced coverage in an office like environment. They can serve tens of users and provide higher data rates for the covered area. The 3G networks use picocells to provide the anticipated high data rates. They have a much smaller form factor than microcells and are even cheaper. Their power levels are in the range of 20 to 30 dBm.

- **Femtocells**: Introduced for use with 4G systems (LTE and WiMAX). They are extremely cheap and serve a single house/small office. Their serving capacity does not exceed 10 users, with power levels less than 20 dBm. A femtocell will provide a very high DL and UL data rates, and thus provide multi-Mbps per user, thus accomplishing MAGIC (see Section 11.1, Introduction).

11.4.4 Multiple-Input Multiple-Output Systems (MIMO)

MIMO systems are one of the major enabling technologies for LTE. They will allow higher data rate transmission through the use of multiple antennas at the receiver/transmitter. Let the number of transmitting antennas be $M_T$ and the number of receiving antennas be $N_R$ where $N_R \geq M_T$.

In a single-input single-output system (SISO)—used in current cellular systems, 3G and 3.5G—the maximum channel capacity is given by the Shannon-Hartley relationship:

$$ C \approx B \times \log_2(1 + SNR_{avg}) $$  \hspace{1cm} (11.7)
where $C$ is the channel capacity in bits per second (bps), $B$ is the channel bandwidth in Hz, and $SNR_{\text{avg}}$ is the average signal-to-noise ratio at the receiver. In the SISO case, $M_T = N_R = 1$. In a MIMO case, the channel capacity becomes [1]:

$$C \approx B \times \log_2(1 + M_T \times N_R \times SNR_{\text{avg}})$$  \hspace{1cm} (11.8)

thus obtaining an $M_T N_T$ fold increase in the average SNR and increasing channel capacity. If $N_R \geq M_T$, we can send different signals within the same bandwidth and still decode them correctly at their corresponding receivers. For each channel (transmitter-receiver), its capacity will be given as:

$$C_{\text{single-CH}} \approx B \times \log_2 \left( 1 + \frac{N_R}{M_T} \times SNR_{\text{avg}} \right)$$  \hspace{1cm} (11.9)

In the same bandwidth, we will have $M_T$ dedicated channels ($M_T$ transmitting antennas), resulting in an $M_T$-fold increase in capacity:

$$C \approx M_T B \times \log_2 \left( 1 + \frac{N_R}{M_T} \times SNR_{\text{avg}} \right)$$  \hspace{1cm} (11.10)

Hence, with respect to the transmitting antennas we obtain a linear increase in the system capacity. It is very important in a MIMO system to identify the correlation matrices between the transmit/receive antennas, as well as the channel propagation conditions. Based on the transmit ($M_T$) and receive ($N_R$) number of antennas, a correlation matrix of $M_T \times N_R$ will be obtained. As an example, the spatial correlation matrix, $R_{\text{spatial}}$ for a $2 \times 2$ MIMO system is given by:

$$R_{\text{spatial}} = R_{\text{eNB}} \bigotimes R_{\text{UE}} = \begin{bmatrix} 1 & \alpha \\ \alpha^* & 1 \end{bmatrix} \bigotimes \begin{bmatrix} 1 & \beta \\ \beta^* & 1 \end{bmatrix} = \begin{bmatrix} 1 & \beta & \alpha & \alpha \beta \\ \beta^* & 1 & \alpha \beta^* & \alpha \\ \alpha^* & \alpha \beta^* & 1 & \beta \\ \alpha^* \beta^* & \alpha^* & \beta^* & 1 \end{bmatrix}$$  \hspace{1cm} (11.11)

where $\bigotimes$ is the Kronecker product operator, and $R_{\text{eNB}}$ and $R_{\text{UE}}$ are the eNB and UE correlation matrices, respectively. The other combinations of $1 \times 2$, $2 \times 4$, and $4 \times 4$ are listed in [6]. Values for $\alpha$ and $\beta$ depend on the environment under consideration as defined by the standard. $\alpha$ can take one of the values in $(0, 0.3, 0.9)$, whereas $\beta$ can be one of the values $(0, 0.9, 0.9)$ for the slow-, medium- and high-delay spread environments, respectively. Figure 11.8 shows a simplified MIMO system block diagram.
11.4.5 Diversity

For MIMO-based systems, different kinds of diversity techniques are used. MIMO-based diversity systems can be described as follows [12]:

- **Transmit Diversity**: The signal to be transmitted is forwarded and sent over all antennas, the same signal that is sent on all transmit antennas reaches the receiver, and the combined signal level will be higher if only one transmit antenna was used, making it more interference resistant. Transmit diversity will increase the carrier-to-interference plus noise ratio (CINR) level, and is used at cell locations with low CINR (i.e., further from eNB toward the cell edges).

- **Spatial Multiplexing**: Different signals are passed to different transmit antennas in this diversity technique. If the transmit terminal has $M$ antennas and the receive terminal had $N$ antennas, the throughput through the transmit-receiver link can be increased by $\min(M, N)$. This diversity technique will increase the channel throughput provided that good CINR levels exist.

- **Adaptive MIMO Switching**: This technique allows switching between transmit diversity and spatial multiplexing based on the environment conditions. If the CINR exceeds a certain threshold, spatial multiplexing is chosen to provide the user with higher throughput. On the other hand, if CINR is below the defined threshold, transmit diversity is picked to improve user reception by choosing to operate at a lower throughput.

11.4.6 Antenna Arrays

Antenna arrays are used to provide directional radiation characteristics and higher gain to the transmitted/received signal. The outputs of individual antenna elements within the array are combined to provide a certain desired radiation pattern and gain. The more directional the antenna array, the narrower the half power beam.
width becomes. Relationships between these parameters are of importance to the antenna design engineer and is found in [17]. Another important parameter for cellular antennas is their polarity. Vertical polarization is used in cellular systems.

The eNB antenna gain within a macrocell in urban and rural areas is to be between 12 and 15 dBi, including the feeder losses within the bands of operation. These gain values are important in formulating the RF link budget of the system and in determining the coverage power levels. The antenna radiation pattern to be used for each sector within the three-sector cell site is given by [13]

\[
A(\theta) = -\min \left[ 12 \left( \frac{\theta}{\theta_{3dB}} \right)^2 , A_m \right]
\]  

(11.12)

where \(\theta_{3dB}\) is the 3-dB (half power) beam width; in this case, it is 65°, \(-180° \leq \theta \leq 180°\), and \(A_m\) is the maximum attenuation of 20 dB between the main lobe and the highest side lobe in the antenna gain pattern. The UE does not have such a directional pattern and will use an omnidirectional antenna for UL, whereas it will have the option of using one, two, or four antennas for downlinking. It is believed that the first UE prototypes are to have two antennas. Such antennas will have omnidirectional radiation patterns to receive as much signal power as possible. Its gain is assumed to be 0 dBi.

With proper use of adaptive techniques, the weighting of signal levels coming out of each antenna element with optimized coefficients gives better signal-to-noise ratio (SNR), interference reduction, and source signal tracking. This is called antenna beam forming (BF). If BF is utilized, the eNB antenna array can keep the main lobe in the direction of the UE, thus providing maximum antenna gain. This means higher SNR (CINR) levels, and thus better throughput and higher data transmission rates. Five predefined angles for BF have been suggested \([0°, 30°, 45°, 60°, 70°]\) along with their image (negative) angles. The weights for the antenna array can be stored in a lookup table in the antenna electronics, or can be achieved using an RF butler matrix.

### 11.5 Propagation Modeling

In wireless communications, a multipath channel is the one that describes the medium between the UE and the eNB. A multipath channel is characterized by the delay profile that is characterized by the RMS delay spread and the maximum delay spanned by the tapped-delay-line taps, along with the Doppler spread. Four environments are defined for LTE: extended pedestrian (low delay profile), extended vehicular (medium delay profile), extended typical urban (high delay spread), and the high-speed train (nonfading). This section presents the four propagation scenarios supported in the LTE standard, followed by the propagation channel models used. Statistical and deterministic channel modeling is presented. Creation of the LTE link budget is discussed as well.
11.5.1 Propagation Environments

Multipath channel characteristics can be described by a combination of a delay spread profile, the Doppler spectrum, and the effect of multiple antennas in a MIMO system through the use of correlation matrices. The delay spread profile can be modeled as a tapped delay line with predefined delay elements and relative power contributions. There are four propagation scenarios in LTE [6]:

1. **Extended Pedestrian A Model**: This model covers walking users with speeds up to 3 km/h. The tapped delay line model consists of 7-taps with delays $\in [0, 30, 70, 90, 110, 190, 410]$ ns, and relative power $\in [0.0, -1.0, -2.0, -3.0, -8.0, -17.2, -20.8]$ dB. The maximum Doppler shift is 5 Hz.

2. **Extended Vehicular A Model**: This model covers moving vehicles with speeds up to 50 km/h. The model consists of 9-taps with delays $\in [0, 30, 150, 310, 370, 710, 1090, 1730, 2510]$ ns and relative power $\in [0.0, -1.5, -1.4, -3.6, -0.6, -9.1, -7.0, -12.0, -16.9]$ dB. The maximum Doppler shift is between 5 and 70 Hz.

3. **Extended Typical Urban Model**: This model covers moving vehicles with speeds up to 90 km/h. The model consists of 9-taps with delays $\in [0, 50, 120, 200, 230, 500, 1600, 2300, 5000]$ ns and relative power $\in [-1.0, -1.0, -1.0, 0.0, 0.0, 0.0, -3.0, -5.0, -7.0]$ dB. The maximum Doppler shift is between 70 and 300 Hz.

4. **High-Speed Train**: This model covers train users with speeds of 300 km/h. This is considered a nonfading model with a 1-tap delay line. The maximum Doppler shift is 750 Hz.

11.5.2 Empirical/Statistical Path Loss Models

Path loss models are important in the RF planning phase to be able to predict coverage and link budget among other important performance parameters. These models are based on the frequency band, type of deployment area (urban, rural, suburban, etc.), and type of application. Two path loss models for macro/microcell propagation are listed in [13] that are accurate if used beyond 100 m distances from the site for both urban and rural areas. Table 11.4 lists the most widely used propagation models in current cellular systems. Most of these models are a fusion of empirical formulas extracted from field measurements and some statistical prediction models. Three of the listed models that will be used in LTE are discussed in detail in the rest of this section.

11.5.2.1 Okumura-Hata

The Okumura-Hata model is a widely used wireless cellular propagation model that can predict channel behavior in the 150 to 2200 MHz range. It covers distances from 1 to 20 km. The model has three environment formulas:
Table 11.4 Commonly used Wireless Channel Propagation Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Frequency (MHz)</th>
<th>Recommended use</th>
</tr>
</thead>
<tbody>
<tr>
<td>COST-231</td>
<td>800–2000</td>
<td>0.02 &lt; d &lt; 5 km, UMTS, GSM1800, LTE</td>
</tr>
<tr>
<td>Erceg-Greenstein</td>
<td>1900–6000</td>
<td>0.1 &lt; d &lt; 8 km, Fixed WiMAX</td>
</tr>
<tr>
<td>IMT-2000</td>
<td>800–2800</td>
<td>Indoor office, vehicular, outdoor to indoor</td>
</tr>
<tr>
<td>ITU-526</td>
<td>30–1000</td>
<td>Fixed receivers</td>
</tr>
<tr>
<td>ITU-529</td>
<td>300–1500</td>
<td>1 &lt; d &lt; 100 km, GSM900, CDMA2000, LTE</td>
</tr>
<tr>
<td>Okumura-Hata</td>
<td>150–2200</td>
<td>1 &lt; d &lt; 20 km, GSM900, CDMA2000, LTE</td>
</tr>
<tr>
<td>WLL</td>
<td>30–10000</td>
<td>Fixed receivers, Microwave Links, WiMAX</td>
</tr>
</tbody>
</table>

IMT: International Mobile Telecommunication
ITU: International Telecommunication Union
WLL: Wireless Local Loop

Typical Urban:

\[
L_{P(\text{urban})} = 69.55 + 26.16 \log(f_c) + [44.9 - 6.55 \log(h_{BS})] \log(d) - 13.82 \log(h_{BS}) - a(h_{UE}) \quad \text{dB} \tag{11.13}
\]

where \( f_c \) is the carrier frequency \( 400 \leq f_c \leq 2200 \) MHz, \( h_{BS} \in [30, 200] \) m and \( h_{UE} \in [1, 10] \) m are the base station and mobile station heights, respectively, \( d \in [1, 20] \) km is the distance between the BS and UE, and \( a(h_{UE}) \) is the UE antenna height correction factor. For \( f_c \geq 400 \) MHz, \( a(h_{UE}) \) given by:

\[
a(h_{UE}) = \begin{cases} 3.2[\log(11.75h_{UE})]^2 - 4.97 & \text{Dense urban} \\ [1.1\log(f_c) - 0.7]h_{UE} - [1.56\log(f_c) - 0.8] & \text{Urban} \end{cases} \tag{11.14}
\]

Typical Suburban:

\[
L_{P(\text{suburban})} = L_{P(\text{urban})} - 2 \left[ \log \left( \frac{f_c}{28} \right)^2 - 5.4 \right] \quad \text{dB} \tag{11.15}
\]

Rural:

\[
L_{P(\text{rural})} = L_{P(\text{urban})} + 18.33 \log(f_c) - 4.78[\log(f_c)]^2 - 40.94 \quad \text{dB} \tag{11.16}
\]
11.5.2.2 COST-231

Cooperation in science and technology (COST-231) is one of the models anticipated to be used for LTE channel prediction. It covers frequencies from 800 to 2000 MHz, and distances from the BS starting at 20 m and up to 5 km. It is widely used in Europe for the GSM 1800-MHz system. The model is valid for $h_{BS} \in [4, 50]$ m and $h_{UE} \in [1, 3]$ m. The path loss formula is given by:

$$L_P = 32.4 + 20\log(d) + 20\log(f_c) + L_m + L_{m}$$ (11.17)

where $L_m$ and $L_m$ are the rooftop to street diffraction and scatter factor and multi-screen loss, respectively. The formulas for these two factors are given by:

$$L_m = 10\log(f_c) + 20\log(hr - h_{UE}) + L_{\phi} - 10\log(W) - 16.9 \text{ dB}$$ (11.18)

$$L_{m} = L_{BS2B} + K_a + K_d\log(d) + K_f\log(f_c) - 9\log(b)$$ (11.19)

where, $h_r$ is the average building height, $W$ is the street width, $b$ is the distance between adjacent buildings, $L_{\phi}$ is the loss due to the incident angle relative to the street, and $L_{BS2B}$ is the loss factor due to the difference between the BS and average building height. The various relationships are given by (all in dB)

$$L_{\phi} = \begin{cases} 
-10 + 0.354\phi, & 0 \leq \phi \leq 35^\circ; \\
2.5 + 0.075(\phi - 35), & 35 \leq \phi \leq 55^\circ; \\
4 - 0.114(\phi - 55), & 55 \leq \phi \leq 90^\circ.
\end{cases}$$ (11.20)

$$L_{BS2B} = \begin{cases} 
-18\log(11 + h_{BS} - h_r), & h_{BS} \geq h_r; \\
0, & h_{BS} < h_r.
\end{cases}$$ (11.21)

$$K_a = \begin{cases} 
54, & h_{BS} > h_r; \\
54 - 0.8h_{BS}, & d \geq 500m, h_{BS} \leq h_r; \\
54 - 0.8h_{BS} \left( \frac{d}{500} \right), & d < 500m, h_{BS} \leq h_r.
\end{cases}$$ (11.22)

$$K_d = \begin{cases} 
18, & h_{BS} < h_r; \\
18 - \frac{15(h_{BS} - h_r)}{h_{BS} - h_r}, & h_{BS} \geq h_r.
\end{cases}$$ (11.23)

$$K_f = \begin{cases} 
4 + 0.7 \left( \frac{f_c}{925} - 1 \right), & \text{midsize city/suburban}; \\
4 + 1.5 \left( \frac{f_c}{925} - 1 \right), & \text{metro area}.
\end{cases}$$ (11.24)
11.5.2.3 IMT-2000

International mobile telecommunications (IMT-2000) is the standard that includes the system requirements for 3G-based cellular systems from which UMTS is derived. This standard has the following several propagating environment models for outdoor and indoor channels [1]:

- **Indoor Environment**: This model covers indoor scenarios with small cells and low transmit power levels. It is suitable for RMS delay spread values of 35 to 460 ns. It uses a log-normal shadowing with a 12-dB standard deviation. The path loss is given by:

\[
L_{P_{\text{indoor}}} = 37 + 30\log(d) + 18.3n[\frac{d}{n+0.46}]\ dB \quad (11.25)
\]

where \(d\) is the distance between the transmitter and receiver stations, and \(n\) is the number of floors.

- **Pedestrian and Outdoor-to-Indoor Environment**: The model uses small cells, with low transmit power levels, and RMS delay spread of 100 to 800 ns. It covers only nonline of sight (NLOS) scenarios, and utilizes a log-normal shadowing with a 10-dB standard deviation. The path loss is given by:

\[
L_{P_{\text{ped-out2in}}} = 40\log(d) + 30\log(f_c) + 49 \ dB \quad (11.26)
\]

- **Vehicular Environment**: The model covers large cells and higher transmit power levels, with an RMS delay spread of 4 to 12 μs. A log-normal shadowing with a 10-dB standard deviation is used. The path loss formula is given by:

\[
L_{P_{\text{vehicle}}} = 40 \left(1 - 4 \times 10^{-2}\Delta h_{BS}\right)\log(d) - 18\log(\Delta h_{BS}) + 21\log(f_c) + 80 \ dB \quad (11.27)
\]

where \(\Delta h_{BS}\) is the BS antenna height measured from the average rooftop level of the vehicle in meters.

11.5.3 Deterministic Path Loss Models

The previous section discussed three of the most widely used empirical/statistical path loss models used in 3G models that will also be used in LTE. These models are derived from extensive measurement scenarios from which the wireless channel is described by probability functions of statistical parameters. Empirical/statistical models provide general results. Another group is based on deterministic channel modeling. The channel characteristics are obtained by tracing the reflected, diffracted, and scattered rays based on a specific geometry with a database what includes the sizes of the physical objects and their material properties. Deterministic models have the advantage of
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providing very accurate, site-specific results that are reproducible. However, they suffer from the need of more model specific data and computation time [18–20].

Three-dimensional (3D) ray tracing is a deterministic channel modeling method that has proven to give good accuracy for indoor MIMO channels [19]. It is based on the combination of geometrical optics and the uniform theory of diffraction (GO/UTD). After specifying transmitter and receiver locations, a shouting-and-bouncing algorithm is used to obtain the electric field \( \vec{E} \) (amplitude, phase, polarization, direction of departure (DOD), direction of arrival (DOA), delay spread, etc.) from the \( i \)th transmitter antenna to the \( j \)th receiver antenna. The path loss can be found [20] as follows:

\[
L_j = 20 \log \left( \frac{\lambda}{4\pi \frac{|\vec{E}_T|}{|\vec{E}_0|}} \right) \tag{11.28}
\]

\[
\vec{E}_T = \sqrt{\sum_{i=1}^{n} \vec{E}_i^2} \tag{11.29}
\]

where \( \vec{E}_T \) is the total received electric field, \( n \) is the number of received rays (paths), \( \vec{E}_0 \) is the transmitted electric field, and \( L_j \) is the \( j \)th receiver antenna. Because 3D ray tracing will provide all the parameter values of the propagating signal for a transmitter/receiver path, the channel impulse response can be constructed and used to predict other channel effects on the transmitted waveform.

### 11.5.4 Link Budget

The fact that the LTE radio channel is adaptive according to channel variations as well as having the option of using MIMO at the UE and eNB makes the link budget formulation dynamic as well. The channel bandwidth and the measurements made at the UE and eNB also vary the noise density. A link budget is formed by specifying the power levels from the output of the transmitter module right before the antenna feeders, through the antenna, passing the wireless channel (fading, diffraction, shadowing, interference, noise), to the receiving antenna, feeders, and finally the input point of the receiver module.

In a spread-spectrum based communication system, the spreading of the data introduces an extra gain called the processing gain. The value of the processing gain is given by

\[
G_P = \frac{R_{\text{code}}}{R_{\text{data}}} \tag{11.32}
\]

where \( R_{\text{code}} \) is the code sequence chipping rate, and \( R_{\text{data}} \) is the data rate of the transmitted signal. The processing gain should be included in the link budget calculation. The geometry factor (G-factor), which describes the desired signal levels to inter-/intra-cell interference plus noise, should also be accounted for in the link budget (same as the CINR). Table 11.5 presents the minimum specified transmit and receive power levels for the UE and eNB in FDD mode of operation. These levels depend on the E-UTRA band of operation as
Table 11.5 Power Levels for Link Budget, UE, and BS in FDD Mode

<table>
<thead>
<tr>
<th></th>
<th>UE</th>
<th>BS</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transmit</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum Transmit Power</td>
<td>23</td>
<td>43</td>
<td>dBm</td>
</tr>
<tr>
<td>Cable/Interconnect Losses</td>
<td>0.5–2</td>
<td>0.5–2</td>
<td>dB</td>
</tr>
<tr>
<td>Noise Figure</td>
<td>9</td>
<td>5</td>
<td>dB</td>
</tr>
<tr>
<td>Antenna Again</td>
<td>0</td>
<td>12–15</td>
<td>dB</td>
</tr>
<tr>
<td><strong>Receive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antenna Gain</td>
<td>0</td>
<td>12–15</td>
<td>dB</td>
</tr>
<tr>
<td>Noise Figure</td>
<td>9</td>
<td>5</td>
<td>dB</td>
</tr>
<tr>
<td>Cable/Interconnect Losses</td>
<td>0.5–2</td>
<td>0.5–2</td>
<td>dB</td>
</tr>
<tr>
<td>Sensitivity (min, BW = 10 MHz)</td>
<td>−94</td>
<td>−101.5</td>
<td>dBm</td>
</tr>
</tbody>
</table>

The reference sensitivity is the minimum mean power applied to the antenna ports at which throughput shall meet the minimum requirements for the specified channel. For QPSK transmission, sensitivity is based on ≥95% throughput level from the absolute maximum. No MIMO gain is shown in the table, and the output powers are based on the active ON state of the UE/eNB. For other levels and modes of operation, refer to [6, 13, 21].

Table 11.6 shows a simple link budget calculation for a 64 Kbps UL with the use of the operating BW and modulation scheme. The reference sensitivity is the minimum mean power applied to the antenna ports at which throughput shall meet the minimum requirements for the specified channel. For QPSK transmission, sensitivity is based on ≥95% throughput level from the absolute maximum. No MIMO gain is shown in the table, and the output powers are based on the active ON state of the UE/eNB. For other levels and modes of operation, refer to [6, 13, 21].

Table 11.6 Sample UL Budget for Four Resource Blocks with 720 KHz BW and 128 Kbps Operation, FDD Model

<table>
<thead>
<tr>
<th></th>
<th>UE</th>
<th>BS</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Max. transmit power</td>
<td>23</td>
<td>dBm</td>
<td>dB</td>
</tr>
<tr>
<td>b. Cable losses</td>
<td>0.5–2</td>
<td>dB</td>
<td>dB</td>
</tr>
<tr>
<td>c. Body loss</td>
<td>0</td>
<td>dB</td>
<td>dB</td>
</tr>
<tr>
<td>d. Antenna again</td>
<td>0</td>
<td>dB</td>
<td>dB</td>
</tr>
<tr>
<td>e. EIRP</td>
<td>21</td>
<td>dBm, (a – b – c + d)</td>
<td>dB</td>
</tr>
<tr>
<td>f. Antenna gain</td>
<td>15</td>
<td>dBi</td>
<td></td>
</tr>
<tr>
<td>g. Feeder loss</td>
<td>2</td>
<td>dB</td>
<td></td>
</tr>
<tr>
<td>h. Noise figure (NF)</td>
<td>5</td>
<td>dB</td>
<td></td>
</tr>
<tr>
<td>i. Thermal noise</td>
<td>−110.4</td>
<td>dBm, (KTB)</td>
<td>dBm, (h + i)</td>
</tr>
<tr>
<td>j. Receiver noise floor</td>
<td>−105.4</td>
<td>dBm, (h + i)</td>
<td>dBm, or (j + k)</td>
</tr>
<tr>
<td>k. CINR</td>
<td>−5</td>
<td>dB, From simulations</td>
<td></td>
</tr>
<tr>
<td>l. Receiver sensitivity</td>
<td>−106.8</td>
<td>dBm</td>
<td></td>
</tr>
<tr>
<td>m. Max. channel loss</td>
<td>140.8</td>
<td>dB (e + f – g – l)</td>
<td></td>
</tr>
</tbody>
</table>

Note: 1. KTB = Boltzmann’s Constant × Temperature in degrees Kelvin (290) × Bandwidth in hertz.

2. Receiver sensitivity (i) was used from [21]. Also it can be calculated from j + k in Table 11.6. The value used is based on the minimum sensitivity value required for 1.4 MHz BW in [21].
Table 11.7 Sample DL Budget for 10 MHz BW and 1 Mbps Operation, FDD Mode

<table>
<thead>
<tr>
<th>eNB</th>
<th>a. Max. transmit power</th>
<th>43</th>
<th>dBm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b. Feeder losses</td>
<td>2</td>
<td>dB</td>
</tr>
<tr>
<td></td>
<td>c. Antenna gain</td>
<td>15</td>
<td>dBi</td>
</tr>
<tr>
<td></td>
<td>d. EIRP</td>
<td>66</td>
<td>dBm, (a − b + c)</td>
</tr>
<tr>
<td>UE</td>
<td>e. Antenna gain</td>
<td>0</td>
<td>dBi</td>
</tr>
<tr>
<td></td>
<td>f. Body loss</td>
<td>0</td>
<td>dB</td>
</tr>
<tr>
<td></td>
<td>g. Cable loss</td>
<td>2</td>
<td>dB</td>
</tr>
<tr>
<td></td>
<td>h. Noise figure (NF)</td>
<td>9</td>
<td>dB</td>
</tr>
<tr>
<td></td>
<td>i. Thermal noise</td>
<td>−104</td>
<td>dBm (KTB)</td>
</tr>
<tr>
<td></td>
<td>j. Receiver noise floor</td>
<td>−95</td>
<td>dBm (h + i)</td>
</tr>
<tr>
<td></td>
<td>k. CINR</td>
<td>−5</td>
<td>From simulations</td>
</tr>
<tr>
<td></td>
<td>l. Receiver sensitivity</td>
<td>−91</td>
<td>dBm, or (j + k)</td>
</tr>
<tr>
<td></td>
<td>m. Max. channel loss</td>
<td>155</td>
<td>dB (d + e − f − g − l)</td>
</tr>
</tbody>
</table>

Note: 1. KTB = Boltzmann’s constant × temperature in degrees Kelvin (290) × Bandwidth in hertz.
2. Receiver sensitivity (i) was used from Table 11.5. It can also be calculated from j + k in Table 11.7. The value used is based on the minimum sensitivity requirement value listed in [6] for 10 MHz BW.

of two resource blocks. While Table 11.7 shows a simple DL budget with 1 Mbps, and a bandwidth of 10 MHz. The CINR values depend on the levels of interference and the modulation and coding combination used. These can be extracted from cite specific simulations. The effective isotropic radiated power (EIRP) is the power level exiting the UE/eNB when transmitting. The maximum channel loss calculated at the end of the link budget is the maximum level of power loss through the channel below which the receiver will not be able to capture the received signal, and a call will be dropped. Any of the channel models presented in the previous sections can be used to determine the maximum distance between the UE and the eNB for a certain configuration.

The presence of neighboring cells, users and other networks increases the interference and noise levels. There are certain threshold levels for the CINR at the UE and eNB below which the service cannot be granted. The coexistence of LTE with other 2G and 3G networks dictates the need for careful design procedures and tighter interference requirements. The LTE standard identifies the adjacent channel interference ratio (ACIR) and the adjacent channel leakage ratio (ACLR) as two bandwidth dependent parameters that are monitored and describe the amount of interference and its impact on the DL and UL throughput. Several simulation examples and scenarios can be found in [15].
11.5.5 CW Testing

Continuous wave (CW) testing, also called CW drive testing, is essential to the RF planning process and deployment of cellular networks. A CW test should be conducted to examine the signal levels in the area of interest: indoor, outdoor, and in vehicle. There are two types of drive tests:

1. **CW Drive**: A CW drive test is conducted through different routes in the area to be covered before the network is deployed. A transmit antenna is placed in the location of interest (future site), and is configured to transmit an unmodulated carrier at the frequency channel of choice. A vehicle with receiver equipment is used to collect and log the received signal levels.

2. **Optimization Drive**: This drive test is conducted after the cellular network is in operation (different call durations, data uploads, and data downloads). Thus, the modulated data signal is transmitted and then collected by the on-vehicle receiver equipment, then the data are analyzed for different performance parameters like reference channels (similar to the pilot in 3G systems), power measurements, scrambling codes, block error rates, and error vector magnitudes.

11.5.6 Model Tuning

Model tuning is the step that follows CW testing. The logged CW data are used to come up with a tuning factor for the initially picked propagation model used for the area under investigation. Propagation model optimization/tuning is performed using various curve fitting and optimization algorithms that are proprietary to the planning tool, and after the process is complete, statistical performance measures are obtained to illustrate the effect of optimization on the model behavior in terms of the mean, standard deviation, and RMS error. This process will provide a more accurate channel model.

11.6 Network Performance Parameters

11.6.1 Performance Parameters

Several types of parameter measurements are made at the UE or the eNB. These measurements are used to quantify the network performance and thus will aid in the adaptation of the appropriate coding/modulation as well as the link/cell traffic and capacity. In idle mode, eNB broadcasts the measurements within messages in the frame protocol. To initiate a specific measurement from the UE, the eNB transmits an “RRC connection configuration message” to the UE, along with the measurement type and ID, objects, command, quantity, and reporting criteria. The UE performs the measurement and responds to the eNB request with the measurement ID and results via a “measurement report message” [21–23]. Some of the most common performance metrics in LTE are:
- **Received Signal Strength Indicator (RSSI):** This measures the wide-band received power within the specified channel bandwidth. This measurement is performed on the broadcast control channel (BCCH) carrier. The measurement reference point is the UE antenna connector. This measurement is easy to perform, as it does not need any data decoding, rather it shows whether a strong signal is present or not. It does not give any details about the channel or signal structure.

- **Received Signal Code Power (RSCP):** measures the received power on one code on the primary common-pilot channel (CPICH). If the measurement is made while the equipment is in spatial multiplexing, the measured code power from each antenna is recorded, and then all are summed together. If transmit diversity is chosen, the largest measurement from all antennas is picked. The measurement reference point is the UE antenna connector.

- **$E_c/N_0(E_c/I_0)$:** This is the received energy per chip divided by the noise power density ($E_c/N_0$) (interference power density $E_c/I_0$) in the band. When spatial multiplexing is used, the individual received energy per chip is measured for each antenna, and then summed together. The sum is divided by the noise power density in the band of operation. If transmit diversity is used, the measured $E_c/N_0$ for antenna $i$ should not be lower than the corresponding RSCP level. The measurement reference point is the UE antenna connector. Usually the $E_c/I_0$ level is indicated as the interference levels are more profound and affect signal quality than noise levels (i.e., thermal noise).

- **Block Error Rate (BLER):** This is used to measure error blocks within a specific channel transmission as a measure of transmission quality. This is performed on the transport and dedicated channels (TCH, DCH).

- **Carrier–Interference Plus Noise Ratio Power Level [CINR ($C/(I + N)$)]:** The CINR is measured in both the UE and eNB to determine the radio bearer to be used based on some predefined set of thresholds. The radio bearer defines which modulation and coding scheme to use for the data to be transmitted. The higher the CINR, the higher the spectrum efficiency by using a higher constellation modulation and coding scheme. The calculation of CINR is more involved than the RSSI, and it provides a better indication on the channel and signal qualities. CINR is sometimes referred to as the $G$-factor.

- **Error Vector Magnitude (EVM):** It measures the difference between the measured symbol coming out of the equalizer to that of the reference. The square root ratio of the mean error vector power to the mean power of the reference symbol is defined as EVM. The required EVM percentage over all bandwidths of operation performed over all the resource blocks and subframes for LTE is based on the modulation scheme used. Thus, for QPSK, 16-QAM, and 64-QAM modulation is given by 17.5%, 12.5%, and 8%, respectively.
11.6.2 Traffic

Traffic intensity is a measure of the average number of calls taking place at a specific time interval. The traffic intensity (I) is usually measured in Erlangs. One Erlang represents a call with an average duration of 1 hour.

\[
I = \frac{\sum_{i=1}^{N_c} t_i}{T} = \frac{N_c \bar{t}_i}{T}
\]

(11.30)

where \(N_c\) is the total number of calls, \(t_i\) is the holding time for user \(i\), \(T\) is the monitoring time interval, and \(\bar{t}_i\) is the average holding time for user \(i\). A call that cannot be completed because the connecting equipments are busy (fully utilized) is termed as a blocked call. Several probability distribution models (formulas) are used based on the way calls are handled. In the USA, the Poisson’s formula is used, while in Europe and Asia the Erlang-B formula is used. Each formula has its own assumptions based on the way the calls originate and processed [1]. The Poisson’s formula results in higher blocking rates than the Erlang-B one for a given traffic load.

The actual cellular network performance in terms of traffic and capacity depend on the eNB transceivers capacity as well as the average Erlangs per subscriber. The user might be blocked from service if its CINR level is below the minimum threshold as well [21]. In LTE, dynamic scheduling for the UL and DL is included in the MAC of the eNB. It takes into account the traffic volume and the QoS of each connected UE. Only service granted UE are allowed to transmit. Resources are allocated based on the radio channel condition measurements (CQI) and layer-2 measurements. These measurements will assign scheduling, load balancing and transmission priorities per traffic class [4, 5]. Layer-2 measurements are discussed in detail in [24]. The QoS class identifier (QCI) and the allocation and retention priority (ARP) are two parameters that control node specific parameters and control bearer level packet forwarding, scheduling weights, queue management, and priority levels to establish/modify such requests and whether to grant or decline them in the presence of resource limitations.

11.6.3 Measurement Types

The LTE is still in its early stages, as no actual deployments of the system has been reported in any part of the world. Several experiments are taking place as we speak. WiMAX, on the other hand, has been deployed in several regions around the world. The radio interface for LTE and WiMAX are similar in several aspects, the main difference being the use of SC-FDMA for the UL radio interface compared to an OFDMA interface for WiMAX. The measurement of signal levels and performance parameters in a complex system with MIMO capability is not a trivial task.
Although RF giants like Agilen, and Keithley, among others in the measurement arena, provide complete integrated solutions for RF planning engineers to test their networks, the engineer should know what to look for and how to read, interpret, and analyze the measurements conducted with proper setup procedures. There are generally two types of measurements involved: measurements of the prototype and measurements of the deployed network. Although the former is essential to make sure that the designed equipment satisfy the specification requirements in the laboratory environment, the latter provides an actual field characterization of the developed equipment.

- **Predeployment/Prototyping**: The measurements performed in this stage are aimed to show compliance of the developed equipment (UE/eNB) with the technology requirements. For LTE, laboratory measurements should reflect as much of the actual field environment as possible. Thus, several RF equipment vendors are providing MIMO channel emulators that can give close estimates of the RF propagation channel to be encountered by the LTE terminals. Vector signal generators (VSG) are used to generate LTE modulated signals, and vector signal analyzers (VSA) analyze the signals and provide all necessary information and performance measures at the receiver [25].

- **Postdeployment**: The measurements performed in this stage are made in two steps, as mentioned in Section 11.5.5. A CW test drive is made to check the coverage scenario, then a detailed test with active network traffic is performed to log performance metrics such as the EVM, subcarriers, spreading codes, signal strength, I/Q imbalance and errors, frequency shifts, cell ID, timing offset, and the like [26].

### 11.7 Postdeployment Optimization and Open Issues

#### 11.7.1 Postdeployment Optimization

As with all currently deployed cellular networks, whether it be a 2G GSM network or even a 3G UMTS one, an LTE network will have to be optimized after deployment to provide better coverage, throughput, lower latency and seamless integration as the specification asks for. The optimization process contains several steps. It starts with data drive testing as mentioned in Section 11.5.5, where all performance parameters are tested and logged in the field after the network is active. This test should also include the different coverage/propagation scenarios along with their respective models (e.g., pedestrian, vehicular, indoor). The field data will then be used to tune the models for better network performance and coverage.

Based on the collected data, RF planning engineers analyze the performance and maybe decide to add more eNBs for coverage, mainly pico and femtocells, in the areas that show degraded power levels or data throughput. Femtocells will be used in LTE, as they will provide service for households and small businesses. Usually, the
optimization process is an iterative one with no specific steps involved, rather than a set of consistent procedures that characterizes network performance and coverage in a certain area; actions are taken accordingly.

11.7.2 Open Issues

There are several open issues that original equipment manufacturers (OEMs) has to take into account when designing LTE terminals and equipment. Some of the issues are being addressed, whereas others are still under extensive investigation. Here, we identify some of these open issues in two categories: UE and eNB.

11.7.2.1 UE

There are several challenges that has to be overcome in implementing LTE UE. The use of MIMO technology dictates the use of highly reliable and complex equalization techniques. In a worse-case scenario, and using a minimum-mean-square-error (MMSE) technique, the equalization might consume 1500 MIPS (million instructions per second) performed on 600 subcarriers. This poses a challenge in performing parallel computations, minimizing power consumption and silicon area. Memory requirements for coding and decoding is also a challenge that needs to be overcome [27, 28].

11.7.2.2 eNB

Although designers always try to minimize power consumption and silicon area in their designs, there are less stringent requirements at the eNB side. The challenges with complexities of hardware also exist within the eNB equipment. However, there are other challenging aspects that have to be solved such as using BF to improve DL performance. BF needs the use of antenna arrays, which require the use of adaptive algorithms and electronics to be able to operate in real time and automatically. The fact that BF will coexist within MIMO system is also a challenge. The coexistence with legacy systems like 2G and 3G networks in the vicinity is another obstacle to be overcome (4G-3G, 4G-2G). This coexistence will increase interference levels and raises the thresholds of noise and interference. The LTE specification specifies strict intermodulation levels due to this network coexistence. There are stringent requirements within it that details the compliance levels within legacy systems bands that OEMs should pay attention to.

11.8 Conclusion

LTE-based cellular networks are anticipated to be deployed in 2011. Such complex networks need careful design and planning. This chapter touched on the physical layer (air interface) of such a network and discussed the RF planning process. Adaptive coding and modulation schemes as well as OFDMA multiplexing were presented.
to explain the physical layer interface and operation. The planning engineer should be aware of the channel models, MIMO system operation, and performance parameters and metrics to analyze and study the network behavior. Three statistical propagation channel models were discussed in detail (Okumura-Hata, Cost-231, and IMT-2000), as was the deterministic ray tracing method to identify the main parameters used for modeling the LTE channel. A coverage example was provided, using a simulation tool that incorporates MIMO systems. Measurement types and methods for pre- and postnetwork deployment were highlighted. The four propagation scenarios listed in the LTE specification were presented. Finally, some of the challenges on the UE and eNB sides were discussed.
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12.1 Introduction

Current state-of-the-art standardization activities of the 3rd Generation Partnership Project (3GPP) long-term evolution (LTE) [1] and worldwide interoperability for microwave access (WiMAX) [2] have resulted in cellular standards with high data rates, close to the IMT-advanced spectral efficiency requirements of 15 bits/sec/Hz peak downlink and 6.75 bits/sec/Hz uplink [3]. Due to a spectrum limitation of 20 MHz, these standards fall short of the IMT-advanced data rate requirements of 600 Mbps peak downlink and 270 Mbps peak uplink at 40 MHz bandwidth. Current standardization activities are aiming for even higher data rates of 1 Gbps for downlink and 500 Mbps for uplink [4], as originally proposed in IMT-advanced [5]. Although it is still early for standardization bodies to consider beyond-4G data rates (tens of gigabits per second on the downlink), this is clearly a major research topic due to the exponential growth of user traffic on existing networks.

Even though the standards allow for very high spectral efficiency transmissions, the laws of physics, combined with the Shannon’s capacity bound, show that high spectral efficiency would only be available when the distance between the transmitter and the receiver is small. Taking the approach of scaling the cellular radio access network (RAN) architecture to decrease the distance between the users and the base station (BS) is not practical from the cost perspective. Ubiquitous very high data rate coverage is also an extremely challenging problem with the conventional radio resource management (RRM) approaches, as the rates decrease substantially at the periphery of BS coverage regions (the well-known cell-edge coverage problem). The conventional cellular design also uses fixed (a priori) radio resource allocations and assignments, which are inefficient; this inefficiency becomes even worse in a dense network due to the increased interference. It is, therefore, necessary to examine new RAN architectures, which can cost effectively increase radio port density in the RAN coverage area, and related RRM optimization techniques, which effectively manage the interference.

This chapter provides an overview of current 4G RAN architectures and RRM optimization techniques and the current consensus in the community about the elements of future RANs and associated advanced RRM optimization techniques. For readers who are familiar with the RAN architecture concepts, the chapter is an easy introduction into the area. For readers who are familiar with the RAN architecture concepts, the chapter gives a perspective on the evolution of 4G RANs, summarizes the current consensus in the community on architectures beyond-4G, and introduces network management concepts from data networks, which will be necessary in beyond-4G RANs.

First, we review the recently standardized, 3rd Generation Partnership Project (3GPP) long-term evolution (LTE) [1], and LTE-advanced, 4th generation (4G) RAN architectures currently undergoing standardization, and related RRM optimization problems. LTE and LTE-advanced use orthogonal frequency division
multiple access (OFDMA) technology, which allows flexible spectrum usage. OFDMA’s flexible spectrum is already allowing more efficient RRM techniques, such as fractional frequency assignment, which only assigns portions of channels to cells [6, 7]. These new RRM optimization techniques are enabled by OFDMA’s flexibility and were not previously possible with time-division multiple access (TDMA) and frequency division multiple access (FDMA) physical layers. We focus on the evolution of the LTE RAN architecture, which shows trends expected in future RAN architecture development. For example, relay elements are currently under 3GPP standardization discussions [8] for inclusion into LTE-advanced. Thus, we expect future advanced RANs to contain various types of relays.

Second, we provide an overview of advanced RAN elements, such as distributed antenna ports, femto-BSs and various forms of relays, and coordinated multipoint (CoMP) transmission and reception techniques, which increase over the network’s coverage area. These elements can cost effectively increase radio port density, bring the user closer to the source of the wireless signal, and effectively manage the interference. For example, recent standardization activities are adding a variety of advanced devices to the network, such as distributed antenna ports [8], femto-BSs [9, 10], various forms of relays [8, 11], and CoMP transmission and reception techniques. As many of the new elements are currently the subject of advanced standardization efforts, the discussion of advanced RAN architecture is timely. The advanced architecture uses OFDMA and provides network component integration and signaling required to implement centralized and distributed user-centric RRM techniques. This approach is enabled by OFDMA and requires extensive support from RAN to coordinate the resource assignment.

Third, we review several open issues in RRM optimization for the advanced RAN architecture. We argue that to achieve the full potential of OFDMA, it is necessary to investigate new user-centric RRM techniques, which strive to provide ubiquitous high-rate coverage when and where it is needed, depending on user location and needs. We propose user-centric utility optimization of radio resources, which was recently pursued in the wired community, as a potential RRM optimization framework for advanced RANs. For example, the transmission control protocol (TCP) was shown to be a user-centric distributed utility optimization of network resources [12, 13]. A nice feature of user-centric utility optimizations is that it lends itself to top-down protocol development, which we believe will be useful in future RAN standardization efforts.

The rest of the chapter is organized as follows: we review the 3G generation universal mobile telecommunications system (UMTS) terrestrial radio access network (UTRAN), its OFDMA-based 4G RAN architecture—the evolved-UTRAN (E-UTRAN)—also known as LTE, and its successor, LTE-advanced, in Section 12.2; we review RRM techniques for OFDMA-based RANs in Section 12.3; and provide an overview of the advanced RAN architecture based on OFDMA and open issues RRM optimization for advanced RANs in Section 12.4.
12.2 Evolution of 4G OFDMA-based RANs

We now review the evolution of 4G RANs toward LTE and LTE-advanced. Multiuser access technology for all 4G RANs is based on OFDMA, which uses orthogonal frequency-division multiplexing (OFDM) in the physical layer. OFDMA allows relatively easy assignment of radio resources in time and frequency, which is an improvement over the existing 2G and 3G technologies. Because LTE shares many of the feature of its predecessors, we start with a short overview of UTRAN, which is a precursor for 4G E-UTRAN. Then we give an overview of E-UTRAN, and its successor LTE-advanced. We note that, in addition to higher bandwidth and spectral efficiency, the overall trend in the evolution of RANs is also toward decentralization.

12.2.1 UMTS Radio Access Network

The 2nd generation (2G) wireless network provided support for low-rate service such as voice traffic and short messaging service (SMS). Two prevalent 2G systems are the TDMA-based global system for mobile (GSM) and the CDMA-based IS-95 (cdmaOne). More evolved TDMA-based systems, such as the general packet radio service (GPRS) and enhanced data rate for GSM evolution (EGDE), emerged to provide a two- to threefold gain in rates by exploiting advanced modulation and encoding techniques and enabled services beyond SMS such as Internet access. However, recent demand for high-speed wireless Internet and video telephony have driven the move toward 3G technologies that can provide peak data rates of 384 kbps under mobile conditions and 2 Mbps under stationary and low-speed mobility conditions. Almost all well-accepted 3G standards—wideband CDMA (WCDMA), CDMA2000, and time-division synchronous CDMA (TD-SCDMA)—are based on CDMA, which is fundamentally different from its predecessor 2G/2G+ technologies, such as TDMA-based GSM/GPRS. However, 3G RAN has been built on a 2G core network in order to facilitate the coexistence of TDMA-based GSM/GPRS services. Figure 12.1 shows the RAN architecture of 3G networks that coexist with the GSM evolved radio access network (GERAN). Although GERAN supports both packet and circuit switched services, UTRAN is developed toward “all IP services” through a packet switched part of the core network. The dual-mode GERAN/UTRAN core network provides necessary interfaces to support both packet and circuit switched services.

The primary operating mode of UTRAN is WCDMA with frequency-division duplexing (FDD), whereas the other variant is time-division duplex (TDD)-based TD-SCMDA. TD-SCDMA is a Chinese home-grown technology in collaboration with major industry players around the world, which is based on 3GPP specifications. It has the advantage of dynamic spectrum usage due to TDD duplexing. Narrowband 3G (CDMA2000) operates on FDD, which was developed by 3GPP. Here we focus our discussion on UTRAN.
Although there are differences in the implementation of FDD WCDMA and TDD TD-SCDMA, the radio network architecture is quite similar (Figure 12.1). RAN consists of base stations (NodeB) and a radio network controller (RNC), which together make the radio network subsystem (RNS) [14]. UTRAN comprises a number of RNSs connected to the core network (CN), which bridges the public service telephone network (PSTN) and the Internet with the RAN. NodeBs communicate with user terminals. The RNC is responsible for major RRM decisions such as handover and admission control, which may require control signaling among user terminals, NodeBs, or other RNCs.

The main purpose of the RNC is to aid macrodiversity, which uses multiple radio signal streams through multiple NodeBs to communicate with the mobile terminals. Because multiple radio streams may go through the same RNC, the RNC must perform link-layer functionality. RNC also aids in power control, which is vital in the WCDMA systems. The dynamic inner-loop power control performed on a short time scale is done at NodeB and is controlled by the outer-loop power control overseen by the RNC. Scheduling of data is performed by the RNC.

3GPP has also released a version of WCDMA for beyond 3G: high-speed downlink packet access (HSDPA), high-speed uplink packet access (HSUPA) in Release-5 specifications [15]. These standards are based on UMTS WCDMA and provide peak data rates of 14.4 Mbps on the downlink and 5.76 Mbps on the uplink. Advanced modulation and coding, fast packet scheduling, and hybrid automatic repeat-request (ARQ) are among the added features behind these increased rates. Further improvements, such as MIMO, have been provided in HSPA+ (also called as evolved-HSPA) specifications (in Release-7 and Release-8). With these enhancements, peak rates are 42 Mbps on the downlink and 22 Mbps on the uplink.
12.2.2 Long-Term Evolution RAN (E-UTRAN)

LTE is an OFDMA-based cellular system that can achieve peak data rates of 100 Mbps on the downlink and 50 Mbps on the uplink [4]. LTE uses OFDMA in the downlink and single-carrier FDMA (SC-FDMA) on the uplink. SC-FDMA reduces the peak-to-average power ratio, making it easier to implement it on user terminals [16]. LTE has spectral efficiency three to four times higher than UTRAN and supports a scalable bandwidth from 1.4 to 20 MHz. It also uses MIMO configurations (4 × 2 and 1 × 2 for the downlink and uplink, respectively). Although the main motivation for LTE air interface is an improved data rate, it also focuses on removing shortcomings experienced in the UMTS system, such as non-scalable bandwidth, latency, and poor cell-edge performance. LTE system is optimized for low mobility while it can obtain high performance at speeds of up to 100 km/hr, and it also supports mobility of up to 350 km/hr. LTE also supports coexistence and internetworking with GERAN, UMTS, HSxPA, and WiMAX access technologies.

The major differences between UTRAN and LTE systems are the OFDMA-based air interface in LTE, which can achieve high spectral efficiency, and omission of the RNC in the RAN to obtain reduced latencies. The radio access part of the LTE system is termed the evolved-UTRAN (E-UTRAN) which consists of evolved-NodeB (eNodeB) and UE. RRM functionalities, which resided in the RNC in the 3G system, have been implemented in the eNodeBs in the LTE. The LTE system is termed an evolved packet system (EPS), which comprises an E-UTRAN radio access and an evolved packet core (EPC) network [17], as shown in Figure 12.2. LTE RAN does not include relays.

An eNodeB has all of the functionality required for the RRM operations such as radio bearer control, call admission, mobility managements and scheduling. Multiple
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12.2.3 LTE-Advanced RAN

In response to 4G system requirements set out by ITU [3], the 3GPP has initiated development of LTE-advanced specification [4]. Although LTE-advanced will inherit much of the LTE features (it is going to be back-compatible with LTE), there are many envisioned improvements, most notably inclusion of relay-based deployment, cooperative diversity, bandwidth expansion, and higher order MIMO antenna configurations. The LTE-advanced targets support of peak data rates of 1 Gbps in the downlink and 500 Mbps in the uplink for low-mobility scenarios [18]. However, more importantly than simply advertising high peak data rates, LTE-advanced is also moving to supporting these rates in a greater part of the cell with the use of devices such as relays.

The LTE RAN is capable of reaching rates close to the Shannon’s limit with the clever use adaptive modulation and coding. OFDMA flexibility allows for flexible bandwidth use from 1.25 MHz to around 20 MHz, for peak rates of about 300 Mbps. In order to reach IMT-advanced requirements of 1 Gbps, LTE-advanced increases the transmission bandwidth to the maximum of 100 MHz, which may be used in noncontiguous frequency blocks [18]. Noncontiguous blocks are necessary, as the current frequency allocations do not always have 100 MHz frequency blocks.

If the current LTE spatial multiplexing is used, 100 MHz transmission bandwidth would allow for peak data rates of about 1.5 Gbps. Some discussions regarding LTE-advanced standardization are moving to using even more spatial multiplexing layers, however, the well-known paradox of spatial multiplexing is that gains are available at higher signal-to-noise ratios (SNRs), which are available close to the base station where there are not that many spatial channels available. Thus, further gains using spatial multiplexing may not be that great.

In terms of cell throughput, it is more promising to evolve the network toward a higher density of radio ports, rather than to increase spatial multiplexing. We reflect on this more in Section 12.4 when we discuss advanced, beyond-4G RANs. For now, we explain how LTE-advanced is increasing the number of radio ports with relays.

LTE-advanced standardization is considering relays for extending the base-station coverage and increasing port density in the cell [8]. Relays are already in
the 802.16j standard [11] and are the basis of 802.11-based mesh networks. A relay acts as an intermediary between the base station and the user terminal by receiving data intended for the terminal and then retransmitting it to the user terminal. Because the relay is closer to the base station and the user terminal, than the user terminal and the base station are to each other, there is potential for high spectral efficiency transmissions [19]. Broadly speaking, if the relay simply amplifies the signal, it is the amplify-and-forward (AF) type, whereas if the relay also decodes and reencodes the data it is the decode-and-forward (DF) type. Relays in 802.16j and 802.11 multi-hop networks are the DF type. The current discussion in LTE-advanced is to decide which type will prevail in that RAN.

12.3 4G Radio Resource Management

So far, we have seen that 2G systems were based on TDMA, whereas 3G systems were based on CDMA. On the other hand, 4G, LTE, and WiMAX systems use the flexible OFDMA physical layer. We now review RRM techniques for OFDMA, applicable to both LTE and LTE-advanced. All of our examples follow LTE standard parameters. We start by a short system overview of OFDMA RRM and then provide a more detailed overview of various RRM techniques.

12.3.1 Overview of OFDMA RRM

Available RRM techniques depend on the multiple access technology used to share the radio channel. In TDMA, users are multiplexed in time. Time is divided into fixed size frames, and each user is allocated a portion of the frame for exclusive use. In FDMA, the users are always on and are multiplexed in frequency, thus a user is assigned a portion of the available bandwidth. In CDMA, users are always on, use the entire frequency space, and are multiplexed in an orthogonal code space. OFDMA is the most flexible scheme, which combines TDMA and FDMA and allows assignment of either portions of time or frequency to users.

Figure 12.3 shows the available radio resources where the time and the frequency/code are shown as a grid. RRM involves techniques necessary to assign to users full columns in the grid (in the case of TDMA), full rows (in the case of FDMA and CDMA), or planes in the case of multiuser multiple-input multiple-output (MU-MIMO). The number of assigned rows, columns, and planes depends on the maximum rate the user can achieve and the rate the user has requested. Ideally, all users should get the rate they requested; however, this may not always be possible.

In TDMA and CDMA, it is generally easy to assign resources to users in a flexible way. A TDMA user gets a higher rate with more time, whereas a CDMA user gets a higher rate with a larger portion of the available code space [20]. The two approaches can also be combined. For example, in HSPA the users get flexible rate assignment in code and in time [21]. In addition to allowing for better sharing of resources,
Flexible time assignment has the advantage of potentially taking advantage of time diversity if the channel state information (CSI) is available. RRM is generally less efficient with FDMA due to the lack of granularity. However, with OFDMA it is easy to map data to frequencies, as in OFDM, each transmission is divided into multiple parallel transmission on distinct subcarriers. The total bandwidth taken by a transmission depends on the number of subcarriers used in the transmission, and the total time for transmitting one symbol depends on the bandwidth required by the subcarrier.

### 12.3.2 Transmission Scheduling in Time and Frequency

Residing in the MAC layer, scheduling function is responsible for efficient short-term allocation of available shared radio resources taking into account users’ QoS considerations such as delay, end-to-end errors, and rate requirements. Additionally, an optimal scheduling scheme should consider channel condition, generally termed as channel quality indicator (CQI) available from PHY layer measurement and feedback to exploit channel variations inherent to any wireless system. The periodicity of the scheduling operation is defined by the radio resource controller (RRC).

As mentioned earlier, OFDMA scheduling takes advantage of channel variations in both time and frequency. The channel variability in time depends on the Doppler shift dominated primarily by the speed of the terminal, whereas the frequency correlation among subcarriers are dependent on the environment. In order to best exploit these variations, CQI measured on both time and frequency are necessary at the transmitter. However, measurement and reporting of CQI on each subcarrier require excessive signaling bandwidth as well as complexities, which makes it inefficient if not impossible. Instead, radio resource is partitioned into a number of subchannels in the frequency dimension; these subchannels within a specified time duration are typically the scheduling granularity of resources. For example, in LTE
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12 subcarriers over seven or six OFDM symbols, depending on the length of cyclic prefix, form a scheduling resource granularity and is termed as physical resource block (PRB) [1].

Cell-specific reference signals that consist of known OFDM symbols are inserted into different specific portion of the downlink PRB and transmitted to users. Interpolation in time and frequency are done by the user terminal to estimate the channel in the other part of the PRB to prepare CQI values that represent the channel status required by the scheduler. CQI can be periodic or aperiodic and can be in various forms such as wideband and multiband and supports MIMO operation.

LTE supports a variety of scheduling disciplines appropriate for different service types. Figure 12.4 shows an example of scheduling scheme that is based on the maximum signal-to-interference plus noise (SINR) for a simple two-user case. In this example, 50 PRBs are considered and allocated between two users based on their SINRs. Allocation has been shown for a 100 PRB duration, and the base of the figure shows the share of resources between these two users. Being only channel dependent, a maximum SINR scheduler can provide throughput benefit, it seriously lacks fairness. A proportional fair (PF) scheduler, on the other hand, has attracted attention as a fair scheduler that takes both channel condition and user rates into consideration.

Unlike time-slot based scheduling, OFDMA scheduler works with two-dimensional resources (i.e., in time and frequency). By exploiting time and frequency variations, OFDMA allocation can achieve multiuser as well as frequency diversities. However, modifications of scheduling principles that are designed for slot-based are required. For example, a proportional fair scheduler [22], such as that used in a CDMA system, is not directly applicable to an OFDMA system. Such a slot-based
PF scheduler works as follows. At a particular scheduling instant \( t \), transmission opportunity is given to user \( k^* \) based on the maximum \( R_k(t) / T_k(t) \), where \( R_k(t) \) is the instantaneous achievable rate at time \( t \) and \( T_k(t) \) is the filtered average throughput over a past time-window \( t_c \); for user \( k \) and \( t_c \) is a tuning parameter that determines the trade-off between fairness and throughput. The average throughput is updated after each scheduling instant as follows:

\[
T_k(t+1) = \begin{cases} 
(1 - \frac{1}{t_c}) T_k(t) + \frac{1}{t_c} R_k(t), & k = k^* \\
(1 - \frac{1}{t_c}) T_k(t), & k \neq k^*
\end{cases}
\] (12.1)

For the OFDMA system, user \( k \) will be given PRB \( n \) based on the following:

\[
\arg \max_k R_{k,n}(t) / T_k(t)
\] (12.2)

In this case, user terminal throughput is updated after all PRBs are allocated. Alternatively, PRBs can be partitioned into a number of equal segments and throughput can be updated after allocating each of these segments [23].

### 12.3.3 Adaptive Modulation and Coding

Adaptive modulation and coding (AMC) is an effective way to enhance the spectral efficiency of the wireless channel. The basic idea of AMC is to use a high constellation modulation scheme with less redundant coding to achieve high throughput when the channel has a high SINR and to use a lower level modulation with more redundant coding scheme when the channel has a low SINR. The quality of the received signal depends on a number of factors such as the distance between the transmitter and the receiver, the path-loss exponent, log-normal shadowing, multipath fading, and noise. This implies that the SINR a receiver experiences varies over time, frequency, and space. The decision of selecting appropriate modulation and coding scheme is performed at the transmitter, which is based on CQI measured at the receiver side and fed back to the transmitter. Clearly, the performance of an adaptive modulation scheme is dependent on the accuracy of the channel estimation by the receiver and the reliability of the feedback path.

In LTE, quadrature phase-shift keying (QPSK), 16-quadrature amplitude modulation (QAM), and 64-QAM modulation modes are used for data channels, whereas only the more robust binary phase-shift keying (BPSK) and QPSK are specified for control channels [1]. Turbo and convolutional codes are specified for data, whereas additional coding schemes such as block and repetition codes are used for control channels [24]. Similar modulation and channel coding schemes are also used in WiMAX [11].
12.3.4 Power Control

LTE defines different power control procedures for both downlink and uplink transmissions [25]. Energy per resource element is determined by downlink power control. Average powers to be used on different physical uplink channels are determined by the uplink power control. Both open-loop and closed-loop power control schemes are supported in LTE to combat against deep fading, the near-far effect, and multiuser and inter-cell interference. Power control is an effective mechanism to ensure a certain level of bit error rate (BER) regardless of channel conditions.

12.3.5 Interference Avoidance

Target high data rates in the beyond 3G cellular systems require dense reuse of frequency with the obvious pitfall of having high inter-cell interference. Therefore, to realize the full potential of the OFDMA in a dense reuse environment, appropriate interference mitigation technique(s) has to be used. To that end, interference mitigation is regarded as one of the major issues to be investigated by different standardization bodies and forums focusing beyond 3G cellular systems.

Interference mitigation techniques are generally classified into three major categories such as interference cancelation, interference averaging, and interference avoidance. The benefits of these techniques are mutually exclusive, hence a combination of these approaches is likely to be used in the system. Interference avoidance is an RRM issue where restrictions in resource usage in terms of resource partitioning and power allocation are imposed [26, 27]. We provide a brief description of some methods of interference avoidance available in the literature in this section.

Interference avoidance using classical clustering technique [28], for example, a reuse of 3, may have been good enough for early networks focusing primarily voice service, however, they are not applicable to future systems envisioned to support ranges of high data rate applications. Recently, fractional frequency reuse (FFR) schemes have attracted enormous attention from the researchers in different standardization bodies and forums. A common example of FFR for a network with tri-sector base stations (BSs) is a blend of reuse factors of 1 and 3 in the cell-center and the cell-edge areas, respectively. In most of these schemes, higher power is allocated to the resources used for cell-edge user terminals (UTs). Partial frequency reuse (PFR) [29] and soft frequency reuse (SFR) [30] are two popular variations of the FFR schemes.

In SFR for three-sector cell sites, the cell-edge band, termed as a major band, uses one-third of the available spectrum, which is orthogonal to those in the neighboring cells, and forms a structure of a cluster size of 3. The cell-center band (i.e., the minor band) in any sector is the collection of frequencies used in the outer zones of neighboring sectors. These bands are assigned transmission powers, depending on the desired effective reuse factor while keeping the total transmission power fixed. Let us assume that $P^{(T)}$ is the total transmit power per sector, $N$ is the total number
of available PRBs, and $\alpha$ is a power amplification factor applied to the cell-edge band whose value is greater than 1. Then, the power per PRB is $P^{(T)}/N$ in the case of reuse factor of 1 without coordination and it is $\alpha P^{(T)}/N$ for the cell-edge band of the SFR scheme. For constant sector power, the power per PRB in the cell-center band of the SFR would have to be $P^{(T)}(3 - \alpha)/2N$, giving a ratio of powers of minor to major bands as $(3 - \alpha)/2\alpha$. The cell-edge band can be used in the cell center as well if it is unoccupied by the cell-edge UTs; however, the cell-center band is available to cell-center users only. This scheduling restriction implies that increasing the power ratio from 0 to 1 effectively moves the reuse factor from 3 to 1. Hence, SFR is a compromise between reuses 1 and 3 in a network with trisector BSs. Users have to be categorized into cell edge and cell center based on user geometry determined by the received signal power (averaged over multipath fading) taking into account the large-scale pathloss, shadowing, and antenna gains.

The idea of PFR, as first presented in [31], is to restrict some resources so that a portion of available frequencies is not used in some sectors at all. The PFR and some of its variants are studied in the 3GPP and WINNER projects (see, e.g., [26, 29]). The effective reuse factor of this scheme depends on the amount of unused frequency. Let us assume available system bandwidth to be $\beta$, which is divided into inner and outer zones with $\beta_1$ and $\beta_2$, respectively. Here, $\beta_1$ and $\beta_2$ are used with reuse factors of 1 and 3 in the inner and the outer zones, respectively. Then, the effective frequency reuse factor is expressed by $\beta/[(\beta_1 + \beta_2)/3]$. Power used on PRBs in the outer zone is usually amplified.

In the literature, most FFR schemes rely on static or semistatic coordination among BSs; it is seen that such static or semistatic FFR schemes do not provide much gain, as the cell-edge throughput can only be improved with severe penalty to the system throughput [26]. In addition, such schemes requiring frequency planning cannot be applied to networks using femto BSs [32], as femto BSs are expected to be placed at the end user locations in an ad hoc manner, which makes prior frequency planning difficult. Dynamic coordination-based schemes, on the other hand, do not require frequency planning and are based on dynamic interference information from surrounding transmitters. As a result, dynamic avoidance schemes are not only more effective to avoid interference in macrocell-macrocell scenario, they are capable of handling interference from macrocells if applied to femto BSs. Dynamic inter-cell coordination-based schemes can best exploit channel dynamics to achieve maximum interference avoidance gain; however, only a few such studies can be found in the literature [33, 34]. It has been shown that the dynamic interference avoidance schemes provide enhanced cell-edge throughput without impacting overall cell throughput.

### 12.3.6 RRM Techniques for Multihop OFDMA Networks

So far, we have discussed RRM techniques for single-hop wireless networks (i.e., scenarios where the user terminals connect directly to the base station). However,
because relays make the 4G networks multihop networks, it is also necessary to examine multihop RRM techniques. In the multihop wireless networks, the RRM needs to consider network load balancing and end-to-end delay, which were not issues in single-hop wireless networks. Both load balancing and delay are decided with multihop OFDMA scheduling.

We note that the scheduling access part of the network is different from the backhaul part of the network in terms of the wireless channel and the offered traffic. The wireless channel in the backhaul varies more slowly than the wireless channel in the access network. Traffic patterns also change more slowly in the backhaul than in the access network, due to the static nature of relays. Thus, backhaul RRM algorithms and the resulting RAN protocols can be more accurate, although they may be slower to converge, than in the access part of the network.

In general, multihop OFDMA scheduling is closely related to graph coloring, which is a computationally hard problem. Relationship to graph coloring is also present in cellular frequency assignment, where spatial reuse is required [35]. Nevertheless, if the end-to-end scheduling delay is fixed, finding multihop OFDMA schedules takes polynomial time [36] and can be easily distributed [37]. Scheduling delay occurs when packets arriving on an inbound link must wait to be transmitted on the outbound link and can be large on multihop paths. Because high data rate OFDMA-based MACs are scheduled, the end-to-end delay depends on scheduling only. Without getting into details of schedule OFDMA networks, they are “stop-and-go” queuing networks [38], thus traffic delay can be controlled at the ingress part of the network and does not vary with competing end-to-end traffic.

The scheduled operation over multiple hops also means that hop-by-hop load balancing is achieved implicitly by simply forwarding traffic. Hop-by-hop load balancing is required for multiple path routing, which simplifies network management. The lack of multipath routing in wired networks is a major reason why many wired network traffic management problems are difficult [39]. In wired networks, network traffic management optimization must, in addition to optimizing end-to-end traffic, ensure that all traffic only traverses one path between the source and the destination. The requirement on the solution to only use one path makes the optimization a more difficult “unsplittable flow” problem [40]. Due to the use of scheduled MACs in the advanced RAN, a networkwide RRM can be simplified with implicit load balancing, which allows multiple path routing. In a wireless network, a network layer solution using multiple paths also benefits from using multiple radio ports, thus increasing diversity.

Thus, one can consider optimization problems, which result in multipath routed solutions such as cross-layer optimization techniques [41, 42]. Formally, a cross-layer RRM optimization is:

\[
\max_{x_1, \ldots, x_m \in S} \sum_{l=1}^{m} U_l(x_l) \tag{12.3}
\]
where $x_1, \ldots, x_m$ are the rates of the $m$ users in the network, $U_l(\cdot)$ is the utility of user $l$, and the optimization maximizes the total system utility subject to the existence of user rates $x_1, \ldots, x_m \in S$ and $x_1, \ldots, x_m \in N$ where $S$ is the set of all $m$-tuples of “schedulable” end-to-end rates and $N$ is the set of all $m$-tuples of “routable” end-to-end rates. Only the schedulability constraint is encountered in single-hop RANs. The networking constraint is required for multi-hop RANs.

The utility function is chosen to represent the “satisfaction” of each user with the service (rate) he is getting. There are many utility functions that correspond to different types of user satisfaction with the network. With a proper choice of utility functions [43], one may have an optimization that maximizes the total “weighted proportional fairness,” a game theoretic optimum, “max-min fairness,” which eliminates starvation, or simply “maximum total throughput.” The utility function can also be chosen to represent the satisfaction of the network operator with the rates “maximum area spectral efficiency” or “maximum profit” may be one utility for the system are examples of such utilities. It is also possible to have utility functions that take the combination of traffic and profit into account [44].

Because cross-layer optimizations for 4G networks combine the areas of classical network research and classical wireless research, they are currently a “hot-topic” in the wireless network research.

12.4 Advanced RANs for Beyond-4G Networks

We discussed the architectures of 3G and 4G RANs in Section 12.2, and we now discuss advanced RAN architectures, which are becoming the community consensus as RANs for beyond-4G wireless networks. This section describes the elements of the advanced RAN architectures, which can cost effectively implement dense radio port coverage, and to differentiate these elements from the elements of the classical cellular RAN. We first motivate the need for a new RAN architecture by showing that high data rates can only be achieved by decreasing the distance between the transmitter and the receiver. Then, we propose a new RAN architecture, which provides cost-effective dense radio port coverage. Finally, we discuss some RRM techniques and open issues for advanced RAN architectures.

Our motivation for proposing a new RAN architecture comes from the fundamental laws of wireless transmission, under which wireless signals attenuate with distance from the transmitter. As the receiver distances from the transmitter, it has a lower received signal power, which lowers its peak data rate. The only way to solve this problem in a conventional cellular network is to increase the density of the base stations in the system’s coverage area, which decreases the distance between the base stations and the mobile terminals. However, this approach is not cost effective, so a new RAN architecture is needed.

The well-known Shannon capacity formula, adjusted for spatial multiplexing, shows that the achievable rate is limited by the number of antennas available at the
transmitter and the receiver, signal-to-noise ratio (SNR) of the received signal, and the bandwidth used for the transmission

\[ R \leq C = n^{(a)} W \log_2 (1 + \text{SNR}) = n^{(a)} W \log_2 \left( 1 + \frac{g P^{(T)}}{N^{(T)} N_0 W} \right) \]  

(12.4)

where

\[ \text{SNR} \triangleq \frac{g P^{(T)}}{N^{(T)} N_0 W} \]  

(12.5)

where SNR is measured at the receiver, \( R \) is the user’s rate, \( C \) is the upper limit on the rate (the Shannon capacity), \( n^{(a)} = \min \{ N^{(T)}, N^{(R)} \} \) is the minimum of the antennas available at the transmitter \( [N^{(T)}] \) and at the receiver \( [N^{(R)}] \), \( W \) is the bandwidth used by the signal, \( g \) is attenuation of the signal transmitted with power \( P^{(T)} \), and \( N_0 \) is the noise power spectral density at the receiver. Here, we refer to \( n^{(a)} \) as spatial multiplexing gain, as it comes from the use of MIMO techniques. We note that SNR has a one-to-one correspondence with capacity when the spatial multiplexing gain, \( n^{(a)} \), and the signal bandwidth, \( W \), are fixed.

At first glance, it appears that there are many ways to increase the achievable data rate: the number of antennas can be increased with the corresponding increase in the spatial multiplexing gain, the bandwidth can be increased, or the transmitter power can be increased. However, neither of these methods is very effective. The spatial multiplexing gain is limited by the size of the user device and at the writing of this report is limited with \( N_T = 8 \) and \( N_R = 4 \) [3]. The number of transmitter antennas is also in the argument of the logarithm function, decreasing the energy available to transmission. Increasing the bandwidth, \( W \), is also ineffective because it decreases the SNR in the logarithmic part of the equation. In practice, bandwidth is also limited by licensing issues [45, pp. 15–18]. For example, the next generation of LTE—LTE-advanced—limits the bandwidth up to 100 MHz [4, 18]. Similar to the limits on bandwidth, maximum transmit power is also regulated. Nevertheless, increasing power is not effective due to the logarithmic relationship and cost of amplifier design for high signal powers and terminal battery limitations.

We conclude that, for ubiquitous high data rate coverage needed for beyond-4G networks, it is important to decrease the distance between the base station and the user terminals. However, using the approach of scaling the cells is not cost effective, requiring alternative, cost-effective approaches. These approaches lead to advanced RAN architectures, which we discuss next.

### 12.4.1 Advanced RANs for Beyond 4G

In classical cellular RAN architecture, there is essentially one network element—the base station. As we have shown, increasing the density of radio ports by increasing the number of base stations is not practical. A consensus is currently forming in
the community about the next generation of advanced RAN architecture, which contains many other network elements, such as distributed antenna elements, femto BSs, and relays. Indeed relays are already part of the WiMAX 4G standard and are considered for addition into the LTE-advanced 4G standard. The new elements are to provide a high density of radio ports to (1) decrease the distance to the receivers and (2) enable new coordinated multipoint (CoMP) transmission and reception techniques, which promise high data rates. Here, we refer to the classical base station as a full base station (full BS) to distinguish it from a femto BS.

In advanced RAN [46, 47], elements other than the base station either do not implement all of the functionality of the base station, or are not directly connected to the Internet. The elements in the new RAN work together to provide dense radio port coverage (Figure 12.5). The radio ports are attached to the various elements used throughout the RAN: full BSs, femto BSs, and relays. A full BS is a gateway to the Internet for multiple RAN elements, whereas relays connect to the full-BS station with wireless connections. Femto BSs connect to the RAN through the Internet and provide indoor coverage.

The base station (RAN anchor) is an important element of the advanced RAN. It manages multiple radio ports and has a wired connection to the Internet. RAN anchors do not require radio resources to provide backhaul services. We distinguish two types of RAN anchors: full base station (full BS) and femto base station (femto BS). A full BS is a gateway to the Internet for multiple RAN elements, whereas a femto BS is a gateway to the Internet for indoor elements.

In addition to the various types of base stations, RAN also uses many types of relays. Unlike base stations, which are directly connected to the Internet, relays
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connect to the Internet through direct wireless connections to RAN anchors or through multihop wireless connections over other relays, which connect directly to RAN anchors. A relay may have multiple radio ports attached to it, as a base station would and may have to participate in hand-off and other RRM procedures, as a base station would. However, a relay is not connected to the RAN with a wired connection—it must at least connect to a base station to get to the Internet and it may connect to the base station in the network layer by using multihop transmissions through other relays.

The advanced RAN contains various types of relays, which vary in complexity. For example, a relay may be a fairly simple amplify-and-forward relay, which does not examine the data flow, or a much more complex decode-and-forward relay, which examines and forwards packets. Typically, a relay is also expected to have a shorter range than a base station, so it requires a lower power amplification and thus cheaper power amplifier than a base station. Cheaper power-amplifier circuitry also makes relays cheaper than a base station, from an engineering point of view.

The essential part of the proposed RAN are radio ports, which perform the radio transmission. The radio ports are available densely throughout the RAN coverage area, so that the distance between the terminal and a radio port is always small. Because radio ports are deployed densely throughout the RAN coverage area, it may be possible for the user terminals to simultaneously send (and receive) radio signals to (and from) multiple radio ports. Similar technologies are already proposed for LTE-advanced is OFDMA macrodiversity, also known as coordinate multipoint transmission (CoMP) [18]. However, CoMP has to be back compatible to the existing LTE standard, so it may not be able to take full advantage of the high port density.

In advanced RAN, the port density will have to be much higher to achieve rates in the range of tens of gigabytes per second, so new precoding technologies will be necessary. With multiple simultaneous transmission, the terminal can take advantage of spatial diversity if the transmissions and receptions through the multiple points is coordinated. Coordination of transmissions and receptions leads to potentially higher rates [48], as precoding may be done to take spatial properties channel of the distributed channel. We note that precoding takes the concept of macrodiversity one step further, beyond simple signal combining. The concept of CoMP transmission and reception has many names in the literature, such as “distributed antenna ports” [49, 50], and in the standardization process “multicell MIMO,” “network MIMO,” and “network cooperative MIMO” [8], to mention a few.

The proposed RAN is a mesh of RAN elements, where any one element can connect to any other element. Due to the flat hierarchy in the RAN, RRM does not belong to any given RAN element. In the proposed RAN, RRM is a networkwide set of protocols and algorithms that allow network elements with different capabilities to negotiate assignments of radio resources to users.
12.4.2 Open Issues in RRM Optimization in Advanced RANs

So far, we have shown that advanced RAN architectures cost effectively facilitate dense deployments of radio ports in the RAN coverage area. To take full advantage of the radio port density, advanced RAN needs advanced RRM algorithms and related protocols. We now discuss issues, that should be considered in optimizing RRM of advanced RANs [47]:

- **Need for User-Centric RRM**: Ubiquitously high data rates require moving away from the system-centric radio resource management (RRM), used in cellular RAN architecture, and toward advanced user-centric RRM. System-centric RRM uses a divide-and-conquer approach, which assigns resources to cells first and to users second. On the other hand, user-centric RRM assigns resources to users first and then finds radio ports to provide these resources. By first assigning resources to users, user-centric RRM solves a fundamental inefficiency with the system-centric RRM—in system-centric RRM, resources are assigned to cells, while they are used by users. Because the user may be multiple radio hops away from the core network, user-centric RRM needs to consider cross-layer RRM techniques between the network and lower layers in the architecture.

- **Top-Down Protocol Design**: Recent research in top-down optimizable protocol design can also be used to devise user-centric RRM algorithms and RAN protocols, which implement them. Top-down protocol design starts with a global utility maximization problem, which optimizes the rates of individual users. The objective function of optimization is chosen so that, at the optimum (equilibrium) point, user rates satisfy some criteria specified by the network operator. Optimization is subject to the availability of radio resources, which can support the optimum user rates. Then, one uses mathematical decomposition to devise a distributed algorithm and a corresponding protocol, which solves the problem. We believe that this approach can be successfully used for design of advanced RRM algorithms and suitable RAN protocols for the advanced RANs.

- **Restrictions on OFDMA Schedules**: In general, OFDMA scheduling is closely related to graph coloring, which is a computationally hard problem. However, under some circumstances, finding schedules takes polynomial time [36] and can be easily distributed [37]. Nevertheless, to take advantage of distributed scheduling protocols, one should design RAN medium access control (MAC) protocols that allow easy OFDMA scheduling.

12.5 Summary

In this chapter, we first reviewed 3G and 4G OFDMA-based architectures. We concentrated on the evolution of LTE and LTE-advanced RAN architecture. We showed that the trend in architecture development is toward decentralized RAN.
architectures, where little information is exchanged through a central point in the RAN. Decentralization of the LTE RAN architecture is required by the OFDMA-based physical layer, which allows flexible frequency and time assignment in the cells. Without decentralization, the network would be too slow to adjust to varying user demands. We have also reviewed RRM algorithms for OFDMA-based 4G RANs and state-of-the art approaches to assign radio resources to the users.

Then, we argued that a new RAN architecture is required for beyond-4G RANs. Although current OFDMA-based RANs provide peak data rates in the order of hundreds of megabytes per second, we expect beyond-4G architectures to provide data rates in the tens of gigabytes per second. The fundamental problem with current RAN architecture is that it is based on the cellular RAN concept, which requires scaling down the RAN by introducing more base stations into the network. We reviewed an advanced RAN architecture, which seems to be the current consensus in the community. Advanced RAN uses advanced RAN elements such as distributed antenna ports, femto BSs, and relays and uses CoMP transmission and reception techniques. This advanced RAN architecture needs advanced RRM algorithms and protocols. We also reviewed open issues in advanced RRM optimization for advanced RAN architectures.
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13.1 LTE Physical Layer

13.1.1 Multiplexing Schemes

The capabilities of the evolved NodeB (eNodeB) and user equipment (UE) are obviously quite different; thus, the LTE (long-term evolution) physical layer (PHY), downlink (DL) and uplink (UL) are different.

13.1.1.1 Downlink

Orthogonal frequency division multiplexing (OFDM) is selected as the basic modulation scheme because of its robustness in the presence of severe multipath fading. Orthogonal frequency division multiple access (OFDMA) is used as the multiplexing scheme in the downlink.

13.1.1.2 Uplink

LTE uplink requirements differ from downlink in several ways. Power consumption is a key consideration for UE terminals. High peak-to-average power ratio (PAPR) and related loss of efficiency with OFDM signaling are major concerns. As a result, an alternative to OFDMA was sought for use in the LTE uplink.

The LTE PHY uses single-carrier frequency division multiple access (SC-FDMA) as the basic transmission scheme for the uplink. SC-FDMA is a modified form of OFDMA. SC-FDMA has a similar throughput performance and an overall...
complexity as OFDMA. The principle advantage of SC-FDMA is a lower PAPR than OFDMA.

### 13.1.2 Frame Structure

In an uplink, LTE transmissions are segmented into frames [1]; a frame consists of 10 subframes and a subframe is formed by two slots each 0.5 ms long and consists of seven SC-FDMA symbols. The generic frame structure is shown in Figure 13.1.

### 13.1.3 Physical Resource Block

In LTE, the physical resource block (PRB) is the smallest element of resource allocation assigned by the base station scheduler. A PRB is defined as a resource of 180 kHz in the frequency domain and 0.5 ms (one time slot) in the time domain. Because the subcarrier spacing is 15 kHz, each PRB consists of 12 subcarriers in the frequency domain, as shown in Figure 13.2.

### 13.1.4 Reference Signals

In contrast to packet-oriented networks, LTE does not use a PHY preamble to facilitate carrier offset estimate, channel estimation, or timing synchronization. Instead, special reference signals are embedded in the PRBs, as shown in Figure 13.3. Reference signals are transmitted during the first and fifth OFDM symbols of each time slot and in every sixth subcarrier of each subframe. Reference signal is also used to estimate the path loss using reference symbol received power (RSRP).

### 13.2 Introduction to Power Control

The uplink transmitter power control is a key radio resource management feature in cellular communication systems. It is usually used to provide an adequate transmit power to the desired signals to achieve the necessary quality, minimizing interference.
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Figure 13.2 LTE uplink resource grid.

to other users in the system and maximizing the battery life of the mobile terminal. To achieve these goals, uplink power control has to adapt to the radio propagation channel conditions, including path loss, shadowing, and fast fading fluctuations while limiting the interference effects from other users, within the cell, and from neighboring cells.

LTE is a project within the Third-Generation Partnership Project (3GPP) that aims at improving the current 3G universal mobile telecommunications system (UMTS) standard to cope with future requirements and to maintain competitiveness in the long term. Hence, the important goals of LTE include achieving higher data rates, reducing latency, improving efficiency, enhancing services, exploiting new spectrum opportunities, improving system capacity and coverage, lowering costs, and better integration with other standards.
In order to meet some of these requirements, SC-FDMA has been chosen as the uplink radio access technology in LTE [2]. SC-FDMA has a low PAPR, which leads to lesser power consumption at the UE.

In a multiuser environment, a number of users share the same radio resources. A consequence of the limited availability of radio channels in the network is that the same channel has to be assigned to many users. Thus, a signal intended for a certain user will reach other users, introduce interference to their connection, and degrade the system quality. A user with very good quality may consider using low power and still having acceptable quality. The advantage is that it will disturb other users less, thereby improving their quality. Power control is essentially doing the same task but in a controlled manner.

Using an orthogonal transmission scheme eliminates mutual interference between users in the same cell (intra-cell interference) and the near-far problem typically encountered in CDMA systems. However, because transmission in the neighboring cell is not orthogonal, there is interference between users in neighboring cells (inter-cell interference), which ultimately limits system performance and capacity.

To maximize the spectral efficiency in LTE, a frequency reuse of 1 is selected for both the downlink and the uplink [2], which means that all cells in the network use the same frequency band. Thus, both data and control channels are sensitive to inter-cell interference. Cell-edge performance and capacity of a cell site can be limited by the inter-cell interference. Therefore, the role of a closed-loop power control becomes decisive because it ensures that the required SINR is maintained at an acceptable level of communication between the eNB and the UE while controlling interference caused to neighboring cells.
In addition, in the coming years, many portable devices (e.g., notebooks, ultraportables, gaming devices, and video cameras) are also expected to operate over mobile broadband technologies such as LTE. The battery power is an important and scarce resource in these devices. Thus, the application of an efficient power control mechanism is crucial in order to minimize the consumption of battery power and use the available resources efficiently.

The foregoing requirements are used in the LTE physical uplink shared channel (PUSCH) power control scheme [2], which is a combination of an open-loop and closed-loop mechanism. The scheme allows for full or partial compensation (of path loss and shadowing) as opposed to the conventional uplink power control scheme (full compensation) in which all users receive the same SINR [3, 4]. The open-loop component compensates for the slow channel variations based on signal strength measurements performed by the terminal, which reduces the power to cell-edge users since they are likely to generate higher interference to others. The closed-loop component, on the other hand, directly controls the terminals power using explicit transmit power control (TPC) commands in the downlink to optimize the system performance. The potential benefit of fractional path loss compensation is a relatively lower transmitted power for terminals closer to the cell border, implying less interference to other cells. However, this also leads to reduce data rates for those terminals.

This chapter presents a novel closed-loop power control algorithm with fractional path loss compensation for the PUSCH for a 3GPP LTE system. In contrast to conventional closed-loop power control, the proposed scheme sets a SINR target for all users based on their path loss, which allows users with good radio conditions to achieve better SINR and, at the same time, providing a better cell-edge bit rate. Different values of the fractional path loss compensation factor (in the range 0.7–1.0) are tested, and an optimal value that provides the best cell-edge performance for a given SINR target is selected for further investigation. Realistic simulation scenarios are modeled by taking into account the mobility, delay, error, and power headroom reporting and performance results compared with the ideal case [5]. Simulation results show that closed-loop power control with a fractional path loss compensation factor is advantageous compared to closed-loop power control with full path loss compensation. Using a simple upload traffic model, the closed-loop power control with a fractional path loss compensation factor improved system performance in terms of mean bit rate by 68% in the ideal case and 63% in the realistic case. In addition, the proposed algorithm provides a better cell-edge bit rate and better battery life performance.

The chapter is organized as follows. In Section 13.3 PUSCH power control formula and basic PUSCH power control signaling is presented. In Section 13.4 we present LTE power control schemes and their comparison based on power spectral density. In Section 13.5, we present a proposed closed-loop power control algorithm, traffic models, and realistic simulation environments. Simulation results are presented in Section 13.6. Finally, Section 13.7 concludes the chapter.
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13.3 LTE PUSCH Uplink Power Control

The power control scheme for the physical uplink shared channel (PUSCH) is the combination of an open-loop power control (OLPC) and closed-loop power control (CLPC). The 3GPP specifications [2] define the setting of the UE transmit power for PUSCH by the following equation:

\[
P_{\text{PUSCH}} = \min\{P_{\text{max}}, 10 \cdot \log_{10} M + P_0 + \alpha \times PL + \delta_{\text{mcs}} + f(\Delta_i)\} \text{[dBm]}
\]

(13.1)

where

- \(P_{\text{max}}\) is the maximum allowed transmit power, which depends on the UE power class;
- \(M\) is the number of physical resource blocks (PRB);
- \(P_0\) is a cell/UE-specific parameter signaled by the radio resource control (RRC).
  However, we assume that \(P_0\) is cell specific;
- \(\alpha\) is the path loss compensation factor. It is a three-bit cell specific parameter in the range [0 1] signaled by the RRC;
- \(PL\) is the downlink path loss estimate and is calculated in the UE based on the RSRP;
- \(\delta_{\text{mcs}}\) is a cell/UE-specific modulation and coding scheme parameter defined in the 3GPP specifications for LTE. The setting of \(\delta_{\text{mcs}}\) is beyond the scope of this chapter;
- \(f(\Delta_i)\) is UE specific. \(\Delta_i\) is a closed loop correction value, and \(f\) is a function that permits us to use an accumulated or an absolute correction value.

The parameter \(P_0\) is calculated [6] as follows:

\[
P_0 = \alpha \cdot (SNR_0 + P_n) + (1 - \alpha)(P_{\text{max}} - 10 \cdot \log_{10} M_0) \text{[dBm]}
\]

(13.2)

where

- \(SNR_0\) is the open-loop target SNR (signal-to-noise ratio);
- \(P_n\) is the noise power per PRB;
- \(M_0\) defines the number of PRBs for which the SNR target is reached with full power. It is set to 1 for simplicity.

13.3.1 PUSCH Power Control Signaling

Many of the parameters listed in Equation 13.1 are broadcasted by the eNB toward the UEs; that is, they are the same for all the users in that specific cell. Figure 13.4 shows the UE parameters (e.g., \(\Delta_i\), \(\alpha\), \(P_0\), and \(\delta_{\text{mcs}}\)) received from the eNB. In the
Figure 13.4  PUSCH power control parameters broadcast by the eNB toward UEs.

In this section, LTE power control schemes are discussed and different ways of categorizing them are presented.

13.4.1 Power Spectral Density (PSD)

The UE sets its initial transmission power based on parameters received from the eNB and the path loss calculated by the UE. It is worthwhile to note that $\Delta_i$ is signaled by the eNB to any UE after it sets its initial transmit power; that is, $\Delta_i$ has no contribution in the initial setting of the UE transmit power. The expression on which a UE sets its initial power can be obtained from Equation 13.1 by ignoring $\delta_{mcs}$ and the closed-loop correction, whereas power limitation can be neglected because we assume that the UE has to take the power limitation into account, and is given by the following:

$$P_{PUSCH} = 10 \cdot \log_{10} M + P_0 + \alpha \times PL \ [dBm] \quad (13.3)$$

where $M$ is the total number of PRB scheduled by the eNB. The power assignment for transmission at the UE is performed on the basis of PRB, and each PRB contains an equal amount of power. Thus, by neglecting $M$, the expression used by the UE to assign power to each PRB is given by

$$PSD_{P} = P_0 + \alpha \cdot PL \ [dBm/PRB] \quad (13.4)$$
Equation 13.4 represents the transmit power spectral density (PSD) of a PRB expressed in dBm/PRB. $PSD_{Tx}$ is a helpful way to explain the basic difference between conventional and fractional power control.

The power control scheme can be categorized based on the value of $\alpha$ in Equation 13.4 as follows:

$\alpha = 1$ (full compensation of path loss), which is the well-known conventional power control scheme,

$0 < \alpha < 1$ (fractional compensation of path loss) turns to fractional power control,

$\alpha = 0$ (no compensation of path loss) leads to no power control; that is, all users will use the maximum allowed transmission power ($P_{\text{max}}$).

### 13.4.2 Conventional Power Control Scheme

If full compensation of path loss is used ($\alpha = 1$), then $P_0$ is given as

$$P_0 = SNR_0 + P_n \text{ [dBm]}$$

(13.5)

The $PSD_{Tx}$ is thus defined as follows:

$$PSD_{Tx} = P_0 + PL = SNR_0 P_n + PL \text{ [dBm/PRB]}$$

(13.6)

Taking the path loss into account, the received PSD at the eNB is then given by

$$PSD_{Rx} = (SNR_0 + P_n) = P_0 \text{ [dBm/PRB]}$$

(13.7)

It is clear from Equation 13.7 that the received PSD at the eNB is equal to $P_0$, thus, this equation illustrates that the conventional power control scheme steers all users with equal power spectral density. This scheme is widely used in cellular systems that are not using orthogonal transmission scheme in the uplink, such as conventional CDMA-based systems. One of the advantages of this power control scheme is that it removes the near-far problem typically experienced by CDMA systems, as it equalizes power of all UEs received at the base station. Figure 13.5 shows the received PSD for users as a function of path loss. It can be clearly seen that, for a given SNR target, the received PSD is same for all users independent of their path loss. It is worthwhile to note that the “knee point” indicates the power limited region where users at this point and beyond will start to use $P_{\text{max}}$; in other words, it shows the maximum path loss that results in uplink power equal to $P_{\text{max}}$ by the user. The knee point drifts to the left by increasing the SNR target ($SNR_0$); this means that users will be power limited more quickly. High $SNR_0$ mostly favors users close to the eNB, whereas a lower $SNR_0$ favors users at the cells’ edge.
13.4.3 Fractional Power Control Scheme

The fractional power control (FPC) scheme allows users to receive variable PSDs, depending on their path loss; that is, the user with good radio conditions will receive high PSD and vice versa. Using \( 0 < \alpha < 1 \), the PSD is given by

\[
PSD_{\text{Rx}} = P_0 + \alpha \cdot (SNR_0 + P_n) + (1 - \alpha)\cdot P_{\text{max}} + \frac{PL}{\alpha} \text{ [dBm/PRB]} \quad (13.8)
\]

In contrast to conventional power control, which allows full compensation of path loss, FPC compensates only for a fraction of the path loss, hence the name. The PSD received can be found by taking the path loss into account and is given by

\[
PSD_{\text{Rx}} = P_0 + PL(\alpha - 1) \text{ [dBm/PRB]} \quad (13.9)
\]

Attention is drawn here by comparing Equations 13.7 and 13.9 where the received PSD in a conventional power control scheme results in \( P_0 \), whereas in case of the FPC scheme it also has an additional term \( PL(\alpha - 1) \). Because both \( P_0 \) and \( \alpha \) are cell-specific parameters broadcast toward UEs by the eNB (same for all the UEs), then \( PL \) is the key factor in Equation 13.9 that allows users to be received with different power spectral densities. This observation can be explained by plotting Equation 13.9 as a function of the path loss (Figure 13.6). This figure clearly shows that, for the FPC scheme \( (0 < \alpha < 1) \), the users receive variable PSDs,
Figure 13.6 Plot of the received PSD for a fractional power control scheme.

depending on their path loss. The conventional or full compensation ($\alpha = 1$) and no compensation ($\alpha = 0$) power control schemes are also shown as benchmarks in this figure. Also notice that the knee point drifts toward the left by decreasing $\alpha$ and/or increasing $SNR_0$.

In Figure 13.6, $\alpha = 1$ (full compensation) and $\alpha = 0$ (no compensation) shows the conventional and no power control scheme, respectively; for $0 < \alpha < 1$ is the fractional setting where users are received with variable PSD depending on their path loss. The “knee point” drifts towards left by decreasing $\alpha$ and/or increasing $SNR_0$.

13.4.4 Slope of the Received PSD

In Section 13.4.1, the power control schemes are categorized based on the path loss compensation factor. However, the slope of the received PSD is another way of categorizing the different power control algorithms.

Figure 13.7 shows different slopes of the received PSD for various values of $\alpha$ ($0 \leq \alpha \leq 1$). For FPC ($0 < \alpha < 1$), the slope is $\alpha - 1$. If $\alpha = 0$, the slope is $-1$, which implies no power control, whereas if $\alpha = 1$ results in slope $= 0$, which leads to conventional open-loop power control. The figure also defines the region where users start using the maximum allowed power as identified by the knee point. At the knee point and beyond, users will experience maximum path loss, which results in using maximum power. The received PSD for the fractional power control is shown
Evolved Cellular Network Planning and Optimization

Figure 13.7 Illustration of the relationship between the received PSD and the path loss, describing the slopes for different power control algorithms.

by the solid line, and the received PSD for the conventional and no-power control schemes are shown by the dashed lines. For conventional open-loop power control, the received PSD is same for all the UEs, independent of their path loss as shown in Figure 13.7.

It is worthwhile to note that, conventional and fractional power control indicates the choice of value for $\frac{P_0}{M}$, whereas open-loop and closed-loop power control indicates the method of setting the UEs’ transmission power.

13.4.5 Open-Loop Power Control

Open-loop power control is the means by which the UE transmitter is able to set its uplink transmit power to a specified value suitable for receiver operation. This setting, discussed in Section 13.4.1 is based on Equation 13.3, thus the uplink power ($P_{OL}$) set by the open-loop power controller can be written as follows:

$$P_{OL} = \min(P_{max}, 10 \cdot \log_{10} M + P_0 + \alpha \cdot PL) \text{ [dBm]}$$ (13.10)

The choice of $\alpha$ depends on whether a conventional or FPC scheme is used. Using $\alpha = 1$ leads to a conventional open-loop power control scheme, whereas $0 < \alpha < 1$ leads to fractional open-loop power control.

Figure 13.8 is a block diagram of the steps involved in setting the uplink transmit power using open-loop power control. An estimate of the path loss is obtained after measuring the reference symbol received power (RSRP). The calculation for transmission power is performed using Equation 13.10. The transmit block in the eNB represents the broadcast of parameters ($P_0$ and $\alpha$) used in Equation 13.10.
Closed-loop power control is the ability of the UE to adjust the uplink transmit power in accordance with the closed-loop correction values, which is also known as transmit power control (TPC) commands. The TPC commands transmitted by the eNB toward the UE are based on the closed-loop SINR target and the measured received SINR.

In an LTE closed-loop power control system, the uplink receiver at the eNB estimates the SINR of the received signal and compares it with the desired SINR target value. If the received SINR is below the SINR target, a TPC command is transmitted to the UE to request for an increase in the transmitter power. Otherwise, the TPC command will request for a decrease in transmitter power.

The LTE closed-loop power control mechanism operates around an open-loop point of operation. As discussed in Section 13.4.1, the UE adjusts its uplink transmit power based on the measured received power and compares it with the desired target SINR. If necessary, it adjusts the transmission power accordingly.
transmission power based on the TPC commands it receives from the eNB when
the uplink power setting is performed at the UE using open-loop power control.
The closed-loop power control mechanism around open-loop point of operation is
presented in Figure 13.9. The shaded blocks indicate the closed-loop power control
components. It can be seen in Figure 13.9 that the closed-loop correction value is
applied after calculating the transmission power using the open-loop power control.
The PUSCH closed-loop power control expression is given by:

$$P_{\text{PUSCH}} = \min\{P_{\text{max}}, P_{\text{OL}} + f(\Delta_i)\} \text{ [dBm]} \quad (13.11)$$

Figure 13.9  Block diagram of steps involved in adjusting the open-loop point of
operation using the closed-loop power control.
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Figure 13.10 Generation of the TPC command at the eNB.

It is worthwhile to note that, if $P_{\text{PUSCH}}$ is set using the closed-loop power control, power limitation is neglected in Equation 13.10 and is applied by Equation 13.11. In case of the conventional closed-loop power control, the open-loop component uses $\alpha = 1$. $f(\Delta_i)$ is the closed-loop adjustment to the open-loop point of operation and is defined as [2]

$$ f(i) = f(i-1) + \delta_{\text{PUSCH}}(i - K_{\text{PUSCH}}) \text{ [dB]} \quad (13.12) $$

where $\delta_{\text{PUSCH}}$ is the UE specific correction value, which is also referred as the TPC command. TPC commands $[-1, 0, 1, 3]$ dB are used during the simulations. Here, $f^(*)$ represents accumulation and $f(0) = 0$ and $K_{\text{PUSCH}} = 4$ TTIs (transmission time intervals). $K_{\text{PUSCH}}$ includes both processing and round-trip propagation time delay; this issue is discussed in Section 13.5.3. TPC commands are generated based on the difference between the SINR target and the received SINR, as shown in Figure 13.10.

The mapping function maps the resulting difference to one of the accumulated TPC commands. The generated TPC commands are transmitted by the eNB toward the UE. In this chapter, the conventional closed-loop SINR target is used in generating TPC commands, which is referred to as the baseline SINR target.

13.5 Proposed Closed-Loop Power Control Algorithm

In this section, a novel fractional closed-loop power control algorithm is presented and analyzed using different traffic models and realistic simulation scenarios. In addition, its performance is compared to that of a conventional closed-loop power control and open-loop power control algorithms.

The conventional closed-loop power control scheme steers all users to achieve equal received SINR, as seen in Figure 13.11. Consequently, users with good radio conditions (i.e., good channel quality) that possibly can achieve high received SINR are affected by this setting, thus resulting in a lower mean user bit rate. On the other hand, if we look at the open-loop power control performance, we see that users experiencing good radio conditions achieve high received SINR, but the cell-edge performance is worse compared to that of the conventional closed loop.
In conventional closed-loop power control, the SINR target setting is the same for all users and is a trade-off between the cell-edge rate and the mean bit rate; that is, a high SINR target results in high mean user bit rate but a lower cell-edge bit rate, whereas a lower SINR target leads to a low mean and a high cell-edge bit rate.

It is desirable to design a closed-loop power control scheme that can provide a reasonable cell-edge bit rate and, at the same time, allow users with good radio conditions to achieve high received SINR, and subsequently attaining high mean user bit rate. In the following sections, we present a novel fractional closed-loop power control scheme that achieves these goals. In contrast to conventional closed-loop power control, the proposed scheme sets an SINR target for each user based on their path loss, which allows users with good radio conditions to achieve better SINR and, at the same time, provide a better cell-edge bit rate. In Section 13.5.2, setting an SINR target based on users’ path loss is discussed and its mathematical expression is derived.

13.5.1 Power Headroom Report

Power headroom ($P_h$) is a mechanism by which the mobile terminal is configured to provide regular reports on its power to the network. The power headroom report can be used by the eNB to calculate the path loss of the users which is then used in setting of SINR target. Power headroom report is sent by the UE to the eNB which indicates how much power UE is left with to start using full power. In other words,
it is the difference between the UE transmit power and the maximum UE transmit power and is given by

$$P_b = P_{\text{max}} - P_{\text{PUSCH}} \text{ [dBm]}$$  \hspace{1cm} (13.13)

The following triggers [7] should apply to power headroom reporting:

- The path loss has changed by a threshold value, as the last power headroom report is sent. The threshold value can be [1, 3, 6, inf] dB.
- The time elapsed from previous power headroom report is more than $Y$ transmission time intervals (TTIs). The parameter $Y$ can take values [10, 20, 50, 200, 1000, inf] TTIs.
- A power headroom report can only be sent when the UE has an UL grant. If one or several triggers are fulfilled when the UE does not have a grant, the UE should send the report when it has a grant again.

**13.5.2 Mathematical Model for Setting an SINR Target Based on Path Loss of the Users**

A mathematical expression needs to be derived to set the closed-loop SINR target based on the path loss of users while keeping the baseline SINR target for those users that are using full power ($P_{\text{max}}$). Therefore, a relation is formed between the received SINR and path loss (PL) of the users with the aid of an illustration shown in Figure 13.12. In the figure, $PL_{\text{max}}$ is the maximum path loss, at which users start using $P_{\text{PUSCH}} = P_{\text{max}}$. $PL < PL_{\text{max}}$ is the path loss of any arbitrary user, and $\text{SINRtarget}$ is the closed-loop baseline SINR target to start with. $\text{SINRtarget}'$ is the SINR target based on the path loss and $\alpha$ is the path loss compensation factor, whereas $m$ is the slope and is given by $\alpha - 1$, and $IN$ is the interference and noise power in dBm. The knee point in Figure 13.12 is denoted by $PL_{\text{max}}$ where users use $P_{\text{max}}$ at this point and beyond. The users at $PL < PL_{\text{max}}$ are experiencing relatively better radio conditions than users at $PL \geq PL_{\text{max}}$, and it is desirable that users should take advantage of good radio conditions.

Using Figure 13.12 and the information discussed above, the required mathematical equation that provides an SINR target based on the path loss of users can be obtained using the slope of the line and is given by

$$m = \frac{\Delta Y}{\Delta X}$$ \hspace{1cm} (13.14)

where

$$\Delta Y = \text{SINR target}' - \text{SINR target} \text{ [dB]}$$ \hspace{1cm} (13.15)

$$\Delta X = PL - PL_{\text{max}} \text{ [dB]}$$ \hspace{1cm} (13.16)
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**Figure 13.12** Illustration of setting the SINR target based on the path loss of users.

By using Equation 13.1, \( PL \) can be defined as

\[
PL = \frac{1}{\alpha \cdot \left( P_{\text{PUSCH}} - 10 \cdot \log_{10} M - P_0 - f(\Delta_i) \right)} \quad [\text{dB}]
\]  

(13.17)

\( PL \) involves \( P_{\text{PUSCH}} \), as can be clearly seen in Equation 13.17. In the real world, however, the eNB can use the power headroom report (\( P_h \)) received by the eNB from the UE to find the path loss of each user. Thus, \( PL \) can be rewritten as

\[
PL = \frac{1}{\alpha \cdot \left( P_h - 10 \cdot \log_{10} M - P_0 - f(\Delta_i) \right)} \quad [\text{dB}]
\]  

(13.18)

\[ P_h = P_{\text{PUSCH}} = P_{\text{max}} \]

when \( PL = PL_{\text{max}} \).

By using Equations 13.13 through 13.17, the SINR target based on the path loss is given by

\[
\text{SINR target}' = \begin{cases} 
(\alpha - 1) \cdot (PL - PL_{\text{max}}) + \text{SINR target} & PL < PL_{\text{max}} \\
\text{SINR target} & PL \geq PL_{\text{max}} 
\end{cases} \quad [\text{dB}]
\]  

(13.19)

In Equation 13.18, users at \( PL \geq PL_{\text{max}} \) will use \( \text{SINR target}' = \text{SINR target} \), indicating that there is no increase in the SINR target for users that are already using \( P_{\text{PUSCH}} = P_{\text{max}} \). Furthermore, \( \alpha = 1 \) turns the designed closed loop scheme into conventional closed-loop power control implying that the SINR target setting is independent of the path loss.
In the case of a closed loop with fractional path loss compensation factor, TPC commands will be generated based on the $\text{SINR}_{\text{target}}$ and the received SINR. The closed-loop power control combined with fractional path loss compensation factor can be implemented using Equation 13.11 which defines the basic expression for the closed-loop power control. However, in contrast to conventional closed-loop implementation, which uses a baseline SINR target (same for all users) and $\alpha = 1$, a closed loop with fractional path loss compensation factor implementation involves an SINR target setting based on the path loss of the users and $0 < \alpha < 1$.

### 13.5.3 Processing and Round-Trip Time Delay Model

The eNodeB issues a TPC command to adjust the power at the UE. However, the adjustment takes place after some delay. This delay is typically propagation round-trip time (RTT) and processing time at the UE and the eNB. The RTT delay is due to the wave propagation, while the processing delay at the eNodeB occurs due to measuring the received SINR and issue of TPC command based on SINR target and received SINR. The processing delay at the UE occurs due to measuring the RSRP, calculating the $PL$, calculating the transmit power, and applying the adjustment based on the received TPC command. The total time delay used during simulations is of 4 ms. The time delay is demonstrated with the help of Figure 13.13. In the figure, $T_{\text{UL}} - T_{\text{DL}}$ is the difference between the duration of the UL and DL subframe. $T_p$ is the propagation time, and the round-trip propagation time is $2 \times T_p$. We assume that the eNB received the first transmission from the UE; the TPC command is generated based on the difference between the SINR target and the received SINR measured at the eNB.

![Figure 13.13 Illustration of time delay.](image-url)
At time instant $t = 0$, the eNB sent the TPC command that was received by the UE after a delay equal to half of the propagation RTT (i.e., $T_p$). Processing time at the UE is 3 ms–propagation RTT [8]. Thus, the UE have to adjust the power and transmit half of the propagation time before $t = 4$. The power-adjusted transmission is received by the eNB at $t = 4$. The received transmission is decoded and a new TPC command is generated at $t = 5$. This makes a total time delay of 4 TTI.

As a consequence of four time instant delays, the eNB must take into account previous TPC commands while issuing a new TPC command. Let us say that the UE power needs to be adjusted by a single TPC command of $+1$ dB and is issued by the eNB at time instant $t = 0$. Now, until time instant $t = 5$, the eNB will receive a transmission without closed-loop adjustment; if the eNB continues issuing TPC commands independent of previously issued TPC commands, UE will end up at $+4$ dB more in $P_{PUSCH}$. In order to prevent this phenomenon, the sum of previously issued TPC commands are fed back to the mapping function, as illustrated in Figure 13.14. Thus, new TPC commands will be generated based on the SINR target, the estimated received SINR, and previously issued TPC commands. Now, as previously, issued commands are taken into account by the eNB between $t = 1$ and $t = 5$. The TPC command of 0 dB will be transmitted toward the UE.

### 13.5.4 Absolute Open-Loop Error Model

Open-loop power control errors are usually the result of several factors, such as the accuracy of measurements of the RSRP at the UE and inaccuracies in the radio parts such as temperature sensitivity and tolerances in the standard. The open-loop error is identified as a slowly varying component and varies between manufactures of UEs. Sources of open-loop power control error are illustrated in Figure 13.15.

![Figure 13.14 Generation of TPC commands at the eNB, taking into account previously issued TPC commands.](image-url)
At the time of writing, 3GPP had not yet standardized a tolerance in the standard, but because LTE RF components are the same as those used in wideband code division multiple access (WCDMA), the tolerance described in technical specification [4] can be used for first approximation. A tolerance of ±9 dB is required; however, a batch of UEs can handle ±4 dB. Thus, the absolute value of ±4 dB with a uniform distribution is considered to be an open-loop error to evaluate the effect of the closed-loop power correction using TPC commands. By taking the absolute open-loop error into account, the expression for the closed-loop power control combined with fraction path loss compensation can be written as

\[ P_{\text{PUSCH}} = \min\{P_{\text{max}}, P_{\text{OL}} + \text{abserr} + f(\Delta_i)\} \text{[dBm]} \]  

(13.20)

where abserr is the absolute open-loop error.

### 13.6 Simulation Environment and Results

In this section, we present the simulation environment, the traffic models used, and the associated simulation results. The simulations are carried out using a multicell radio network dynamic simulator implemented in MATLAB. The simulator includes enhanced traffic and hybrid ARQ (HARQ) models. In the simulator, network performance is simulated for a certain period of time, which then includes events like arrival of new users, departure of users (whose calls are finished), and
users’ movements. The simulator also include a set of radio resource management (RRM) algorithms such as cell selection, scheduling, link adaptation, and transmit beamforming. The default simulation parameters are given in Table 13.1.

The simulator supports a variety of traffic models. In this chapter, we discuss two traffic models: full buffer and simple upload traffic models. The traffic models are based on Poisson processes of user arrivals. Different arrival intensities may be given for different services.

In the full buffer model, neither user leaves due to hang-up, nor does a new user arrive, as each user buffer is filled with infinite data, and the user will not leave until and unless it transmits all the data.

The simple upload traffic model is designed in such a way that users can have limited data in their buffers; thus, a user leaves when it transmits the data and new

Table 13.1 Default Simulation Parameters

<table>
<thead>
<tr>
<th>Traffic Models</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>User distribution</td>
<td>Uniform</td>
</tr>
<tr>
<td>Terminal speed</td>
<td>3 km/h</td>
</tr>
<tr>
<td>Data generation</td>
<td>Full buffer, simple upload traffic model</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Radio Network Models</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance attenuation</td>
<td>( L = 35.3 + 37.6 \log(d), d = \text{distance in meters} )</td>
</tr>
<tr>
<td>Shadow fading</td>
<td>Log-normal, 8 dB standard deviation</td>
</tr>
<tr>
<td>Multipath fading</td>
<td>Spatial channel model (SCM) [7], suburban macro</td>
</tr>
<tr>
<td>Cell layout</td>
<td>Hexagonal grid, 3-sector sites, 21 sectors in total</td>
</tr>
<tr>
<td>Cell radius</td>
<td>167 m (500 m intersite distance)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>System Models</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectrum allocation</td>
<td>10 MHz (50 resource blocks) 180 kHz (1 resource block)</td>
</tr>
<tr>
<td>Max UE output power</td>
<td>250 mW into antenna</td>
</tr>
<tr>
<td>Max antenna gain</td>
<td>15 dBi</td>
</tr>
<tr>
<td>Modulation and coding schemes</td>
<td>QPSK and 16QAM, turbo coding</td>
</tr>
<tr>
<td>Scheduling algorithm</td>
<td>Round robin</td>
</tr>
<tr>
<td>Receiver</td>
<td>MMSE [10] with two-branch receive diversity</td>
</tr>
</tbody>
</table>
users are added to the system. This model provides the ease to define the user upload file size and mean bearer bit rate. The mean bearer bit rate, along with the offered cell throughput, defines the total number of users in the system. Moreover, the simple upload buffer model also allows inclusion of the effect of queuing delay when calculating the user bit rate. The queuing delay reflects more realistic results and provides a better scale for performance comparison in choosing the optimal value of $\alpha$. For different values of $\alpha$, the 5th percentile and mean user throughput are calculated by taking the effect of queuing delay into account.

The level of interference varies in both traffic models. However, the interferers are the same in the entire simulation in the case of the full buffer model as opposed to the simple upload traffic model because users neither leave nor arrive in the full buffer traffic model. Thus, the full buffer traffic model does not reflect a realistic scenario; however, it is used to compare the performance of the different power control schemes. In the following, simulation results are based on the simple upload traffic model unless otherwise stated.

13.6.1 Investigation for the Optimal Value of the Path Loss Compensation Factor

First, we investigate the performance of the fractional closed-loop power control for different values of $\alpha$ in terms of cell edge and mean bit rate using the full buffer and the simple upload traffic models, respectively. In addition, the value of $\alpha$, which gives the best cell-edge performance for a given SINR target, will be selected for further investigation.

Figure 13.16 shows the performance of the closed-loop power control system using the full buffer traffic model. This figure shows that using $\alpha = 1$ results in a high cell-edge but a relatively low mean bit rate as compared to other values, as the system is less loaded in terms of bits. On the other hand, when using $\alpha = 0.7$ and 0.8, the user mean bit rate is relatively high, implying that users transmit more bits making the system more loaded, which may lead to a rise in the interference level and a lower cell-edge bit rate than $\alpha = 1$ is achieved. We can also see in Figure 13.16 that the optimal value for $\alpha$ cannot be chosen using the full buffer.

Using a realistic traffic model (i.e., the simple upload traffic model in our scenario), results in a high mean bit rate, which is advantageous, as users can upload (transmit) their data more quickly than a system with low mean bit rate, and users can leave the system early.

In contrast to the full buffer traffic model, Figure 13.17 shows that $\alpha = 1$ results in a low cell-edge bit rate as compared to $\alpha = 0.8$ in the simple upload traffic model. This is because of the relatively high interference, as more users are staying in the system for a longer time. Users stay longer because they cannot transmit their data quickly due to the low mean bit rate. It is evident from Figure 13.17 that the closed loop with full compensation results in a lower mean bit rate. The longer the users...
Investigating optimal value for $\alpha$ using full buffer traffic model

Figure 13.16  Investigating cell-edge and mean bit rate for different values of $\alpha$ for the closed-loop power control using full buffer model.

Investigating optimal value for $\alpha$ using simple upload traffic model

Figure 13.17  Investigating cell-edge and mean bit rate for different values of $\alpha$ for the closed-loop power control using the simple upload traffic model.
stay means that the system is more loaded (i.e., more users are in the system), which leads to a high queuing delay and, ultimately, a rise in the interference level.

It is worthwhile to note that, at the end of the simulation, the number of active users using $\alpha = 1$ was 2.6% more than the active users using $\alpha = 0.8$, keeping in view that for each value of $\alpha$ the simulation started with an equal number of users and lasted for an equal amount of time. This implies that due to the high queuing delay using $\alpha = 1$, 2.6% more users could not transmit all the data in their buffer.

Reiterating, and referring to Figure 13.17, compare the performance of $\alpha = 0.8$, 0.7, and 1, we can see that $\alpha = 0.8$ results in a high bit rate both in the cell edge and the mean. Therefore, $\alpha = 0.8$ is a better value for a fractional path loss compensation factor, as it results in the best cell edge and better mean bit rate.

### 13.6.2 Performance Analysis of the Closed-Loop PC Using $\alpha = 0.8$

In this section, we investigate the performance of the fractional closed-loop power control with the optimal value $\alpha = 0.8$, with the help of the cumulative distribution function (CDF) plots of the user bit rate and uplink-received SINR. The performance evaluation is carried out for both the ideal and realistic scenarios. In the realistic scenario, the time delay, absolute error, and power headroom reporting are taken into account, whereas in the ideal case they are not considered. The full compensation power control algorithm is also shown as a benchmark for comparison purposes.

### 13.6.3 Ideal Case

It is worthwhile to note that, in this study, calculating $PL$ using Equation 13.16, assuming that $K_{PUSCH} = 0$ TTI, and taking into account $\text{abserr} = 0$, leads to an ideal study of the closed-loop power control with fractional path loss compensation factor. For a realistic study, $PL$ is calculated using Equation 13.17, which involves power headroom reporting, $K_{PUSCH} = 4$ TTI is assumed, and an $\text{abserr}$ of $\pm 4$ dB with uniform distribution is considered.

Figure 13.18 shows the performance gain of the closed-loop power control using $\alpha = 0.8$ in both the mean and cell-edge bit rates. The mean bit rate is improved by 68% and provides better cell-edge performance than $\alpha = 1$ at the same time.

Figure 13.19 shows CDF plots of the uplink average-received SINR using the simple upload traffic model. We can see from this figure that the closed-loop power control with full compensation steers all users to achieve an equal uplink average-received SINR, as seen in both 5th percentile users and users close to the base station (i.e., users with good radio conditions) where all users get equal received SINR, as they all aim to achieve the same baseline SINR target. In contrast to full compensation, the closed-loop power control with fractional compensation keeps the baseline SINR target for the worst users and, at the same time, increases the baseline SINR target based for users with good radio conditions based on their path loss where low path
loss results in a high increase in the SINR target. The effect of SINR target setting based on path loss of the users is clearly evident from Figure 13.19, which shows that the better the radio conditions, the higher is the average received SINR.

### 13.6.4 Performance Analysis with Absolute Error and TPC Delay

Here, the individual and combined effects of the open-loop error and TPC delay are investigated. Figure 13.20 shows that the performance of the user bit rate is improved for the users with good radio conditions when taking the open-loop error into account. This is because of the increase of the uplink power due to the open-loop error for the number of UEs, which results in a high received SINR. Performance in terms of user bit rate is slightly degraded for users in the low-CDF region, as the number of UE cannot satisfy the required SINR due to open-loop error. However, the performance change in terms of bit rate due to absolute error is just the initial phenomenon at the start of simulations (i.e., short simulation time), and will not be visible when simulated for longer time since the closed-loop power control compensates, for the open-loop error, using the TPC commands.

The TPC delay introduces an initial delay of only 4 TTI before the UE starts to use the TPC command it received from the eNB to correct its uplink power. It is worth noting that with round robin scheduling, it takes only 14 TTI before all

---

**Figure 13.18** CDF plot of the user bit rate comparing $\alpha = 0.8$ and $1$. 

---
Performance comparison in terms of uplink received SINR, SINR target: 1 dB

Figure 13.19  CDF plot of the uplink average received SINR.

Performance comparison with the absolute error

Figure 13.20  Performance comparison in terms of the user bit rate when the absolute error is taken into account.
users start to correct their uplink power using the TPC command. Thus, the effect of the TPC delay is not visible, as Figure 13.21 shows, where the closed-loop power control with TPC delay shows the same performance in terms of cell-edge and mean bit rate as that of the closed loop without TPC delay.

Finally, Figure 13.22 shows the combined effect of both the open-loop error and TPC delay. However, because there is no noticeable effect of TPC delay as discussed above, we can conclude that the effect on the user bit rate shown is due to the open-loop error only. It is also evident from the fact that the results in this figure show a similar trend to those in Figure 13.20.

### 13.6.5 Performance Analysis with the Power Headroom Report

Performance of the closed-loop power control with power headroom reports is analyzed in this section. It is worth mentioning that the power headroom is triggered at both the periodic intervals and change in the path loss by a threshold value. In this simulation, the power headroom report is triggered at periodic intervals only.

A performance comparison in terms of user bit rate of the closed-loop power control with full compensation and $\alpha = 0.8$ with or without the power headroom report is shown in Figure 13.23. It can be seen from this figure that with power headroom reports, the user bit rate is degraded for the users with good radio conditions. The reason for the degradation in the mean bit rate is because the SINR target setting is based on an outdated path loss. The SINR target setting based on path loss aims
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Figure 13.22 Performance comparison in terms of the user bit rate when both the absolute error and the TPC delay is taken into account.
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Figure 13.23 CDF plot of the user bit rate. The power headroom report triggers after 50, 100, and 200 TTIs.
to improve performance in terms of bit rate for users with good radio conditions. Thus, the more outdated the path loss, the more will be the degradation in the mean bit rate, as Figure 13.23 shows for high periodicity values. It is worthwhile to note that, for a longer simulation time and setting the power headroom periodicity to infinity, the performance of the SINR target setting based on path loss will be more like that of the absolute target setting.

**13.6.6 Performance Analysis with Power Headroom Report, TPC Delay, and Absolute Error**

Figure 13.24 shows performance in terms of user bit rate when taking into account the combined effects of absolute error, time delay, and power headroom report triggering at periodic intervals of 200 ms. The figure shows that the closed-loop power control using $\alpha = 0.8$ shows performance gain in both mean and cell-edge bit rate. The mean bit rate is improved by 63% and, at the same time, provides better cell-edge performance compared to $\alpha = 1$.

**13.6.7 Power Use**

The difference of the mean of the UEs power consumption results in zero, which implies that the overall power utilization is roughly the same using the closed-loop power control with full and fractional compensation, as can be seen in Figure 13.25.
However, the closed-loop power control using $\alpha = 0.8$ uses battery power more efficiently, as it provides better system performance in terms of cell edge and mean bit rate than the closed-loop power control with full compensation.

### 13.7 Conclusions

In this chapter, a novel fractional closed-loop power control algorithm for LTE system was proposed. The performance evaluation of the proposed algorithm was carried out using a dynamic radio network simulator. Both the ideal and realistic cases were investigated. The realistic case included the performance evaluation by simulating the effects of absolute error of $\pm 4$ dB, time delay, and power headroom report. The path loss compensation factor was investigated for the values in the range 0.7 to 1 as proposed by the standards. The closed-loop power control with full compensation was used as a reference for performance comparison. Simulation results have shown that the conventional closed-loop power control can be replaced by the closed-loop power control with fractional compensation, thus improving system performance in terms of the mean and cell-edge bit rate.

In the ideal case, $\alpha = 0.8$ has shown performance gain over $\alpha = 1$ by improving the mean bit rate by 68% and simultaneously providing the same cell-edge bit rate for a given SINR target. The realistic results using $\alpha = 0.8$ have shown that delay has no effect on the performance of a closed-loop power control. Absolute
error has shown performance gain in terms of mean bit rate because of the initial phenomenon of users arriving with high uplink power. However, improvement due to the initial phenomenon will not be prominent when simulated for a longer time. Performance of the closed-loop power control using $\alpha = 0.8$ was simulated with a power headroom report triggering at periodic intervals, which showed performance degradation in the mean bit rate, as an outdated path loss was used in setting the SINR target. In the realistic case, performance in terms of the mean bit rate improved by 63% for a given SINR target and, at the same time, better cell-edge performance was achieved. This shows that a conventional closed-loop power control can be replaced by the proposed closed-loop power control combined with the fractional path loss compensation factor.
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14.1 Introduction

As one of the commercial International Mobile Communication-2000 (IMT-2000) standards, time division-synchronous code division multiple access (TD-SCDMA) is being consummated dramatically in terms of key technologies, standard and products [1]. The key issues concerning the successful operation of TD-SCDMA for operators are [2]: (1) how to ensure the future profitability of TD-SCDMA and how to attract as many users as possible through providing all kinds of services, and (2) how to make TD-SCDMA have a smooth migration to IMT-advanced. Actually, the specialized trial for TD-SCDMA industrialization wound up in the middle of 2006 year has collected the evidence that TD-SCDMA is capable of building a full-coverage large-scale network and providing a good opportunity for some cutting-edge key technologies based on time division duplex (TDD) to be firmly validated.

The rapid development of wideband code division multiple access (WCDMA) and cdma2000 markets accelerated their evolution paces, and the short-term evolution (STE) technologies were presented for supporting the high bit rate transmission for packet services. For example, high-speed packet access (HSPA) is regarded as the STE in the 3G Partner Project (3GPP) for WCDMA. TD-SCDMA faces the same challenges of the evolution to HSPA, which has become an important factor for operators when they choose among the IMT-2000 standards to deploy their 3G networks. Consequently, the first evolution phase for TD-SCDMA is specified as TD-STE, in which single-carrier and multicarrier TD-HSDPA/TD-HSUPA (unified as TD-HSPA), TD-multimedia broadcast multicast service (TD-MBMS), and TD-HSPA evolution (TD-HSPA+) are incorporated. Note that the technologies for TD-STE systems are still based on the CDMA [3].

3GPP initiates the research on long-term evolution (LTE) with a view of keeping the competitive edge and the dominance of the cellular communication technologies in the market of mobile communications. The LTE program of TD-SCDMA (called TD-LTE) was undertaken in both 3GPP and the China Communications Standards
Association (CCSA). Based on TD-SCDMA mature industry ecosystem, TD-LTE is strongly supported by the TD-SCDMA industry chain. The target of the TD-LTE is to enhance the capabilities of coverage, service providing, and mobility supporting of TD-SCDMA. To save the investment and make full use of the network infrastructure available, the design of TD-LTE should take into account the features of TD-SCDMA and keep TD-LTE compatible to TD-SCDMA and TD-STE systems back forward to ensure a smooth migration.

14.2 Overview of TD-LTE Principles and Standards

The LTE systems will work at both (frequency division duplex) FDD and TDD modes. LTE TDD and FDD modes have been greatly harmonized in the sense that both modes share the same underlying framework, including radio access schemes: orthogonal frequency division multiple access (OFDMA) in downlink and single carrier frequency division multiplex access (SC-FDMA) in uplink, basic subframe formats, configuration protocols, etc [4]. In terms of architecture, there are no differences and the very few differences in the media access control (MAC) and higher layer protocols relate to TDD-specific physical layer parameters. Thus there will be high implementation synergies between the two modes allowing for efficient support of both TDD and FDD in the same network or user device. It is noted that TDD mode should be compatible with TD-SCDMA, which is known also as TD-LTE. The joint LTE trials organized by CMCC, Verizon Wireless, and Vodafone show that the operators want two LTE systems in a single device in order to achieve global interoperability [5]. The joint trials also made it clear that FDD-LTE and TD-LTE will evolve from a Universal Mobile Telecommunications System (UMTS) and TD-SCDMA, respectively.

The difference in the physical layer is due to two types of frame structures: one is for FDD LTE systems and is named as type 1, and the other is a special frame structure for TD-LTE systems to be aligned with TD-SCDMA smoothly and is named type 2, which is shown in Figure 14.1 [4]. In type 2, each radio

![Frame structure type 2 for TD-LTE](image)

Figure 14.1 Frame structure type 2 for TD-LTE (for 5-ms switch-point periodicity).
frame consists of two half-frames with the length \( T_f = 153600 \cdot T_s = 5 \text{ ms} \). Each half-frame consists of eight slots and three special fields, downlink pilot time slot (DwPTS), guard period (GP), and uplink pilot time slot (UpPTS). The length of slot in the half-frame is \( T_{\text{slot}} = 15360 \cdot T_s = 0.5 \text{ ms} \). To be compatible with type 1, two slots are combined as one subframe, that is, the subframe \( i \) consists of slots \( 2i \) and \( 2i + 1 \). Subframes 0, 5 and DwPTS are always reserved for downlink transmission.

In order to be compatible with both TD-SCDMA and WCDMA systems, two types of switch-point periodicities are defined in type 2: 5 ms and 10 ms. When the switch-point periodicity is 5 ms, UpPTS, subframes 2 and 7 are reserved for the uplink transmission. However, when the switch-point periodicity is 10 ms, DwPTS exists in both half-frames, whereas GP and UpPTS only exist in the first half-frame. Furthermore, UpPTS and subframe 2 are reserved for the uplink transmission and subframes 7 to 9 are reserved for the downlink transmission.

Due to the TDD features, uplink and downlink radio channels are reciprocated, and hence some open-loop mechanisms can be used, such as the open-loop transmit diversity and spatial multiplexing (including so-named “open-loop precoding”) schemes can be deployed in TD-LTE systems. The reciprocity is a real advantage for TD-LTE but is not universal: (1) antenna configuration is different between evolved NodeB (eNB) and user equipment (UE); (2) the radio frequency (RF) impairment for uplink and downlink; and (3) fading and interference is time varying. Some multiple antenna configurations, such as single-input single-output (SISO), single-input multiple-output (SIMO), multiple-input multiple-output (MIMO), can be used in LTE systems. For SISO, a matched filter receiver is used, whereas the maximum ratio combining (MRC) is implemented at the receiver for SIMO. For the MIMO scheme, there are three types, space-frequency block coding (SFBC), spatial multiplexing (SM) with open-loop (OL) precoding and closed-loop (CL) precoding. Open-loop precoding is to allocate a codeword to each resource block (RB) in a transmission time interval (TTI) according to a predefined order known by both the transmitter and receiver, so it is unnecessary to feed back precoding matrix indicator (PMI) to the eNB. Closed-loop precoding is designed to allocate the codeword to a specific user depending on its channel state information (CSI) on one RB and it has to feed back PMI to the transmitter. Both open-loop and closed-loop precoding are specific to FDD-LTE systems. Whereas for TD-LTE systems, the CSI of downlink can be estimated effectively according to the uplink sounding reference signal (SRS) due to the channel reciprocity, especially when the UEs are operating in a low-mobility environment. With the estimated CSI, non-codebook-based precoding is possible for TD-LTE systems.

### 14.3 Capacity Dimensions of TD-LTE

Assume that the number of subchannels is \( N \). Let \( K \) denote the frequency reuse factor. A single-cell has access to \( M = N/K \) subchannels. Each UE will occupy one minimum resource unit with \( L \) subchannels in the frequency domain. Let \( Q \) denote the active UEs (or traffic channels) per cell. If \( QL \leq M \), then the intra-cell
interference can be completely avoided by assigning a different set of subchannels to each UE. Without loss of generality, we assume that one eNB transmits data to UE $i$. The signal-to-interference-plus-noise ratio (SINR) at the UE $i$ is:

$$\gamma_i = \frac{S_i}{I_{\text{inter},i} + N}$$  \hspace{1cm} (14.1)

where $S_i$ denotes the received power, $I_{\text{inter},i}$ is the inter-cell cochannel interference, and $N$ is the noise power. Let $P$ denote the eNB power. The information sequence of each UE is transmitted over $L$ parallel subchannels. The transmission power of eNB is equally divided among subchannels and UEs. Hence, the transmitted power allocated to a single UE on a subchannel is $P/QL$.

Let $g_{ij} = \bar{g}_{ij} \varsigma_{ij}$ denote the aggregate link gain [6] between UE $i$ (receiver) and eNB $j$ (transmitter). The link gain depends on the distance-based attenuation part $\bar{g}_{ij}$ and fast fading part $\varsigma_{ij}$. The latter is a function of the complex channel responses $|h_{ii,l}|^2$ on the utilized subchannel $i$. In the case where $i = j$, $\varsigma_{ij}$ has the simple form [6]:

$$\varsigma_{ii} = \frac{1}{L} \sum_{l=1}^{L} |h_{ii,l}|^2$$  \hspace{1cm} (14.2)

Without loss of generality, we assume that subchannels 1 to $L$ have been assigned to UE $i$. We assume that the UE receiver utilizes maximum ratio combining (MRC). Then, the received signal power at UE $i$ can be written as:

$$S_i = \bar{g}_{ii} \sum_{l=1}^{L} |h_{ii,l}|^2 \frac{P}{QL} = \bar{g}_{ii} \frac{P}{Q}$$ \hspace{1cm} (14.3)

We assume that different cells are separately using pseudo-random scrambling codes. Furthermore, we assume that the interfering eNBs are evenly dividing their transmit power among the $M$ subchannels available. Due to the frequency-domain subchannel number ($L$) and the full load in each cell, a fraction $L/M$ of the eNB power ends up interfering with UE $i$. In that case, the inter-cell interference power can be written as:

$$I_{\text{inter},i} = \sum_{j=1 \atop j \neq i}^{T} g_{ij} \frac{LP}{M}$$  \hspace{1cm} (14.4)

where $T$ denotes the number of eNBs that share the same $L$ subchannels. Combining the above models into the SINR (see [7]) yields:

$$\gamma_i = \frac{S_i}{I_{\text{inter},i} + N} = \frac{\bar{g}_{ii} \frac{P}{Q}}{\sum_{j=1 \atop j \neq i}^{T} g_{ij} \frac{LP}{M} + vL}$$  \hspace{1cm} (14.5)
where \( v \) denotes the noise power per subchannel. We assume that the subchannels separation is greater than the coherence bandwidth so that they experience independent fading. Furthermore, we assume that the complex channel response \( h_{ij,l} \) in a link between transmitter \( j \) and receiver \( i \) on subchannel \( l \) follows a Rayleigh distribution with unit mean. Thus, \( |h_{ij,l}|^2 \) follows an exponential distribution. Let us define \( \xi = L\xi_{ii} = \sum_{l=1}^{L} |h_{ii,l}|^2 \) as a sum of channel power gains. It is well known that the probability distribution of the sum of \( L \) independent identically distributed exponential random variables follows the Erlang-L distribution [6]:

\[
\Pr\{\xi_{ii} \leq x\} = 1 - \sum_{l=0}^{L-1} \frac{x^l}{l!} e^{-x} = F_k(x, L) \tag{14.6}
\]

**14.3.1 Outage Probability for Single-Cell Cluster**

For the single-cell cluster, there is only the thermal noise, and \( I_{inter,i} = 0 \). The outage probability that an UE receives an SINR lower than its target threshold \( \gamma \geq 0 \) can be expressed as:

\[
F_{\gamma_i}(\gamma; L) = \Pr(\gamma_i \leq \gamma) = F_k\left(\frac{\gamma QL}{g_{ii} P} vL; L\right) = 1 - \sum_{l=0}^{L-1} \frac{\left(\frac{\gamma QL}{g_{ii} P} vL\right)^l}{l!} e^{-\left(\frac{\gamma QL}{g_{ii} P} vL\right)} \tag{14.7}
\]

Take a single-cell downlink scenario into consideration, where 20 MHz system bandwidth is divided into \( N = 100 \) subchannels, out of which \( M = 33 \) are used per cell (\( K = 3 \)). The noise power spectral density is \(-175 \text{ dBm/Hz}\), and the transmit power of the eNB is \( 30 \text{ dBm} \). The cell radius is assumed to be 1 km. All UEs are situated on the edge of the cell and have identical target SINR threshold.

Figure 14.2 shows the impact of subchannel number on the outage probability with SINR target varying from \(-15 \text{ dB}\) to \(-5 \text{ dB}\). If \( L \) is invariant, the outage probability would increase when a higher target SNR is required by UE \( i \). If we fix the SINR target, then the more the number of the subchannels UE \( i \) used, the smaller outage probability is. Multipath diversity decreases the interference, leading to better performance.

**14.3.2 Outage Probability for Multiple-Cell Clusters**

We note that \( |h_{ii,l}|^2 \) and \( |h_{ij,l}|^2 \) are uncorrelated, that is:

\[
E\left[ (|h_{ii,l}|^2 - 1)(|h_{ij,l}|^2 - 1) \right] = 0 \tag{14.8}
\]
It thus follows that $I_{\text{inter},i} \propto \sum_{j \neq i} \tilde{g}_j g_{ij}$ and $g_{ii} = \tilde{g}_i = g_{ii}$ are also uncorrelated. The central limit theorem implies that $I_{\text{inter},i}$ starts approaching a Gaussian distribution as the number of interfering eNBs grows ($T \to \infty$). The expected value and variance of $I_{\text{inter},i}$ ($T$) are given, respectively, by:

$$\bar{I}_{\text{inter},i} = \sum_{j=1}^{T} \frac{\bar{g}_j LP}{M}$$ (14.9)

$$\sigma^2_{I_{\text{inter},i}} = \sum_{j=1}^{T} \tilde{g}_j^2 \left( \frac{LP}{M} \right)^2$$ (14.10)

Let us define a random variable:

$$z_i = \theta_i \left( I_{\text{inter},i} + \nu L \right)$$ (14.11)

where $\theta_i = \frac{\gamma Q_L}{L_{\theta} L}$. Assume that $\gamma < \gamma_{\text{max}}$. Now, we can rewrite Equation 14.7 as

$$F_{\gamma}(\gamma; L, z_i) = F_{\tilde{g}}(z_i; L) = 1 - \sum_{l=0}^{L-1} \frac{z_i^l}{l!} e^{-z_i}$$ (14.12)
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If $I_{\text{inter},i}$ follows a Gaussian distribution, so does $z_i$. Denoting $\mu_i$ and $\sigma_i^2$ as the mean and standard deviation of $z_i$ respectively, we have:

$$\mu_i = \mathbb{E}_i \left( I_{\text{inter},i} + \nu L \right)$$

(14.13)

$$\sigma_i^2 = \mathbb{D}_i \sigma_{\text{inter},i}^2$$

(14.14)

The moment-generating function (MGF) $M_z(t) = E\{e^{itz}\}$ of a Gaussian distributed random variable is known to be:

$$M_z(t) = E \left\{ e^{itz} \right\} = e^{it\mu_i + \frac{1}{2} \sigma_i^2 t^2}$$

(14.15)

The outage probability $F_{\gamma_i}(\gamma; L)$ can be obtained by taking the expectation of Equation 14.12 with respect to $z_i$. We suggest the following simple iteration to solve $M_z(t) = E\{e^{itz}\}$:

$$M_z^{(0)} (-1) = e^{-\mu_i + \frac{1}{2} \sigma_i^2}$$

(14.16)

$$M_z^{(1)} (-1) = (\mu_i - \sigma_i^2) M_z^{(0)} (-1)$$

(14.17)

$$M_z^{(n)} (-1) = (\mu_i - \sigma_i^2) M_z^{(n-1)} (-1) + (n - 1) \sigma_i^2 M_z^{(n-2)} (-1)$$

$$n = 2, 3, \ldots, L - 1$$

(14.18)

Given the moment-generating function of $z_i$, we can write:

$$F_{\gamma_i}(\gamma; L) = E\{F_{\gamma_i}(\gamma; L|z_i)\} = E\{F_{\gamma}(z_i; L)\} = E \left( 1 - \sum_{l=0}^{L-1} \frac{z_i^l}{l!} e^{-z_i} \right)$$

$$= 1 - \sum_{l=0}^{L-1} \frac{1}{l!} E \left( z_i^l e^{-z_i} \right) = 1 - \sum_{l=0}^{L-1} \frac{1}{l!} M_z^{(l)} (-1)$$

(14.19)
Considering a hexagonal structure, we focus on the worst-case that UEs are located on the edge of the reference cell. Let $R$ denote the cell radius, and $D$ denote the distance from the eNB to the first tier of interferers. In addition, let us normalize the link gains so that $\bar{g}_{ii} = 1$, in which case the noise is multiplied by the factor $R^\partial$.

Now, the expected interference can be written as:

$$I_{\text{inter},i} = \frac{L \bar{P}}{M} \frac{6}{\sqrt{(3K)^\partial}} \sum_{\substack{m \geq 0, n \geq 0 \atop m+n>0}} \frac{1}{\sqrt{(m^2 + n^2 + mn)^\partial}}$$

which is convergent for $\partial > 2$. The variance becomes

$$\sigma_{I_{\text{inter},i}}^2 = \left( \frac{L \bar{P}}{M} \right)^2 \frac{6}{(3K)^\partial} \sum_{\substack{m \geq 0, n \geq 0 \atop m+n>0}} \frac{1}{\sqrt{(m^2 + n^2 + mn)^\partial}}$$

which is convergent for $\partial > 1$.

We use the same parameter settings as those in Figure 14.2 for the hexagonal cellular system. Figures 14.3 through 14.5 illustrate the outage probability as a function of $L$ for three different frequency reuse factor $K$ (i.e., $K = 1$, $K = 3$, $K = 12$). We set different UEs for different $K$ and make sure all the subchannels are used (i.e., $Q = M/L$ UEs per cell).

![Outage probability analysis for multicell OFDM system](image)

Figure 14.3 Outage probability analysis for multicell OFDM system ($K = 1$).
Figure 14.4 Outage probability analysis for multicell OFDM system ($K = 3$).

Figure 14.5 Outage probability analysis for multicell OFDM system ($K = 12$).
For a multicell system, whereas inter-cell interference becomes dominant, the frequency reuse factor $K$ has a significant impact on the outage performance. For a bigger $K$, the reuse distance of the same subchannel is farther, and thus the inter-cell interference becomes less. Similarly, for a smaller $K$, the situation is reversed. In the three cases as shown in Figures 14.3 through 14.5, the outage probability is decreasing as the frequency reuse factor $K$ increases. For example, when $K = 1$ and SINR target is $-5$ dBm, the outage probability is almost above 0.1 in Figure 14.3. However, when $K > 1$, the value of the outage probability is below 0.01 as shown in Figure 14.4.

Given an invariable SINR target and $K$, outage probability closely relates with $L$, and a smaller outage probability will be obtained as $L$ increases. For instance, when SINR target is $-5$ dBm and $K = 3$ as in Figure 14.4, the value of the outage probability quickly declines from 0.01 to 0.0001. The positive effect of multipath diversity overcomes the drawback of fading and interference. Thus, for different SINR targets, we can choose appropriate $K$ and $L$ to ensure that all the active UEs have good service. In a word, our numerical results suggest that there is an optimal value $L$ with frequency reuse factor $K$ for different outage probability requirements.

### 14.4 Key Techniques in TD-LTE

#### 14.4.1 Beamforming Technique

In TD-LTE systems, the eight-antenna uniform linear array (ULA) separated by 0.5 wavelengths is usually built for the outdoor macro and micro scenarios in eNB to enhance the UE receiving power [i.e., beamforming (BF) diversity gain, and mitigate interuser interferences, especially inter-cell interferences and increase cell-edge throughput and coverage]. Based on the deployed ULA smart antenna configurations in eNB, the single-user-based BF (SU-BF) scheme can be utilized when two antennas are deployed in the UE. On the eNB side, data flow are demultiplexed into two data streams. Different modulation and coding schemes (MCSs) can be applied to the two data streams, depending on the instantaneous channel condition of each transmit antenna, which is signaled by the UE. The two data streams are precoded, if needed, and then mapped to the two transmit antennas after spreading and scrambling operations. The UE can separate different data streams through MIMO detector and measure the channel quality of each transmit antenna. According to the receiving channel conditions in UL, the CSI for downlink is estimated at eNB.

In TDD system, since the uplink and downlink channel reciprocity can be used to obtain channel state information, this is beneficial to use beamforming scheme to realize space division multiple access (SDMA). The eNB can easily obtain the multiuser channel information from uplink channel information and effectively
grouping the UEs for implementing SDMA. The CSI is obtained by utilizing the channel reciprocity of uplink and downlink. According to the DOA etc. information, eNB pair user groups that satisfy some certain constraint condition. The beam weights for each user group are generated based on particular algorithms, for example, the null-widening method. By now, the beam corresponding to the weight of a certain user has the following feature: the main lobe is formed on the DOA direction of the target user, and the widening null steering is formed on the DOA directions of other users which are in the same group with the target user. Therefore, the interuser interference is reduced. Moreover, the transmission weights of different users in the same group can also be orthogonalized to further eliminate the interference. Finally, the eNB schedules the optimal user group according to a certain criterion and multiply the data stream of each user in the user group by the corresponding beamforming weight to transmit through antennas. Downlink beamforming is completed then. The system model for MU-BF is described in Figure 14.6 [8].

Considering a fading channel, the received signal vector at UE is:

\[ Y = HWS + N \]  

(14.22)

where \( H \) is the DL MIMO channel, \( S \) is the transmission data vector precoded by \( W \) at eNB, and \( N \) is the additive white Gaussian noise.

---

**Figure 14.6** Block diagram of MU BF in a TD-LTE system.
In single-layer beamforming, the optimal precoding vector is:

\[ W_o = \arg \max_W \{ W^H H^H H W \} \]  \hspace{1cm} (14.23)

That is, the precoding vector \( W_o \) is the eigenvector of matrix \( H^H H \) corresponding to the largest eigenvalue.

In multilayer beamforming, one criteria to select the precoding matrix is:

\[ W_o = \arg \max_W \{ \text{trace}(W^H H^H H W) \} \]  \hspace{1cm} (14.24)

That is, the precoding matrix \( W_o \) is composed of eigenvectors corresponding to the two largest eigenvalues of matrix \( H^H H \).

The spectral efficiency in beamforming mode is evaluated with system level simulation in the following context. Up to eight polarized antennas are used in beamforming transmission with \([+45^\circ, -45^\circ]\) polarization direction as shown in Figure 14.7. Two polarized antennas are assumed at UE.

Uplink-downlink configuration 1 is considered in which case each half radio-frame consists of two downlink subframes, one special subframe, and two uplink subframes. It should also be noted that downlink channel quality indicators (CQIs) calculated at UE for single-layer beamforming and two layers beamforming are based on an ideal channel estimation. Moreover, 2 codewords (CWs) beamforming with rank adaptation is used.

Cumulative distribution function (CDF) of user throughput (bps/Hz) is shown in Figure 14.8. The evaluation results of mean spectral efficiency and cell-edge spectral efficiency per cell are shown in Table 14.1. It can be inferred that nearly 26% mean spectral efficiency gain can be obtained with two layers beamforming over single-layer beamforming.

**14.4.2 Inter-cell Coordination**

Interference mitigation techniques in LTE systems can be classified into three major categories, such as interference cancelation through receiver processing, interference randomization by frequency hopping, and interference coordination achieved by

![Figure 14.7](image-url)  \hspace{1cm} Configuration of eight dual polarized antennas.
restrictions imposed in resource usage in terms of resource partitioning and power allocation. For the interference coordination, the partial frequency reuse (PFR) [9] and soft frequency reuse (SFR) [10] are two variations. As shown in Figure 14.9 [11], for both PFR and SFR, only a part of the total resources is used for transmission to/from cell-edge user, therefore reducing the interference experienced by these users (at the cost of a reduced bandwidth). Note that for either downlink or uplink transmission, the orthogonal resource utilization of cell-edge users can reduce the inter-cell interference only when the proper power control mechanism is implemented, otherwise no coordination gain is available. Take the downlink transmission, for instance, if no power control mechanism is carried out, the resource not allocated to the cell-edge users may be used by the cell-center users, and it makes no difference for the interference suffered by the cell-edge users. For the uplink transmission scenario, the situation is almost the same.

Table 14.1 DL Spectral Efficiency in TD-LTE

<table>
<thead>
<tr>
<th>Index</th>
<th>Mean Spectral Efficiency (bps/Hz)</th>
<th>Cell-Edge Spectral Efficiency (bps/Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDD LTE(single-layer beamforming)</td>
<td>1.77</td>
<td>0.066</td>
</tr>
<tr>
<td>TDD LTE(multi-layer beamforming)</td>
<td>2.23</td>
<td>0.06</td>
</tr>
</tbody>
</table>
Together with slow power control, inter-cell interference coordination can improve the throughput of the cell-edge users significantly. Because the radio resources used for transmission to/from UEs in a cell are controlled by the scheduler in the eNB, it makes sense to implement the coordination as part of the scheduling decision. In this way, coordination for downlink or uplink can simply be seen as constraints to the scheduler. The constraints can either be configured semistatically by a higher node [e.g., the radio network controller (RNC)] or derived and continuously updated by the eNB using an adaptive algorithm.

### 14.4.3 Scheduling and Link Adaptation

A scheduling algorithm is a method by which data flows are given access to system resources (e.g., transmission time, bandwidth). This is usually done to load balance a system effectively or achieve a target quality of service. The need for a scheduling algorithm arises from the requirement for most modern systems to
perform multiplexing (transmit multiple flows simultaneously). Generally, there are three scheduling algorithms such as round-robin (RR), proportional-fair (PF), and maximum carrier-to-interference ratio (max C/I).

The RR algorithm allocates RB to users sequentially in rotation and can provide fairness. The max-C/I algorithm allocates RB to the user whose channel can support the highest MCS, but the user fairness is the worst. The PF algorithm can make a trade-off between system performance and user fairness. It allocates RB to user according to the PF factor.

Adaptive modulation and coding is one of the link adaptive techniques that is commonly used to enhance the spectral efficiency and user throughput in current and next-generation wireless system. In 3GPP LTE, quadrature phase-shift-keying (QPSK), 16-quadrature amplitude modulation (16-QAM) and 64-QAM with a wide range of coding rates are selected to adapt time-varying channel conditions. The UE can be configured to report CQI to assist the eNB in selecting an appropriate MCS for downlink transmissions. A simple method by which an UE can choose an appropriate CQI value could be based on a set of block error rate (BLER) thresholds. The UE would report the CQI value corresponding to the MCS that ensures $\text{BLER} \leq 10^{-1}$ based on the measured received signal quality [12].

$$CQI_n = \min\left\{\text{MCS}\left(\text{SINR} \geq \text{SINR}_{\text{target}} \mid \text{BLER} \leq 10^{-1}\right)\right\} \quad (14.25)$$

The CQI can be used not only to adapt the modulation and coding rate to the channel conditions, but also for the optimization of the time/frequency selective scheduling.

As shown in Figure 14.10, generally the CQI feedback model consist of four steps: measuring signal to SINR, calibrating SINR according to a link adaptation BLER measurements

<table>
<thead>
<tr>
<th>Link adaptation algorithm</th>
<th>CQI-converting function</th>
<th>MCS-selecting algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>SINR$_A$</td>
<td>Measured SINR</td>
<td>$\text{MCS}_i$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{MCS}_j$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{MCS} Selecting$</td>
</tr>
</tbody>
</table>

Figure 14.10 AMC procedure including CQI feedback and MCS selection.
algorithm, converting SINR values into discrete MCS index, and reporting CQI by a certain CQI feedback scheme. When receiving the CQI, the eNB decides which MCS is used on RBs that schedules to the given UE. All RBs allocated to this UE in a TTI should use the same MCS by the MCS-selecting algorithm.

Let $M_j$ be the constellation size of $MCS_j$, $r_j$ be the code rate associated with $MCS_j$, and $T_{slot}$ be the duration of a time slot. Then, the bit rate $R_j$, which corresponds to a single RB is presented by:

$$R_j = \frac{r_j \log_2 M_j}{T_{slot}} N_{\text{symbol}} N_{\text{subcarrier}}$$

(14.26)

From Equations 14.25 and 14.26, it is known that $R_j$ is a monotone increasing discrete function with the factor of SINR. So we can use MCS to stand for the channel quality and capacity directly.

Let 0, 1, 2, ..., $J$ be the full MCS set. The set increases monotonically with the corresponding target SINR in Equation 14.25. Assume that $U$ is the number of simultaneous users and $UE_i$ ($i = 1, 2, \ldots, U$) feeds back the highest $N_i$ CQI values of all RBs and the rest of the RBs who are not reported are assigned to $MCS_0$, the lowest MCS in the full MCS set. Of course, when $N_i$ equals to $N_{RB}$, the number of the RBs at the whole system bandwidth, $UE_i$ reports the full CQI values. $MCS_j$ is the $N_i$ CQI index set.

In a non-MIMO configuration system, all RBs allocated to a given UE in a TTI must use the same MCS. If the UE uses $MCS_j$, then only certain RBs whose channel quality supports the $MCS_j$ can be scheduled to this user. For example, suppose $N_i = 5$, and

$$0 \leq MCS_1(RB_3) < MCS_2(RB_3) < MCS_3(RB_1)$$

$$< MCS_4(RB_4) < MCS_5(RB_2) \leq J$$

(14.27)

If $MCS_3$ is used, then only $RB_1$, $RB_2$, and $RB_4$ can be assigned to $UE_i$ because only these RBs have good enough channel qualities to support the $MCS_3$ or higher. If $RB_1$ and $RB_2$ use $MCS_1$, it would result in unacceptable error rates for these RBs. In other words, all five RBs can be selected when using $MCS_1$ but it decreases the transmission rate on $RB_1$, $RB_2$, $RB_4$, and $RB_3$ and the total bit rate for $UE_i$ might not be the maxim. This suggests that there is an optimal $MCS_j$ which can be the throughput of $UE_i$.

If there are many users, the problem becomes to select the optimal MCSs for all users by which the system can get the maximal total throughput. Let $U$ be the number of simultaneous users and $N$ be the total number of RBs. The problem can be formulated as [13]:

$$\max_{A, B} \sum_{i=1}^{U} \sum_{n=1}^{N} a_{i,n} \sum_{j=1}^{J} b_{i,j} R_j$$

(14.28)
where \( J \) is the maximal value in \( \text{MCS}_j \). In a non-MIMO system, each RB can be allocated to, at most, one user, and all allocated RBs for a user in a TTI must use the common MCS. In order to ensure these, we use the constraints as follows:

\[
\sum_{i=1}^{U} a_{i,n} = 1 \quad \text{and} \quad \sum_{j=1}^{J} b_{i,j} = 1
\]  

(14.29)

\[a_{i,n}, b_{i,j} \in \{0, 1\} \forall i, j
\]  

(14.30)

The objective in Equation 14.28 is to find optimal values in \( A = \{a_{i,n}\} \) and \( B = \{b_{i,j}\} \) to maximize the total bit rate. Although it can be solved by optimization techniques such as integer linear programming techniques, the complexity could not be neglected. Hence, a suboptimal algorithm is introduced.

The idea of reducing the computational complexity is that changing a joint multi-user optimization scheduling into \( U \) parallel single-user optimization problem. It decouples selection of MCSs and RBs. In the first stage, each RB is preallocated to the user according to the scheduling algorithm (e.g. Max \( C/I \) scheduling algorithm is used), the RB is assigned to the user whose channel quantity can support the highest MCS. In the second stage, the best MCS for each user is selected. In the last stage, the “rest” RBs that are not qualified for the determined MCS are reallocated. The procedure is illustrated in Figure 14.11.

Let \( \Psi_{i,n} \) be the index of the RBs assigned for \( \text{UE}_i \) and \( v_{i,j} \) the MCS value of the \( \text{UE}_i \) on these RBs. The size of \( \Psi_{i,n} \) is \( N \) while that of \( v_{i,j} \) is \( J' \), and \( J' \leq N \) is due to the probable repetition of MCS. Let the MCS vector \( c_i \) for \( \text{UE}_i \) be:

\[
c_i = [c_{i,1}, c_{i,2}, \ldots, c_{i,J'}]
\]  

(14.31)

Similar to Equation 14.28, the suboptimal algorithm is presented as:

\[
\max_{c_i} \sum_{n=1}^{N} \sum_{j=1}^{J'} c_{i,j} R_j
\]  

s.t.

\[
\sum_{j=1}^{J'} c_{i,j} = 1, c_{i,j} \in \{0, 1\} \forall i, j
\]  

(14.32)

(14.33)

The objective in Equation 14.32 is to choose an optimal value in \( c_i = \{c_{i,j}\} \) to maximize the bit rate of \( \text{UE}_i \). Compared to Equation 14.28, it is much easier to be solved.

We simulate the MCS selection algorithm with the following CQI reporting schemes. The system is an OFDM based downlink system with TDD mode.
Determine the $MCS_k$ that can maximize the bit rate of $UE_i$.

Each RB is assigned to UE according to the scheduling algorithm.

Whether $UE_i$ can support the $MCS_k$ on RB$_j$.

- RB$_j$ is allocated to $UE_i$ and $MCS_j = MCS_k$
- Get {UE$_{m}$}; in this set UE can support $MCS_j$ on RB$_j$
- Find a UE from {UE$_{m}$} according to scheduling algorithm and $MCS = MCS_m$

Figure 14.11 The three-step MCS selection procedure.

The simulation parameters and assumptions listed as Table 14.14 shows, and we use three downlink time slots.

- Full set scheme: The UE reports CQI values on all RBs or subbands
- Best $M$ scheme I: The UE reports CQI values on each RB of the best $M$
- Best $M$ scheme II: The UE reports CQI values on each subband of the best $M$
First, the impact of common MCS when transmitting data in downlink is investigated. Figure 14.12 shows the average cell throughput in four cases. Cases 1 and 3 adapt special MSCs, which means the RBs assigned to an UE can use different MCS, while in Cases 2 and 4, a common MCS is used. The average cell throughput is decreased by approximately 16% with 50 RB CQI feedback and 13% with 10 RB-group CQI feedback, respectively, when using a common MCS. It is a waste of the control signaling that eNB notices users that MCS adapted on a given RB, however. The results indicate that the common MCS selection procedure is effective. Then, we use the common MCS to evaluate the performance of AMC with limited CQI.

Next, the CQI reporting schemes are studied. Figures 14.13 and 14.14 illustrate the effect of the feedback number $M$ on the average cell throughput and the uplink overhead when the UE reports the CQI value with best $M$ scheme I. With the increase of $M$, the performance gets better, but the more overhead is used. If $M = 30$, the average cell throughput with the best $M$ reporting scheme is approximate to that with the full set reporting scheme, but the feedback overhead decreases by about 40%. As more users are competing, it is more possible that recourses will be distributed to users with good channel quality. Therefore, the case that of 20 UEs per cell is better than that of 10 UEs per cell when the same $M$ CQI values are reported, as Figure 14.13 shows.

Figures 14.15 and 14.16 show that the effect of feedback number $M$ on the average cell throughput and the uplink overhead when the UE reports the CQI

![Figure 14.12 Average cell throughput for four different cases. Each UE feeds back CQI on 50 RBs in Cases 1 and 2, respectively; each UE feeds back CQI on 10 subbands (each subband consists of 5 RBs) in Cases 3 and 4, respectively.](image-url)
Figure 14.13  Average cell throughput with limited CQI feedback. The UE reports a CQI value with the best $M$ scheme I ($M = 10, 20, 30, 40, 50$). The speed of the UE is 3 km/h.

value with best $M$ scheme II. At the same time, the performance of the system also improves with the increasing $M$. The number of users has the same effect with CQI on RB. When $M = 5$, the average cell throughput with the best $M$ reporting scheme is approximate to that with the full set reporting scheme, but the feedback overhead will decrease by 35%. The performance of best $M$ scheme I will be better than that

Figure 14.14  The uplink overhead per UE when UE reports CQI with the best $M$ scheme I ($M = 10, 20, 30, 40, 50$).
Figure 14.15 The average cell throughput with limited CQI feedback. The UE reports a CQI value with the best $M$ scheme II ($M = 1, 3, 5, 7, 10$). The speed of the UE is 3 km/h.

Figure 14.16 Uplink overhead per UE when UE reports CQI with the best $M$ scheme I ($M = 1, 3, 5, 7, 10$).
of best $M$ scheme II which limits users with good channel quality to use higher MCS according to the average SINR on the subbands.

Finally, Figures 14.17 and 14.18 show the impact of the speed of UE on the average cell throughput and the uplink overhead. With best $M$ scheme I, throughput decreases by approximately 36%, and it descends by 13% with best $M$ scheme II. When the UE moves at a speed of 120 km/h, the performance is similar with the two different schemes, but the uplink overhead is more for best $M$ scheme I. Hence, in a high-speed scenario, best $M$ scheme II is preferred.

14.5 Link Budget of TD-LTE

To obtain link budget results for TD-LTE systems, performance of some basic physical channels should be evaluated, which are mostly from link level simulations.

14.5.1 Link Level Simulation

14.5.1.1 Physical Uplink Shared Channel (PUSCH)

An overview of the simulation process for the physical uplink shared channel (PUSCH) is illustrated in Figure 14.19 according to [4]. The number of RBs considered in this simulation is denoted by $N_{\text{RB}}$, with each RB containing 144 user data symbols. In particular, the 4th and 11th OFDM symbols in each subframe are occupied by a dedicated reference signal (DRS). We assume that there is a
Figure 14.18 Average cell throughput when UE reports CQI with best $M$ scheme II.

antenna in the transmitter, and multiple antennas performing MRC at the receiving end. Other simulation parameters for PUSCH are also given in Table 14.2.

In Figures 14.20 and 14.21, BLER and bit error rate (BER) performance for PUSCH with two receiving antennas are given, respectively. As expected, QPSK-1/2 outperforms the other two modulation and coding schemes in aspects of BLER and BER, and 64-QAM 3/4 demonstrates worst performance in both cases.

14.5.1.2 Physical Downlink Shared Channel (PDSCH)
The processing procedure of the physical downlink shared channel (PDSCH) in our link level simulation is similar to PUSCH, except for the multiple antenna technique BF applied to transmitter and minimum mean square error (MMSE) for the receiver to yield diversity gain. Table 14.3 lists some other primary simulation parameters for PDSCH simulation.

Figure 14.19 Overview of the PUSCH simulation process.
Table 14.2  Simulation Parameters for PUSCH

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Subframe duration</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>Subcarrier spacing</td>
<td>15 kHz</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>30.72 MHz (8 * 3.84 MHz)</td>
</tr>
<tr>
<td>FFT size</td>
<td>2048</td>
</tr>
<tr>
<td>CP length</td>
<td>(4.69/144)*6</td>
</tr>
<tr>
<td>(μs/samples)</td>
<td>(5.21/160)*1</td>
</tr>
<tr>
<td>Channel model</td>
<td>EPA5</td>
</tr>
<tr>
<td>Antenna configurations</td>
<td>1Tx × 2Rx</td>
</tr>
<tr>
<td>NRB</td>
<td>10</td>
</tr>
<tr>
<td>MCS</td>
<td>QPSK, 1/2; 16QAM, 1/2; 64QAM, 3/4</td>
</tr>
</tbody>
</table>

Figure 14.20  BLER performance for PUSCH with 1Tx × 2Rx antennas.
Figure 14.21  BER performance for PUSCH with 1Tx × 2Rx antennas.

Table 14.3  Simulation Parameters for PDSCH

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Subframe duration</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>Subcarrier spacing</td>
<td>15 kHz</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>30.72 MHz</td>
</tr>
<tr>
<td></td>
<td>(8 * 3.84 MHz)</td>
</tr>
<tr>
<td>FFT size</td>
<td>2048</td>
</tr>
<tr>
<td>CP length</td>
<td>(4.69/144) * 6</td>
</tr>
<tr>
<td></td>
<td>(5.21/160) * 1</td>
</tr>
<tr>
<td>Channel model</td>
<td>EPA5</td>
</tr>
<tr>
<td>Antenna configurations</td>
<td>8Tx × 2Rx</td>
</tr>
<tr>
<td>NRB</td>
<td>10</td>
</tr>
<tr>
<td>MCS</td>
<td>QPSK, 1/2; 16QAM, 1/2; 64QAM, 3/4</td>
</tr>
</tbody>
</table>
Figures 14.22 and 14.23, respectively, show BLER and BER performances of different modulation and coding schemes for PDSCH. For any given modulation and coding scheme, one can observe from Figures 14.20 and 14.22 that PDSCH requires a lower signal-to-noise ratio (SNR) to achieve a specific BLER than PUSCH. The superiority of PDSCH over PUSCH occurs mostly as a result of additional diversity gain provided by multiple transmit antennas.
Table 14.4 PUCCH Formats

<table>
<thead>
<tr>
<th>PUCCH Format</th>
<th>Modulation Scheme</th>
<th>Number of bits per Subframe, $M_{bit}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>1a</td>
<td>BPSK</td>
<td>1</td>
</tr>
<tr>
<td>1b</td>
<td>QPSK</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>QPSK</td>
<td>20</td>
</tr>
<tr>
<td>2a</td>
<td>QPSK + BPSK</td>
<td>21</td>
</tr>
<tr>
<td>2b</td>
<td>QPSK + QPSK</td>
<td>22</td>
</tr>
</tbody>
</table>

14.5.1.3 Physical Uplink Control Channel (PUCCH)

The physical uplink control channel (PUCCH) supports multiple formats as shown in Table 14.4. Figures 14.24, 14.25, and 14.26 respectively, elaborate an overview of simulation process for each PUCCH formats. Take format 2a/2b for instance. A block of complex-valued symbols that are modulated from bits $b(0), \ldots, b(19)$ shall be multiplied with a length-12 cyclically shifted sequence and blockwise spread with a time-domain orthogonal sequence, while the single modulation symbol resulted from the modulation of $b(20), \ldots, b(M_{bit} - 1)$ is used in the generation of the reference signal. Afterward, such resulted modulated symbols are mapped to resources as defined in [4]. In uplink control signal transmission, a single antenna is assumed for UE, whereas multiple antennas perform MRC at eNB. Other simulation assumptions for PUCCH are shown in Table 14.5.

Performance curves in terms of BER and BLER versus SNR for PUCCH format 1/1a/1b and format 2/2a/2b are shown in Figures 14.27 and 14.28, respectively. Because there is only 1-bit for PUCCH format 1 and 1a in each subframe, their curves of BER and BLER overlap with each other in Figure 14.27. It can also be observed from Figure 14.27 that format 1 achieves the best BER/BLER performance, followed by format 1a, with format 1b as the worst of the three formats. In Figure 14.28, PUCCH formats 2/2a/2b demonstrate similar BER/BLER performance, due to their minor difference in the number of bits per subframe. Comparing Figure 14.28 with Figure 14.27 leads to the conclusion that PUCCH format 2/2a/2b yield inferior performance to PUCCH formats 1/1a/1b.

Figure 14.24 Overview of simulation process for PUCCH format 1/1a/1b.
Key Technologies and Network Planning in TD-LTE Systems

Figure 14.25  Overview of simulation process for PUCCH format 2.

Figure 14.26  Overview of simulation process for PUCCH formats 2a/2b.

Table 14.5  Simulation Parameters for PUCCH

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Subframe duration</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>Subcarrier spacing</td>
<td>15 kHz</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>30.72 MHz</td>
</tr>
<tr>
<td></td>
<td>(8 * 3.84 MHz)</td>
</tr>
<tr>
<td>FFT size</td>
<td>2048</td>
</tr>
<tr>
<td>CP length (μs/samples)</td>
<td>(4.69/144) * 6</td>
</tr>
<tr>
<td></td>
<td>(5.21/160) * 1</td>
</tr>
<tr>
<td>Channel model</td>
<td>EPA5</td>
</tr>
<tr>
<td>Antenna configurations</td>
<td>1Tx x 2Rx</td>
</tr>
<tr>
<td>NRB</td>
<td>10</td>
</tr>
<tr>
<td>PUCCH formats</td>
<td>1/1a/1b/2/2a/2b</td>
</tr>
</tbody>
</table>
14.5.1.4 Physical Downlink Control Channel (PDCCH)

Simulation for physical downlink control channel (PDCCH) is implemented following the chart given in Figure 14.29. The number of bits transmitted on PDCCH is determined by various downlink control information (DCI) formats. Meanwhile, PDCCH supports four types of PDCCH formats that define the number of control
channel elements (CCEs) that could be used for DCI message transmission. Multiple antennas are assumed to be used in both transmitter and receiver. SFBC is performed before modulated symbols being mapped to physical resources. Table 14.6 gives other simulation assumptions for PDCCH.

In Figures 14.30 and 14.31, BER and BLER versus SNR curves are shown for PUCCH format 0 when one, two, four, and eight CCEs are used. Evidently, the performance of PDCCH is greatly enhanced as the number of CCEs used for transmission of a particular PDCCH increases, and the most distinctive performance gap exists between 1-CCE and 2-CCE curves at a high-SNR regime.

### 14.5.2 TD-LTE Link Budget

The link budget calculations estimate the maximum allowed signal attenuation, called path loss, between the UE and the eNB antenna. The maximum path loss allows the maximum cell range to be estimated with a suitable propagation model,

---

**Table 14.6 Simulation Parameters for PDCCH**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Subframe duration</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>Sub-carrier spacing</td>
<td>15 kHz</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>30.72 MHz</td>
</tr>
<tr>
<td></td>
<td>(8 * 3.84 MHz)</td>
</tr>
<tr>
<td>FFT size</td>
<td>2048</td>
</tr>
<tr>
<td>CP length (μs/samples)</td>
<td>(4.69/144) * 6</td>
</tr>
<tr>
<td></td>
<td>(5.21/160) * 1</td>
</tr>
<tr>
<td>Channel model</td>
<td>EPA5</td>
</tr>
<tr>
<td>Antenna configurations</td>
<td>2Tx × 2Rx</td>
</tr>
<tr>
<td>NRB</td>
<td>10</td>
</tr>
<tr>
<td>DCI (format/number of bits)</td>
<td>Format 0/31</td>
</tr>
</tbody>
</table>
such as COST231-Hata. The cell range gives the number of eNB sites required to cover the target geographical area. The link budget calculation can also be used to compare the relative coverage of the different systems.

Here we focus on the differences between link budgets for TDD and FDD modes. The differences relate mainly to the limited maximum UE transmit power.

Figure 14.30 BLER performance for PDCCH DCI format 0 with 2Tx × 2Rx antennas.

Figure 14.31 BER performance for PDCCH DCI format 0 with 2Tx × 2Rx antennas.
The TDD UE cannot transmit continuously as the transmission must be switched off during the downlink reception. The UE will thus need to transmit with a larger bandwidth and a lower power density to achieve a similar bit rate to an FDD system. The lower power density is because the UE transmitter is limited on total maximum power, not on power per hertz.

For a TDD mode link, budget results are for assuming downlink: uplink share is 2:2, a propagation model given by COST231-Hata work in frequency carriers in 2350 MHz.

\[
\text{Propagation loss} = 37.8 + 34.8 \log (\text{distance}) \quad (14.34)
\]

with distance given in meters. Other parameters for the TD-LTE link budget for uplink are introduced in Table 14.9. More details on the link budget are given in Table 14.8, which provides references for the SINR targets used in the uplink link budget. For comparison, Tables 14.7 and 14.10 provide similar information for the downlink link budget.

Figure 14.32 shows coverage provided by the CQI and ACK/NACK information transported on the PUCCH, compared to the physical random access channel (PRACH). By comparing, the coverage of RACH sets the limit of UL control channel.

From a similar calculation, the coverage of an average border throughput of 500 kbps supported based on 10 RB (1TTI) PUSCH is about 700 m.

Figure 14.33 shows 90%-ile coverage (log-normal margin of 6.8 dB is used given 10 dB standard deviation). All control channels should be able to match but do not need to exceed P-BCH coverage.

The 36-bit and 48-bit PDCCH for transporting scheduling grants (and other grant types) require a power boost for full case 3 coverage, whereas the 24-bit PDCCH format (possibly for Paging, RACH, and P-BCH grants) does not. The 48-bit PDCCH is only for downlink scheduling grants. Coverage is extended by power boosting via puncturing (e.g., a CCE) or borrowing between PHICH, PDCCH, and PCFICH. A total of 12 resource elements (REs) can support eight PHICH where 6-dB boosting of a PHICH for full Case 3 coverage can be obtained by puncturing a single CCE or by borrowing power from other PHICH and PDCCH.

About PDSCH, the coverage of an average border throughput of 500 kbps supported based on 10 RB (1TTI) PDSCH is about 1200 m. With the same border throughput, PUSCH sets the limits to the traffic channel.

The above results show that Case 3 downlink control channel coverage can be achieved via power boosting using puncturing or borrowing from other PHICH and PDCCH. The coverage of other downlink and uplink control channels should be able to match but do not need to exceed P-BCH coverage.

PUCCH does not limit the UL coverage, and a RACH preamble repetition is required for optimized coverage. RACH coverage sets the limits to overall TD-LTE UL control channel coverage.

Traffic channel coverage is limited by PUSCH for a 500-kbps border throughput.
Table 14.7  Downlink Link Budget Parameters for TD-LTE

<table>
<thead>
<tr>
<th>Simulation Conditions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DL:UL</td>
<td>2:2</td>
</tr>
<tr>
<td>Antenna</td>
<td>82 beamforming</td>
</tr>
<tr>
<td>System bandwidth (MHz)</td>
<td>20M</td>
</tr>
<tr>
<td>No. of occupied RBs</td>
<td>10</td>
</tr>
<tr>
<td><strong>Base Station EIRP</strong></td>
<td></td>
</tr>
<tr>
<td>Base Tx power (dBm)</td>
<td>46</td>
</tr>
<tr>
<td>Maximum power per UE (dBm) a</td>
<td>36</td>
</tr>
<tr>
<td>Transmission line loss (dB) b</td>
<td>2</td>
</tr>
<tr>
<td>Base Tx antenna gain (dBi) c</td>
<td>16</td>
</tr>
<tr>
<td>Base EIRP (dBm) A</td>
<td>$a - b + c$</td>
</tr>
<tr>
<td><strong>Subscriber Sensitivity</strong></td>
<td></td>
</tr>
<tr>
<td>MS antenna gain (dBi) d</td>
<td>0</td>
</tr>
<tr>
<td>Thermal noise (kT) (dBm/Hz)</td>
<td>−174</td>
</tr>
<tr>
<td>MS noise power (dB) e</td>
<td>$-112(10RB)$</td>
</tr>
<tr>
<td>MS Noise figure (dB) f</td>
<td>5</td>
</tr>
<tr>
<td>SNR for MCS level (dB) g</td>
<td>Include MIMO gain</td>
</tr>
<tr>
<td><strong>Subscriber Sensitivity B</strong></td>
<td>$e + f + g - d$</td>
</tr>
<tr>
<td><strong>System Margin</strong></td>
<td></td>
</tr>
<tr>
<td>Shadow fading margin (dB) h</td>
<td>6.8</td>
</tr>
<tr>
<td>Interference margin (dB) i</td>
<td>3—9</td>
</tr>
<tr>
<td>MS body loss (dB) j</td>
<td>0</td>
</tr>
<tr>
<td>Total system margin (dB) C</td>
<td>$h + i + j$</td>
</tr>
<tr>
<td>Maximum allowable pathloss</td>
<td>$A - B - C$</td>
</tr>
</tbody>
</table>
### Table 14.8  Required UL SINR for Target Error Rate

<table>
<thead>
<tr>
<th>DL Control Channel</th>
<th>Required (E_s/N_0) for Target ER</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACK/NACK-PUCCH</td>
<td>(E_s/N_0 = -4.1) dB for 0.1% BER</td>
<td>[14]</td>
</tr>
<tr>
<td>CQI-PUCCH</td>
<td>(E_s/N_0 = -10) dB (1 bit) for 1% FER</td>
<td>[15]</td>
</tr>
<tr>
<td></td>
<td>(E_s/N_0 = -7) dB (5 bits) for 1% FER</td>
<td></td>
</tr>
<tr>
<td>RACH</td>
<td>(E_s/N_0 = -11.5) dB for 1% PER</td>
<td>[16]</td>
</tr>
</tbody>
</table>

## 14.6 System Performance Evaluations

System level simulation is an effective method to evaluate system performance and analyze radio resource management (RRM) algorithms. The core feature of system level simulation lies in the fact that more attention has been put on the higher level of a system, while the specific signal processing procedure has been simplified. In a system level scenario, many UEs are distributed in a certain manner (usually uniformly) in the entire network, and establish communication links with its own serving eNB according to a specific access algorithm. Each eNB allocates the resource available to its UEs based on particular scheduling algorithms and each UE would calculate its received SINR and make a decision whether the received transport block can be decoded successfully. If the received SINR is greater than the target threshold, the transport block is more probable to be decoded inerrably, otherwise the failure probability becomes higher.

The features of system level simulation for TD-LTE system include the frame structure, the wraparound technique, the channel interface, the SINR mapping method and so on. These features would be discussed in detail as follows.

### 14.6.1 Frame Structure

As discussed in Section 14.1, the frame structure of TD-LTE is illustrated in [4], which is also known as frame structure type 2. The major feature of frame structure type 2 is its flexible configuration of special subframe and uplink-downlink ratio. Specifically, there are nine possible special subframe configurations and seven uplink-downlink configurations, and the details are listed in Tables 14.11 and 14.12. For Table 14.12, letter D means downlink subframe, letter S means special subframe, and letter U means uplink subframe.

Based on the frame structure illustrated above, a global timer is needed to control the network to work synchronously. In this section, uplink-downlink configuration 2 and special subframe configuration 8 are implemented as an instance. Deploying
Table 14.9  Uplink Link Budget Parameters for TD-LTE

<table>
<thead>
<tr>
<th>Simulation Conditions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DL:UL</td>
<td>2:2</td>
</tr>
<tr>
<td>Antenna</td>
<td>1*8</td>
</tr>
<tr>
<td>System bandwidth (MHz)</td>
<td>20M</td>
</tr>
<tr>
<td>No. of occupied RBs</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UE Station EIRP</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>UE Tx power (dBm) a</td>
<td>4623</td>
</tr>
<tr>
<td>UE Tx antenna gain (dBi) b</td>
<td>0</td>
</tr>
<tr>
<td>UE EIRP (dBm) A</td>
<td>a + b</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Base Station Sensitivity</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BS Rx antenna gain (dBi) d</td>
<td>16</td>
</tr>
<tr>
<td>Transmission line loss (dB) e</td>
<td>2</td>
</tr>
<tr>
<td>Thermal noise (kT) (dBm/Hz)</td>
<td>-174</td>
</tr>
<tr>
<td>MS noise power (dB) f</td>
<td>-112(10RB)</td>
</tr>
<tr>
<td>MS noise figure (dB) g</td>
<td>5</td>
</tr>
<tr>
<td>SNR for MCS level (dB) h</td>
<td>Include MIMO Gain</td>
</tr>
<tr>
<td>Subscriber sensitivity B</td>
<td>e + f + g + h - d</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>System Margin</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Shadow-fading margin (dB) h</td>
<td>6.8</td>
</tr>
<tr>
<td>Interference margin (dB) i</td>
<td>3 to 9</td>
</tr>
<tr>
<td>MS body loss (dB) j</td>
<td>0</td>
</tr>
<tr>
<td>Total system margin (dB) C</td>
<td>h + i + j</td>
</tr>
<tr>
<td>Maximum allowable path loss</td>
<td>A - B - C</td>
</tr>
</tbody>
</table>
Table 14.10  Required DL SINR for Target Error Rate

<table>
<thead>
<tr>
<th>DL Control Channel</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCFICH</td>
<td>[17]</td>
</tr>
<tr>
<td>P-BCH</td>
<td>[18]</td>
</tr>
<tr>
<td>PHICH (12 REs per 8 PHICH)</td>
<td>[19]</td>
</tr>
<tr>
<td>PDCCH (8 CCEs)</td>
<td>[20]</td>
</tr>
<tr>
<td>PCH message</td>
<td>[21]</td>
</tr>
</tbody>
</table>

different frame configuration results in different uplink and downlink resources available and also has an impact on the CQI feedback mechanism.

14.6.2 Wraparound Technique

In system level simulations, cellular network modeling is limited to a certain finite number of cells with strict boundaries. If a certain UE is located in the boundary cells, the received interference from surrounding cells may be much less than that when the UE is positioned in a central cell because there is no interference received from the area outside of the boundaries. Besides, when mobility is taken into consideration, an UE may leave the network and lose its link to the network due to the limited boundaries. To avoid these problems, a wraparound technique has been implemented in the system level simulator.

Figure 14.32  TD-LTE UL channel coverage.
Figure 14.33 TD-LTE DL channel coverage.

Table 14.11 Configurations of Special Subframe (Unit: Symbol)

<table>
<thead>
<tr>
<th>Special Subframe Configuration</th>
<th>Normal Cyclic Prefix</th>
<th>Extended Cyclic Prefix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DwPTS</td>
<td>GP</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 14.12  Uplink–Downlink Configurations

<table>
<thead>
<tr>
<th>Uplink–Downlink Configuration</th>
<th>Downlink-to-Uplink Switch-Point Periodicity</th>
<th>Subframe Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>5 ms</td>
<td>D</td>
</tr>
<tr>
<td>1</td>
<td>5 ms</td>
<td>D</td>
</tr>
<tr>
<td>2</td>
<td>5 ms</td>
<td>D</td>
</tr>
<tr>
<td>3</td>
<td>10 ms</td>
<td>D</td>
</tr>
<tr>
<td>4</td>
<td>10 ms</td>
<td>D</td>
</tr>
<tr>
<td>5</td>
<td>10 ms</td>
<td>D</td>
</tr>
<tr>
<td>6</td>
<td>5 ms</td>
<td>D</td>
</tr>
</tbody>
</table>

The wraparound technique considered here is essentially a geometry mapping method to create an infinitely large network. To illustrate this technique briefly, the following terms are defined and used:

- **Real Cell**: The network entity exists in practice (i.e., the eNB and the areas where the UEs are located, as shown in the white area).
- **Virtual Cell**: The area where none of the real network entities exist, as shown in the color area surrounding the real cells.
- **Reference Cell**: A certain real cell where the calculation of the receiving signals is being carried out.
- **Mapping Cell**: A certain real or virtual cell that is mapped to from a particular reference cell according to the wraparound rule.
- **Real Coordinate**: The coordinate of a network entity in a real cell.
- **Mapping Coordinate**: The coordinate of a network entity in a mapping cell. When the mapping cell is the real cell itself, the mapping coordinate is the same as the real one.

Figure 14.34 illustrates the wraparound technique clearly. When an UE is located at the boundary cell (e.g., cell 7, through wraparound), a two-layer surround cells can be modeled by mapping some real cells to the virtual ones. The index of a virtual cell is composed of two parts, the one out of the bracket stands for the virtual index, whereas the one in the bracket denotes the mapped cell. Because the real network entities are only distributed in the real cells, when an UE is moving out of this area, it will be mapped to the other side of the area. For example, when an UE is moving from cells 9 to 22, then when the UE is about to cross the boundary, it will be mapped to the real cell 13 and enter cell 12. In this way, both the receiving and mobility problems can be solved.
14.6.3 Channel Interface

Small-scale fading is very important in system level simulation because it has significant impact on the fast packet scheduling. In a TD-LTE system level simulator, extended spatial channel model (SCM-E) is used to model the fading in a small scale. SCM-E is developed by the European WINNER project and it applies for 2 to 5 GHz frequency bands and supports bandwidths up to 100 MHz in three different outdoor environments [21]. As an enhanced version of SCM, the line-of-sight (LOS) option of SCM-E is extended to all scenarios. By adding short-term time-variability of some channel parameters within each drop, a time-varying feature is available in SCM-E.

Because in a system level simulation scenario, there are usually many UEs (e.g., 570) in the entire network. If the small-scale channel coefficients are generated in real time, the computation burden is tremendous, which would make it almost impossible to get an ideal result. To solve the problem, an off-line simulation method is proposed. We generate a lot of channel coefficients for each link and store them in a file. To simulate many eNB-UE transmissions, we also need to generate enough links. The more samples and links are available, the better the statistical feature would be obtained. During the simulation initialization process, a link is selected randomly for each eNB-UE link, and an index is generated randomly to indicate the reading entry of the channel coefficients. After reading the coefficients of each tap and
their relative intervals, fast Fourier transform (FFT) is used to obtain the frequency response of the link and thus the coefficient of each subcarrier can be obtained.

The time-varying feature is modeled at system level. When the speed of each UE is given, the coherence time can be calculated and is used to control the updating interval of small-scale fading. For example, when the moving speed of each UE is 3 km/h, the updating interval is about 30 half-frames, which means in the 30 consecutive half-frames, the channel state of each link remains constant.

14.6.4 SINR Mapping Method

A key issue for accurate system level simulation is to be able to go from an instantaneous channel state to a corresponding block error probability (BLEP). Instead of directly finding the block error probability, it was proposed in [22] to use an effective SIR mapping (ESM) that maps the instantaneous channel state, for example, the set of subcarrier SNRs $\gamma_k$ in case of OFDM into an instantaneous effective SNR $\gamma_{\text{eff}}$. The effective SNR is then used to find an estimate of the block error probability from basic AWGN link level performance.

For an ESM to be accurate it obviously has to fulfill the following approximate equivalence [23]:

$$\text{BLEP}(\{\gamma_k\}) \approx \text{BLEP}_{\text{AWGN}}(\gamma_{\text{eff}}) \quad (14.35)$$

where $\text{BLEP}(\{\gamma_k\})$ is the actual block error probability for the instantaneous channel state $\{\gamma_k\}$ and $\text{BLEP}_{\text{AWGN}}(\gamma_{\text{eff}})$ is the AWGN block error probability. It is important to understand that the above expression must be fulfilled for each instantaneous channel realization, or at least for almost all channel realizations, and not only "on average" for a given channel model. The detailed derivations of EESM is illustrated in [23], and generalized EESM can be expressed as:

$$\gamma_{\text{eff}} = -\beta \ln \left( \frac{1}{N} \sum_{i=1}^{N} e^{-\frac{\gamma_i}{\beta}} \right) \quad (14.36)$$

where $N$ is the number of subcarriers, $\gamma_k$ is the SNR on carrier $k$, and $\beta$ is a parameter used to match the ESM to a specific combination of modulation scheme and coding rate. A suitable value for the parameter $\beta$ for each modulation scheme and/or coding rate can be found from link level simulations, and some well-known values are listed in Table 14.13 [24].

14.6.5 Overhead Calculation

In order to make the transmission reliable, part of the resources is reserved as reference signals or for controlling. The existence of the overheads achieves a trade-off between efficiency and reliability. For example, the reference signals are commonly used for...
Table 14.13 Values of the Parameter $\beta$

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Code Rate</th>
<th>$\beta$ Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>QPSK</td>
<td>1/3</td>
<td>1.49</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>1.57</td>
</tr>
<tr>
<td>QPSK</td>
<td>2/3</td>
<td>1.69</td>
</tr>
<tr>
<td>QPSK</td>
<td>3/4</td>
<td>1.69</td>
</tr>
<tr>
<td>QPSK</td>
<td>4/5</td>
<td>1.65</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/3</td>
<td>3.36</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/2</td>
<td>4.56</td>
</tr>
<tr>
<td>16QAM</td>
<td>2/3</td>
<td>6.42</td>
</tr>
<tr>
<td>16QAM</td>
<td>3/4</td>
<td>7.33</td>
</tr>
<tr>
<td>16QAM</td>
<td>4/5</td>
<td>7.68</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/3</td>
<td>9.21</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/2</td>
<td>13.76</td>
</tr>
<tr>
<td>64QAM</td>
<td>2/3</td>
<td>20.57</td>
</tr>
<tr>
<td>64QAM</td>
<td>3/4</td>
<td>25.16</td>
</tr>
<tr>
<td>64QAM</td>
<td>4/5</td>
<td>28.38</td>
</tr>
</tbody>
</table>

channel measurement, and it is well known that the more resources are reserved as reference signals, the more accurate measurement results and more reliable communication can be expected. On the other side, however, if more resources are used for channel measurement, then less resources can be used for data transmission, which leads to the loss of efficiency.

In our simulator, the following control and reference signal overheads are assumed:

- **Downlink Reference Signals (RS):** The number of resources occupied by RS varies as the antenna configurations. For normal subframes, when single antenna is implemented, four REs out of one PRB (equivalent 84 REs) are reserved as RS, thus the overhead is 4.76%. When two antennas are implemented, the reserved REs increase to eight for every PRB, resulting in the overhead of 9.52%. When four antennas are deployed, 12 REs out of 84 REs are reserved as RS, thus the overhead grows to 14.29%. For a special subframe, the RS overhead can be calculated in a similar way, and the specific special subframe configuration should be considered jointly.
Physical Downlink Control Channel (PDCCH): In general, the downlink control channels can be configured to occupy the first one, two, or three OFDM symbols in a subframe, extending over the entire system bandwidth. This flexibility allows the control channel overhead to be adjusted according to the particular system configuration and it varies between 7.14% and 21.43%.

Other Downlink Control Symbols: Synchronization signal, physical broadcast channel (PBCH), physical control format indicator channel (PCFICH), and physical hybrid automatic repeat request indicator channel (PHICH). Because these channels occupy relatively fixed resources, the overhead varies as the system bandwidth changes. When the bandwidth is 20 MHz, the overhead is below 1%, whereas for 1.4 MHz, the overhead is approximately 9%.

Uplink Reference Signals and PUCCH: Uplink reference signals take one out of seven symbols, resulting in an overhead of 14.29 and PUCCH slightly reduces the uplink data rate, thus it is not included in the overhead calculation.

14.6.6 System Performances Analysis
The main simulation parameters are listed in Table 14.14. The major difference between Cases 1 and 3 lies on the intersite distance (ISD). For Case 1, the ISD is 500 m, whereas for Case 3, the ISD is 1732 m. After dropped uniformly in the network, each UE calculates the reference signal receiving Power (rSRP) of each eNB and takes the strongest one as the serving eNB. After the access procedure, each eNB allocates resources to its UE based on the scheduling algorithms, and each UE would calculate the quality of the received signals and make the decision whether it can successfully decode the transport block. In each downlink subframe, each UE generates the CQI according to the measurements of the common RS and feeds it back to the eNB in the uplink subframe available. Multiple antenna techniques are also taken into consideration, and they include: 1Tx × 2Rx with MRC, 2Tx × 2Rx SFBC with MRC, 2Tx × 2Rx spatial multiplexing (SM) with MMSE, and closed-loop feedback.

Figure 14.35 shows the downlink geometry distribution of TD-LTE system level simulator. The geometry distribution is dependent on the geographical position of each UE, and it is reflected by the average SINR. The average SINR is calculated only based on the large- and middle-scale fading parameters such as the path loss fading, the shadow fading, the antenna gain, whereas the impact of the small-scale fading is not taken into consideration. Geometry distribution is very important in calibration among different simulators because different UE distribution would definitely result in different quality of receiving signals and thus make the results incomparable.

It is shown in Figures 14.36 and 14.37 and Tables 14.15 through 14.18 that the cell-average and cell-edge throughput for different scheduling algorithms and two cases. Here, three classical scheduling algorithms [i.e., max C/I (MCI), PF, and RR] are evaluated. MCI allocates the resources to the UE who has the best channel
## Table 14.14 The Main Parameters of the TD-LTE System Level Simulator

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>Case 1 &amp; 3: 2G CF, 10M BW, speed 3 km/h</td>
</tr>
<tr>
<td>Cellular layout</td>
<td>Hexagonal grid, 19 cells, three sectors per cell</td>
</tr>
<tr>
<td>Load</td>
<td>Average 10 UE per sector</td>
</tr>
<tr>
<td>UE distribution</td>
<td>Users dropped uniformly in entire sector</td>
</tr>
<tr>
<td>Total eNB Tx power ($P_{\text{total}}$)</td>
<td>46 dBm</td>
</tr>
<tr>
<td>BS antenna gain plus cable loss</td>
<td>14 dBi</td>
</tr>
<tr>
<td>UE antenna gain</td>
<td>0 dBi</td>
</tr>
<tr>
<td>Noise figure at relay</td>
<td>5 dB</td>
</tr>
<tr>
<td>Noise figure at UE</td>
<td>5 dB</td>
</tr>
<tr>
<td>Noise figure at UE</td>
<td>9 dB</td>
</tr>
<tr>
<td>Noise power spectral density of UE</td>
<td>$-174 , \text{dBm/Hz}$</td>
</tr>
<tr>
<td>Distance-dependent path loss for macro to UE</td>
<td>$L = 128.1 + 37.6 \log_{10}(R)$, $R$ in kilometers</td>
</tr>
<tr>
<td>Minimum distance between UE and cell</td>
<td>$\geq 35$ meters</td>
</tr>
<tr>
<td>Penetration loss</td>
<td>20 dB for eNB to UE</td>
</tr>
<tr>
<td>Antenna pattern (horizontal) (For three-sector cell sites with fixed antenna patterns)</td>
<td>$A(\theta) = -\min \left[ 12 \left( \frac{\theta}{\theta_{\text{dB}}} \right)^2, A_{\text{m}} \right]$</td>
</tr>
<tr>
<td></td>
<td>$\theta_{\text{dB}} = 70^\circ$, $A_{\text{m}} = 25$ dB</td>
</tr>
<tr>
<td>Inter-cell interference modeling</td>
<td>Explicit modeling</td>
</tr>
<tr>
<td>Channel model</td>
<td>SCM-E</td>
</tr>
<tr>
<td>Traffic model</td>
<td>Full buffer</td>
</tr>
<tr>
<td>Number of antenna elements (BS, UE)</td>
<td>$(1,1)/(1,2)/(2,2)$</td>
</tr>
<tr>
<td>Polarization</td>
<td>No</td>
</tr>
<tr>
<td>Scheduling algorithm</td>
<td>PF</td>
</tr>
<tr>
<td>Number of MCS candidates for link adaptation</td>
<td>15</td>
</tr>
<tr>
<td>Channel estimation error</td>
<td>Ideal estimation</td>
</tr>
</tbody>
</table>
state, thus a better UE would obtain more resources than normal or worse UEs and multiuser diversity gain can be achieved. In an extreme situation, if an UE is very close to its serving eNB, then all the resources available may be allocated to the UE and other UEs may starve. This scheduling algorithm can achieve the highest average throughput, but the fairness among UEs can not be guaranteed at all. RR schedules...
Figure 14.37  Downlink cell-average and cell-edge throughput of Case 3.

Table 14.15  Downlink Cell-Average Throughput (Mbps) of Case 1

<table>
<thead>
<tr>
<th>Case</th>
<th>Max C/I</th>
<th>PF</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SISO</td>
<td>15.825</td>
<td>7.559</td>
<td>5.528</td>
</tr>
<tr>
<td>SIMO</td>
<td>19.992</td>
<td>10.381</td>
<td>8.509</td>
</tr>
<tr>
<td>SFBC</td>
<td>20.075</td>
<td>10.241</td>
<td>8.858</td>
</tr>
<tr>
<td>SM CL</td>
<td>25.132</td>
<td>11.533</td>
<td>10.109</td>
</tr>
</tbody>
</table>

Table 14.16  Downlink Cell-Edge Throughput (kbps) of Case 1

<table>
<thead>
<tr>
<th>Case</th>
<th>Max C/I</th>
<th>PF</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SISO</td>
<td>0</td>
<td>139.8</td>
<td>109.7</td>
</tr>
<tr>
<td>SIMO</td>
<td>0</td>
<td>285.5</td>
<td>234.1</td>
</tr>
<tr>
<td>SFBC</td>
<td>0</td>
<td>297.3</td>
<td>256.8</td>
</tr>
<tr>
<td>SM CL</td>
<td>0</td>
<td>279.9</td>
<td>241.4</td>
</tr>
</tbody>
</table>
Table 14.17  Downlink Cell-Average Throughput (Mbps) of Case 3

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Max C/I</th>
<th>PF</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SISO</td>
<td>15.298</td>
<td>7.222</td>
<td>5.343</td>
</tr>
<tr>
<td>SIMO</td>
<td>19.669</td>
<td>10.025</td>
<td>8.268</td>
</tr>
<tr>
<td>SFBC</td>
<td>19.928</td>
<td>10.041</td>
<td>8.742</td>
</tr>
<tr>
<td>SM CL</td>
<td>25.43</td>
<td>11.755</td>
<td>10.404</td>
</tr>
</tbody>
</table>

each UE with equal probability, and this is realized through the utilization of list structure. In each cell, the eNB holds a list composed of all the UEs served by itself, and in each scheduling interval, the frequency resources are allocated one by one to each UE thus making each UE obtain the same amount of resources. RR is the fairest scheduling algorithm, where each UE can occupy the same amount of resources. Due to the lack of utilization of the channel state information, multiuser diversity gain is lost. PF is a tradeoff between the cell-average throughput and the fairness among UEs. Through the joint consideration of both the current channel state information and the situation of being served in the past several scheduling intervals, fairness and performance are obtained simultaneously. For each scheduling algorithm, it is clear to see that SM CL performs the best in average throughput while SIMO and SFBC perform better in edge throughput.

Figures 14.38 and 14.39 show the cumulative distribution of UE throughput obtained from TD-LTE system level simulator. It is defined that 5% fractile of the UE throughput is the cell-edge throughput, which means that 95% of the UEs in each cell have a higher throughput than this value. From the cumulative distribution results, we can also see that multiple antenna techniques can increase the system performance significantly, both in average throughput and edge throughput, as the curves of SIMO and MIMO are on the right side of the SISO curves in all the throughput range. In terms of SIMO and MIMO curves, SM CL performs better at high throughput regimes because they can achieve multiplexing gains effectively when the received SINR is high. Besides, SIMO MRC and SFBC MRC have higher

Table 14.18  Downlink Cell-Edge Throughput (kbps) of Case 3

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Max C/I</th>
<th>PF</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SISO</td>
<td>0</td>
<td>100.9</td>
<td>91.9</td>
</tr>
<tr>
<td>SIMO</td>
<td>0</td>
<td>233.4</td>
<td>201.4</td>
</tr>
<tr>
<td>SFBC</td>
<td>0</td>
<td>253.8</td>
<td>227.7</td>
</tr>
<tr>
<td>SM CL</td>
<td>0</td>
<td>259.4</td>
<td>243.9</td>
</tr>
</tbody>
</table>
Figure 14.38 Downlink cumulative distribution of UE throughput (in a large scale).

Figure 14.39 Downlink cumulative distribution of UE throughput (in a small scale).
cell-edge throughput because the spatial diversity gains they obtained can significantly improve the quality of the received signals.

14.7 Frequency Planning in TD-LTE

Frequency planning in TD-LTE systems is very important, which is not same as in CDMA systems, where the frequency reuse factor is 1, and the neighbor cells can use the same radio resources.

14.7.1 Frequency Reuse Factor (FRF) Deduction in OFDM/OFDMA Cellular Systems

In cellular systems based on OFDM/OFDMA technique, no intra-cell interference is assumed due to orthogonality of assigned resource blocks of different UEs in the same cell. Considering the classical deployment of hexagonal cells with frequency reuse factor $N (N > 1)$ as illustrated in Figure 14.40, and assuming that the inter-cell interference resulted from the first tier of six cochannel BSs is the major source of interference, the approximate forward link SINR of UE in the target cell is easy to obtain as:

$$\text{SINR} \approx \frac{1}{6} \left( \frac{r}{D} \right)^{-\alpha}$$

(14.37)

where $r$ is the cell radius, $D$ is the distance between two cochannel BSs, and $\alpha$ is a path loss exponent with a value range of $\sim 3.5–5.5$.

![Figure 14.40](image-url)  
**Figure 14.40** Scenario of first tier cochannel BSs with $N = 7$. 
With a demodulation threshold $SINR_{th}$, that is, the minimum SINR requirement of the radio receiver, the following restriction (denoted as restriction A) must be satisfied in order to ensure the correct demodulation of the signal:

$$\frac{1}{6} \left( \frac{r}{D} \right)^{-\alpha} \geq SINR_{th}$$  \hspace{1cm} (14.38)

Thus, we arrive at

$$D \geq \sqrt[6]{6 \cdot SINR_{th} \cdot r}$$ \hspace{1cm} (14.39)

In the $N$-cell reuse cluster, the relationship of distance $D$ and cell radius $r$ conforms to

$$D = \sqrt{3Nr}$$ \hspace{1cm} (14.40)

Substituting Equation 14.40 into Equation 14.39 yields Equation 14.41, which is further rewritten as Equation 14.42:

$$\sqrt{3Nr} \geq \sqrt[6]{6 \cdot SINR_{th} \cdot r}$$ \hspace{1cm} (14.41)

$$N \geq \frac{1}{3} \left( 6 \cdot SINR_{th} \right)^{\frac{2}{3}}$$ \hspace{1cm} (14.42)

Until now, we can calculate the minimum size of cell cluster $N$ according to Equation 14.42 with a given modulation threshold $SINR_{th}$ and a path loss exponent $\alpha$.

In order to testify frequency reuse factor $N$ obtained above, we further apply it to the worst-case SINR situation, which occurs when target UE locates at the cell edge and far from its serving BS. As illustrated in Figure 14.41, each two out of the

![Figure 14.41 Worst-case SINR situation with $N = 7$.](image-url)
six first-tier cochannel BSs are approximately located at distances of $D - r$, $D$, and $D + r$. Hence, the cell-edge SINR is [25]:

\[
\text{SINR}_{\text{cell-edge}} \approx \frac{1}{2} \frac{r^{-\alpha}}{(D + r)^{-\alpha} + D^{-\alpha} + (D - r)^{-\alpha}}
\]

\[= \frac{1}{2} \left( \frac{D}{r} + 1 \right)^{-\alpha} + \left( \frac{D}{r} \right)^{-\alpha} + \left( \frac{D}{r} - 1 \right)^{-\alpha} \quad (14.43) \]

We now arrive at another restriction (denoted as restriction B), which is tighter than restriction A:

\[
\text{SINR}_{\text{cell-edge}} \geq \text{SINR}_{th} \quad (14.44)
\]

If restriction B comes into existence, it indicates that the minimum size of cell cluster $N$ obtained from restriction B is essentially feasible. Otherwise, it is quite probable that the above frequency reuse factor $N$ is too small to yield an acceptable performance due to serious inter-cell interference. In these circumstances, we need to enlarge $N$ and check whether restriction $B$ is satisfied or not. In practical network planning and deployment, an additional restriction $C$ is often required for frequency reuse factor $N$ as follows:

\[N = i^2 + ij + j^2 \quad i, j \in \mathbb{Z} \quad ij \neq 0 \quad (14.45)\]

When taking into account restrictions A, B, and C simultaneously, frequency reuse factor $N$ is determined by:

\[
N = \arg \min_{i,j} \{i^2 + ij + j^2\} \\
\text{s.t. } N \geq \frac{1}{3} (6 \cdot \text{SINR}_{th})^{\frac{2}{\alpha}} \quad \text{SINR}_{\text{cell-edge}} \geq \text{SINR}_{th} \quad (14.46)
\]

\[i, j \in \mathbb{Z} \quad ij \neq 0 \]

### 14.7.2 FRF of Downlink Control Channels in TD-LTE

The frequency reuse factor is often used to get an insight into a control channel’s inherent robustness, which is extremely vital for the performance of the whole wireless system. Based on link level simulation discussed in Section 14.5.2, we are able to acquire a series of demodulation threshold $\text{SINR}_{th}$ necessary in the deduction of frequency reuse factor of downlink control channels in TD-LTE systems. We assume demodulation threshold $\text{SINR}_{th}$ as the specific SINR corresponding to 1% BLER on a SINR-BLER curve. When transmission bandwidth is 20 MHz, EPA5 channel model is utilized, $\text{SINR}_{th}$ of different downlink control channels of TD-LTE are listed in Table 14.19.
Using demodulation threshold $\text{SINR}_{th}$ given above, the frequency reuse factor for each control channel is further calculated and shown in Table 14.20 in compliance of FRF deduction process introduced in Section 14.5.7.1. Various path loss exponents of the $\alpha = 2$, 3, and 4 are considered respectively. We can observe there is minor difference between the performance of both downlink control channels of PDCCH and PCFICH. Both of downlink control channels concerned can only support a cell cluster size of or even greater than three under all path loss exponents, implying that desired cell cluster size as small as one may not be allowable for PDCCH and PCFICH, or other techniques for robustness enhancement are needed to achieve that. A step further for PDCCH, the number of CCEs used in DCI (downlink control information) transmission has greater impact on the performance of PDCCH than the DCI format itself. When the size of the CCEs for transmission is fixed (i.e., 8-CCE), different DCI formats achieve identical FRF with $N = 3$. If DCI format 0/1A is chosen, however, 1-CCE and 2-CCE demonstrate obvious inferiority to 4-CCE and 8-CCE. Therefore, transmission using 1-CCE and 2-CCE, which requires a high SINR for a target BLER, would be more appropriate for UEs distributed near serving BSs and far from interference sources, rather than for cell-edge UEs, who are the major victims of inter-cell interference.

Besides theoretical analysis present above, we can also obtain frequency reuse factor through system level simulation based on the Monte Carlo method (i.e., collecting
Table 14.20 Frequency Reuse Factors of TD-LTE Downlink Control Channels

<table>
<thead>
<tr>
<th>Control Channels</th>
<th>Configuration</th>
<th>Channel Format</th>
<th>SINRth (dB)</th>
<th>Frequency Reuse Factor N</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDCCH</td>
<td>2 × 2</td>
<td>Format 0/1A</td>
<td>8.10</td>
<td>a = 2, a = 3, a = 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 CCE</td>
<td>3.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 CCE</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>8 CCE</td>
<td>−2.82</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Format 1</td>
<td>−1.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Format 1B</td>
<td>−2.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Format 1C</td>
<td>−4.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Format 2</td>
<td>−1.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Format 3/3A</td>
<td>−2.82</td>
<td></td>
</tr>
<tr>
<td>PCFICH</td>
<td>2 × 2</td>
<td>NA</td>
<td>−3.06</td>
<td></td>
</tr>
</tbody>
</table>

and analyzing SINR of UEs randomly distributed over a multicell system using a sufficient number of individual snapshots) to find out the minimum acceptable FRF for a target demodulation threshold. Simulation parameters for forward link are shown in Table 14.21. Simulation results for various frequency reuse factors are presented in terms of UEs SINR CDF curves plotted in Figure 14.42. SINR corresponding to 5% CDF UE is commonly regarded as the statistically SINR for UE located at cell edge, we thereby highlight 5% CDF SINR for each frequency reuse factor curve in the same figure. Such a 5% CDF SINR is denoted as $\text{SINR}^{N_i}_{\text{cell edge}}$, $N_i = 1, 3, 4, 7, \ldots$ for simplicity.

By comparing $\text{SINR}_\phi$ and $\text{SINR}^{N_i}_{\text{cell edge}}$, we are capable of finding the target minimum acceptable frequency reuse factor $N_k$ such that $\text{SINR}^{N_k}_{\text{cell edge}} \leq \text{SINR}_\phi < \text{SINR}^{N_{k+1}}_{\text{cell edge}}$. Note that this method of finding target FRF holds true for both PDCCH and PCFICH. Table 14.22 shows comparison of frequency reuse factors.
Table 14.21 Simulation Parameter for TD-LTE Forward Link

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell Layout</td>
<td>19 macro cells, 3 sectors per site, with wrap-around for $N = 1$</td>
</tr>
<tr>
<td></td>
<td>64 macro cells (only statistics in 16 central cells are collected), 3 sectors per site, without wrap-around for $N &gt; 1$</td>
</tr>
<tr>
<td>Cell range</td>
<td>600 m</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>2.35 GHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Bandwidth efficiency</td>
<td>90%</td>
</tr>
<tr>
<td>UE distribution</td>
<td>Randomly distributed throughout system area</td>
</tr>
<tr>
<td>System loading</td>
<td>Full buffer traffic</td>
</tr>
<tr>
<td>BS antenna pattern</td>
<td>$A(\theta) = \min\left{ -\left( \frac{n}{\pi_{\text{num}}} \right)^2, A_{\text{m}} \right}$</td>
</tr>
<tr>
<td></td>
<td>$\theta_{\text{dBi}} = 65^\circ, A_{\text{m}} = 20 \text{ dB}$</td>
</tr>
<tr>
<td>Antenna height above average rooftop level</td>
<td>15 m</td>
</tr>
<tr>
<td>Receiver antenna gain</td>
<td>0 dBi</td>
</tr>
<tr>
<td>Transmitter antenna gain</td>
<td>15 dBi</td>
</tr>
<tr>
<td>Maximum BS power</td>
<td>46 dBm</td>
</tr>
<tr>
<td>Propagation model</td>
<td>Vehicle model</td>
</tr>
<tr>
<td>Shadowing variance</td>
<td>10 dB</td>
</tr>
<tr>
<td>Noise power</td>
<td>$-174 \text{ dBm/Hz}$</td>
</tr>
<tr>
<td>Noise figure</td>
<td>9 dB</td>
</tr>
</tbody>
</table>

For PDCCH and PCFICH obtained in two distinctive ways: one by theoretical analysis and the other by simulation. It is worthwhile to notice that these two methods yield results by and large the same, except for minor difference regarding PDCCH 2-CCE. Frequency reuse factors for other downlink control channels and uplink control channels can be obtained similarly.
14.8 Performance Enhancement in TD-LTE

To improve cell-edge users’ service quality, increase the system throughput and enlarge the cell coverage, the decode-and-forward (DF) relay station (RS) technique has been used in wireless cellular networks. When the DF-based RS is used in LTE systems, the TDD mode is more suitable than FDD because downlink and uplink resources can be assigned adaptively in a TD-LTE system.

Table 14.22 Theoretical and Simulation Value of FRF for TD-LTE Downlink Control Channels

<table>
<thead>
<tr>
<th>Control Channels</th>
<th>Configuration</th>
<th>Channel Format</th>
<th>SINR$_{th}$ (dB)</th>
<th>Theoretical Value ($\alpha = 3$)</th>
<th>Simulation Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDCCH</td>
<td>$2 \times 2$</td>
<td>Format 0/1A</td>
<td>1 CCE</td>
<td>8.10</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 CCE</td>
<td>3.12</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 CCE</td>
<td>0.2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8 CCE</td>
<td>$-2.82$</td>
<td>3</td>
</tr>
<tr>
<td>PCFICH</td>
<td>$2 \times 2$</td>
<td>NA</td>
<td>$-3.06$</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
### 14.8.1 Directional Relay in TD-LTE

A directional relay topology is shown in Figure 14.43, where eNB is marked as a black triangle and RS is denoted as a black rectangle. It is assumed that eNBs are fixed at cell centers and RSs are at each vertex of hexagonal cells. In the proposed DF-relay-based system model, each eNB is equipped with one omnidirectional antenna while each RS is equipped with three 120-degree directional antennas. Thus, three cells are served by one RS, and six RSs are configured in one cell. To avoid inter-cell interference between adjacent eNBs, the coverage of eNB is limited and the UEs at cell edges are only served by RSs (i.e., only UEs located in the inner loop of the cell (named as inner UE) are served by eNB, whereas RSs will serve UEs in the outer loop of

![Figure 14.43 Directional relay topology.](image)
the cell (named as outer UE)]. Considering huge interference between adjacent RSs, the directional antennas are deployed in RSs. Furthermore, to improve spectrum efficiency, the non-adjacent RSs will reuse the same radio resources. Both outer and inner UEs are administrated by the serving eNB.

To be fully compatible with TD-LTE systems, the frame structure for the proposed directional relay topology is shown in Figure 14.44, which is inherited from the configuration frame pattern for the TD-LTE systems [2]. For the configuration 2 frame pattern, each radio frame consists of two half-frames with a length $T_f = 153600 \cdot T_s = 5$ ms. Each half-frame consists of eight slots and three special fields, or DwPTS, GP, and UpPTS. To be compatible with the Type 1 frame structure (defined for FDD-LTE systems), two time slots are combined as one subframe (i.e., subframe $i$ consists of slots $2i$ and $2i + 1$). Subframes 0, 5, and DwPTS are always reserved for downlink transmissions.

### 14.8.2 Performance Evaluation of Directional Relay

In this chapter, we investigate the downlink performance, and thus most subframes are reserved for downlink channels, where six subframes (marked in gray blocks) are reserved for downlink and two subframes (marked in dark gray blocks) are reserved for uplink in each frame. It is noted that there are two subframes for DwPTS, GP, and UpPTS. Every subframe has one long arrow and one short arrow, where the long one indicates the direct link between eNBs and inner UEs, while the short one represents the relay link between eNBs and RNs, or the access link between RNs and outer UEs. Since eNB and RS can communicate with their own UEs simultaneously, the RSs are non-transparent and categorized as Type 1. For demonstration simplicity, the inner UEs and outer UEs are denoted as the same UEs in Figure 14.44.

To reduce the interference, especially the interference from the adjacent RSs, the static interference coordination mechanism is adopted. Figure 14.45 shows the time-frequency resource allocation design for the direct and relay transmissions in downlink. For the right subfigure in Figure 14.45, the gray block resource is used for
the direct link (denoted as B4), and the dark gray block is for the relay link (denoted as B3). Since all radio resources are orthogonally allocated, there is no intra-cell interference in each subframe (i.e., there is no interference between different UEs, UE and RS, and different RSs located in the same cell).

For the left subfigure in Figure 14.45, the B1 resource block is used for the access link for the communications between RSs and UEs. If all RSs in the same cell are allocated with the same time-frequency resources, a huge interference may occur between RSs. Due to geometrical isolations, only RSs at the opposite positions will occupy the same time-frequency resource, which will degrade most RSs’ interference and improve the transmission spectrum efficiency between eNB and RS. Therefore, if there are six RSs for each cell and the RS is numbered sequentially, the RS pairs such as 3 and 6, 2 and 5, and 1 and 4, can use the same radio resources. Consequently, radio resources for the access links between the RS and UE are divided into three parts, each of which is presented by a different shade in the left subfigure of Figure 14.45. Although radio resource reuse between the opposite RSs will help increase interference, the interference can be suppressed to a satisfactorily low level due to the geometrical isolation.

Accurately, according to radio channel conditions, the radio resource blocks (B1, B2, B3, and B4) should be optimized in both the time and frequency domains. In Figure 14.45, subframes 0 and 3 are allocated to the access and direct links, whereas subframes 4, 5, 8, and 9 are allocated to the relay and direct links. More subframes are recommended to allocate to the relay link because the radio resource can be reused at the access links.

The performances between the traditional nonrelay and the directional relay scenarios are simulated. In the simulations, the carrier frequency is set to 2 GHz, the frequency bandwidth is 10 MHz. The eNBs’ transmission power is 46 dBm.
Table 14.23 Throughput Expectation

<table>
<thead>
<tr>
<th>Throughput</th>
<th>Theoretical (Mbps)</th>
<th>Simulation (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonrelay</td>
<td>9.11</td>
<td>12.87</td>
</tr>
<tr>
<td>Relay: inner UEs</td>
<td>20.84</td>
<td>22.43</td>
</tr>
<tr>
<td>Relay: outer UEs</td>
<td>11.08</td>
<td>12.74</td>
</tr>
</tbody>
</table>

The path loss factor is 2.5 for LOS (line of sight), and 4 for NLOS (nonline of sight). The noise power density is $-174 \text{ dBm/Hz}$. The cell radius is 1000 m. The simulations generated 50,000 snapshots, each of which refers to a different and independent UE’s location.

Table 14.23 shows the average throughput comparisons between the directional relay and nonrelay scenarios. When the directional relay protocol is utilized, the UEs in the inner loop of the cell have about two times better performance than that in the nonrelay scenario. Meanwhile, UEs in the outer loop of cell can achieve almost the same performance as the average throughput of the nonrelay scenario.

In a real network, SINR should be in a limited range due to the hardware restriction and the definition of the feedback information to RS or BS. Consequently, the maximum allowed SINR of UEs should be limited. The following simulations were performed under the assumption that the UE’s SINR is not higher than 22 dB.

Table 14.24 shows the SINR comparison between the directional relay and the traditional nonrelay scenarios. It is noted that the SINR received at RSs is not limited. There is a relatively big difference between the theoretical analysis and the simulation results because the impact from the limited SINR is considered only for simulation.

Table 14.25 shows the average throughput comparison between the directional relay and traditional nonrelay scenarios, indicating the impacts from the maximal allowed SINR on the average throughput.

To take a fair comparison with the SINR distributions for different scenarios, the CDF curves of SINR obtained from the simulations are depicted in Figure 14.46. In the traditional nonrelay scenario, about 30% of UEs experience a SINR less than 0 dB, which means that they have to resort to other signal processing techniques to...
Table 14.25  Throughput Expectation Value (SINR is Restricted)

<table>
<thead>
<tr>
<th>Throughput</th>
<th>Theoretical (Mbps)</th>
<th>Simulation (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonrelay</td>
<td>9.11</td>
<td>12.73</td>
</tr>
<tr>
<td>Relay: inner UEs</td>
<td>20.84</td>
<td>21.48</td>
</tr>
<tr>
<td>Relay: outer UEs</td>
<td>11.08</td>
<td>12.37</td>
</tr>
</tbody>
</table>

Figure 14.46  CDF of SINR in UEs when SINR is not bigger than 21 dB.

Figure 14.47  SINR profiles (maximum allowable SINR is 21 dB).
recover useful signals from overwhelming interference and noises. On the contrary, when utilizing the proposed directional relay scheme, both the outer and inner UEs will have a good transmission quality, where all SINRs are higher than 3 dB.

Figure 14.47 gives an explicit view of the geometrical SINR profile, where we assumed that an UE is moving from the cell center to the cell edge. The light gray curve represents SINRs for UEs in nonrelay networks, and the SINR decreases almost linearly with the increasing distance. However, for UEs in the proposed directional relay scenario, UEs experience a rising curve of SINR after they have gone across the eNB’s serving boundary and into the served coverage by the RS. We can see that the SINR of cell-edge UEs can be improved remarkably with the assistance of directional relay nodes.
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15.1 Introduction

To successfully compete with other existing and future wireless, cellular, and wireline services, wireless network designers need to fully consider the specific technical constraints that influence the whole design process. The number of combinations of network elements and parameters that can be configured during the design process [e.g., antenna tilt, azimuth, base station location, power, radio resource management (RRM) parameters], constitutes the solution space. The size of this space determines the degree of complexity of finding appropriate solutions. In wireless metropolitan area networks (WMAN) scenarios, and particularly in multihop environments, the number of options is high, so it is very unlikely that the optimal network configuration can be found using a manual method [1].

Multihop relaying networks involve a more complicated air interface than other kind of cellular networks and need to be rigorously analyzed during the process of network design to achieve an outstanding performance. The chapter explains the impact of new elements of the LTE access network architecture (relay stations) in the network design process. With the use of examples for capacity and coverage planning, the chapter highlights the complexity of the design process in this kind of network.

Base station location, antenna azimuth, and tilt optimization have been widely investigated as the main parts of advanced network planning and optimization tools, especially in the case of Universal Mobile Telecommunication System (UMTS) and carrier division multiplex access (CDMA)-based networks [1–5] and also mobile worldwide interoperability for microwave access (WiMAX) [6]. Few works specialized on LTE have been found. They focus on special cases [7] or self-healing/self-optimization capabilities of an already deployed network [8] and do not consider a precise formulation and computationally efficient methodology on multiobjective problems.

In relation to this topic, some approaches on technologies such as GSM suggest the use of radio frequency planning (RFP) in order to mitigate interference and enhance system performance [3, 9]. Similarly, orthogonal frequency division multiple access (OFDMA) supports reconfiguration of the subchannel usage with different frequency reuse schemes and subchannel allocation techniques in order to mitigate inter-cell interference [10]. Some of these strategies are proposed in the existing literature on multihop communications. However, they only consider fixed reuse patterns or static assignment of subchannels in regular or hexagonal scenarios [11–13] and do not describe a joint formulation with other parameters such as antenna tilt/azimuth.

Furthermore, most existing efforts have been focused on an access-oriented design [14], which may not be a good solution for the following reasons. Some of these designs may not be efficient for areas with a high number of users and with different service demands which often result in a bottleneck for the rest of the network. In addition, for many existing designs that are developed to gain basic access, the customer may not be able to obtain the desired quality service (QoS).
Also, access-oriented design may not be fair to the provider who develops the infrastructure because the service provider only earns an access fee, which is usually paid monthly and is relatively low compared to the deployment cost.

With the increasing need of supporting new services and applications for different scenarios or multiple objectives, the problem of wireless network architecture design becomes too large in scope to be handled efficiently with a single technique. This chapter presents a service-oriented optimization framework that provides a clear and comprehensive description of different options and solutions to achieve an optimal network configuration. The chapter first explains the impact of the LTE physical technology on the network architecture design. Then, an insight on the network planning and optimization process is given within a LTE context, and we give an economic perspective to the calibration of the factors in the cost function. Furthermore, we describe a way to deal with the trade-offs generated during the network architecture design.

15.2 Multihop Relaying Networks

15.2.1 Properties of Relay-Based Networks

The multihop relaying configuration aims to deal with challenging radio propagation characteristics and low CINR (carrier-to-interference and noise ratio) at the cell edge with the introduction of relay sectors (RSs). RSs forward the information from some mobile stations (MSs) to the legacy base sectors (BSs) that are connected to the core network. The BSs will provide resources to the RSs and other MS to which they are directly connected.

Figure 15.1 shows different usage scenarios for RSs. The RS is able to work in line of sight (LOS) and non-LOS propagation conditions and supports MS handover. Using RSs can help overcome the dependency on wired backbones and, therefore, can reduce the infrastructure costs. RSs can also extend the coverage beyond the BS range, increase the quality for indoor coverage, deal with shadowing in urban scenarios, balance the network load, help the terminals to save batteries, and may increase the overall system capacity, which can be particularly useful in hotspots. The RS can also provide broadband access in emergency situations or to locations in rural and developing areas where broadband is currently unavailable.

However, there are also some important challenges. A major concern for network designers is the management of interference [15], which can degrade the performance of the system considerably. In multihop networks, this is a critical issue, as adding RSs constitutes a new source of interference, and therefore its power, frequency, and antenna configuration must be carefully selected to avoid interference.

The RS normally works in half-duplex mode, which means the station does not receive and transmit using the same channel simultaneously. In addition, the RS can operate in two possible schemes, depending on how it processes the received
signal: amplifying and forwarding (AF), where the RS just amplifies and retransmits symbols, or decoding and forwarding (DF), where the RS demodulates and decodes the received signal before retransmission.

The concept of cooperative relaying is based on one signal that can be received and forwarded by multiple stations to the same MS, which combines the signals received from the RSs, and possibly from the BS, in order to take advantage of channel diversity gain. The cooperation is considered as source diversity if identical signals are transmitted simultaneously in time and frequency by both BS and RSs, or transmit diversity if space-time codes are used.

15.2.2 Deployment of Relay-Based Networks

In general, the deployment of a relay-based network depends on a particular scenario. However, there are different strategies that can be adopted according to the service provider needs, illustrated in Figure 15.2. RSs can help to extend the BS coverage by placing them close to the edge of the coverage area. On the other hand, LTE supports a variety of modulation and coding schemes (MCS) [15], and the system can select the most robust schemes for poor radio propagation characteristics (i.e., low CINR) normally in regions close to the cell edge. The most robust MCSs generate low throughput levels and therefore the use of additional RSs in these areas can help to increase the CINR and also the throughput. Another aspect to take into account in a relay-based wireless network is network resilience, due to a higher probability of having a failure in a multihop communication. Different strategies can reflect diverse
abilities of the network to recover from an event of having a problem in a station or a link failure.

15.3 Technology-Specific Features Affecting the Network Planning and Optimization Process

LTE describes the standardization work done by the Third Generation Partnership Project (3GPP) to define a new high-speed radio access method for mobile communication systems. LTE uses new multiple access schemes on the air interface: OFDMA in downlink and SC-FDMA (single-carrier frequency division multiple access) in the uplink. OFDMA is a physical technology that supports several key features necessary for delivering broadband services, for example, scalable channel bandwidths, high spectral efficiency, interference, and multipath tolerance due to subcarrier orthogonality and long symbols. SC-FDMA is a new single-carrier multiple access technique which has similar structure and performance as OFDMA. SC-FDMA uses single-carrier modulation and orthogonal frequency multiplexing using discrete fourier transform (DFT) spreading in the transmitter and frequency domain equalization in the receiver.

In both cases, subcarriers are grouped into resource blocks (RBs) of 12 adjacent subcarriers with an intersubcarrier spacing of 15 kHz [15]. Each RB has a time slot duration of 0.5 ms, which corresponds to six or seven symbols. Figure 15.3 shows the resource grid. The smallest resource unit that a scheduler can assign to a user is a scheduling block (SB), which consists of two consecutive RBs, spanning a subframe time duration of 1 ms. One LTE radio frame consist of 10 ms. All SBs belonging to a single user can be assigned to only one MCS in each scheduling period.

15.3.1 Interference Model

Establishing a reliable connection for the users in LTE is not as easy as just assigning enough transmission power for each SB. The reason is that there is a certain level of interference between users depending on the position and the number of BSs/RSs and
the resources available for each of them. Within the same frequency band, some users interfere each other and some others do not. This particular matrix interference model of LTE should be taken into account when planning and optimizing a network.

In a system with a set of candidate sectors (that may include BSs and RSs): \( S = \{ S_1, S_i, S_j, \ldots, S_N \} \), with users associated to the active ones: \( M_s = \{ 1, \ldots, m, \ldots, M_i \} \), let us introduce the following notations:

- Set of subcarriers: \( S_c = \{ 1, \ldots, x, \ldots, X \} \).
- Set of slots: \( S_l = \{ 1, \ldots, y, \ldots, Y \} \).

Let us define a subchannel in LTE in a 12 consecutive subcarriers. As a result, we can define the following:

- Set of subchannels: \( S_h = \{ 1, \ldots, k, \ldots, K \} \)
  where \( K = \lceil X/12 \rceil \)
- Set of resources (scheduling blocks): \( S_b = \{ 1, \ldots, r, \ldots, R \} \)
  where \( R = K \cdot \left( \frac{Y}{7} \right) \)
The interference on a certain user \( I_m \) is the sum of the power received from other interfering base stations \( j \) that are using the same resources \( C_{m,j,r} \), as Equation 15.1 indicates. Depending on the channel conditions and the service requirements, users will require different number of resources and will be interfered differently, and thus diverse situations may be created. User \( m \) is assigned to sector \( S_i \)

\[
I_m = \sum_{r \in S_b} \left( \sum_{j \in S, j \neq i} C_{m,j,r} \cdot u_{j,r} \right) \cdot v_{m,r} \quad (15.1)
\]

where

\[
v_{m,r} = \begin{cases} 
1 & \text{if resource } r \text{ is used by user } m \\
0 & \text{otherwise} 
\end{cases} \quad (15.2)
\]

\[
u_{j,r} = \begin{cases} 
1 & \text{if resource } r \text{ is used in station } j \\
0 & \text{otherwise} 
\end{cases} \quad (15.3)
\]

In a multihop communication, relay links can be considered as a kind of user communication, where the above calculations also apply. The final QoS perceived by the MS will be determined by the weakest link. An example can be found in Section 15.4.3.

### 15.3.2 Cooperative Relay Networks

In relay topology, whenever the BS transmits, it is doing so in the downlink (DL). Whenever the MS transmits, it is doing so in the uplink (UL). The RS, however, must transmit and receive in both DL and UL. In order to accommodate these communications, the radio frame has to be split into several zones [16].

With the frame split, fewer slots will be available for the users of each zone, and therefore the efficiency decreases. However, in average, users will receive a stronger signal and therefore higher CINR levels. As a result, higher level MCSs may be used and thus fewer slots would be needed to achieve a certain throughput. In addition, the interference may decrease depending on how the separation of resources is done in the frame division.

When cooperative transmission is considered, transmissions instances are repeated in each cooperative path or frame zone (in both BS and RS), and therefore the pool of available resources is reduced due to redundancy [17]. The gains that the cooperative transmission may provide depend on the particular scenario and should overcome this drawback if taken into account.

It is accepted that, in most cases, more than three hops in the communication (two relay stations) is not practical due to the low radio resource efficiency and possible impairments in the communication such as delay [16]. Figure 15.4 shows...
the frame structure for two hop communications and time domain forwarding. For more hops, the BS should reserve one zone to accommodate each relay link. The length of each zone of the frame will change to allow different MCSs, depending on the link quality and channel conditions.

Frequency domain forwarding and other duplex configurations are also possible [18], but in this chapter we focus on the described flexible scenario in Figure 15.4 [17]. In this configuration, some of the frame pieces are allocated to the access links and some others to the relay ones in order to avoid interference from the BS-MSs and RS-MSs communications (access links) to BS-RS (relay link). However, the designer still needs to deal with the interference between BS-MSs and RS-MSs. In this chapter, we propose the use of time domain forwarding and traditional frequency planning in the form of subchannel planning. The aim of frequency planning is to restrict the use of the subcarriers to a certain subset of subchannels in each BS/RS of the network. This subchannel restriction may involve another loss of cell resource utilization efficiency. However, the objective of this procedure is to reduce the interference and collisions, thus having higher CINR levels that should enhance the system performance.

In practice, the relays often operate in decode-and-forward mode because the MAC layer requires data contained in the header and subheaders to operate, and the physical (PHY) layer is generally unaware of the difference between the headers and the payload data. Therefore, the data may need several frames to be relayed by the RS. However, as mentioned, an amplify-and-forward operation would be allowed where the RS demodulates and deinterleaves its signal and then immediately interleaves...
and modulates it for transmission without decoding. In this case, the order of the RS frame zones shown in Figure 15.4 would swap.

15.4 Optimization Framework and Procedures

15.4.1 Parameter Reconfiguration

The first stage of network life is the actual definition of the network, also known as the preplanning phase [17]. In this phase, different criteria are defined, including description of the expected traffic, services, network topology and deployment scenarios, as well as coverage, throughput, system capacity requirements, relay type, and usage model.

The preplanning phase is followed by a complete network planning and optimization process which consists of other three main phases: dimensioning, detailed network planning and optimization, and operation and maintenance. Each of the three network planning and optimization phases needs to perform a process shown in Figure 15.5. The concept of planning involves finding the quality of the network performance for a given configuration, whereas optimization refers to finding the configuration for which the network quality is optimal. There are several methods and algorithms in the existing literature to perform the latter task that will be described in Section 15.5.

In the network-dimensioning phase, the first manual network adjustment based on data collection from a digital map and propagation model tuning can be done.
Pilot power, coverage range, and an estimate of the number of stations are calculated based on CINR predictions.

The following detailed network planning and optimization phase focus of this work, normally uses a tool for capacity calculation to predict the network performance of each configuration tested for different parameters with high reconfiguration costs (e.g., site location number, tilt, or azimuth), which is the case evaluated in this work. The tool should support traffic, propagation, RRM models, and other parameters. The objective of this tool is to calculate key performance indicators (KPI) that can represent the quality of a certain LTE network configuration.

The final operation and maintenance stage may configure parameters that can be easily reconfigured for testing, such as BS/RS transmit power or scheduler algorithm. Pilot pollution studies can also be carried out at this stage. Finally, further detailed network planning and optimization phases can be performed again after this stage in the event of a network expansion, for example, when more RSs are needed, or a malfunctioning of the network appears due to a bad network definition and dimensioning.

The optimization algorithm tests different configurations for different parameters (e.g., BS location from a set of candidate sites, antenna tilt, or azimuth) that need to be discrete, and the resolution chosen will determine the size of the solution space. The algorithm stops when the cost function based on some costs and a series of penalty functions based on different KPIs \( G = \{ G_1, G_2, \ldots, G_H \} \) meet the needs of the service provider. Different criteria \( h \) can be considered in the cost function. For example, we propose infrastructure costs, user CINR \( (C_u) \), throughput \( (T_g) \), and RS reliability \( (C_r) \) in a four-objective minimization problem as in Equation 15.4.

\[
\text{min}\lambda \cdot F_{\text{costs}} + F_{\text{pen}}(C_u) + F_{\text{pen}}(T_g) + F_{\text{pen}}(C_r)
\] (15.4)

The first objective, \( F_{\text{costs}} \), represents the aggregate of the installation and annual maintenance fee for the stations and no special penalty function is applied. The integer variable \( s_i \) in Equation 15.5 indicates whether sector \( S_i \) is selected in the solution. The weighting factor \( \lambda \) gives more or less importance to this objective, compared to the rest of the criteria.

\[
F_{\text{costs}} = \sum_{i \in S} f_{\text{costs}}(S_i) \cdot s_i
\] (15.5)

Some other different criteria values are evaluated over all the users, with the use of penalty functions calibrated by the network designer. A binary variable \( d_{m, h} \) in \( 0, 1 \) indicates if user \( m \) is evaluated by the cost function related to criterion \( h \) that has a value of \( t_{m, h} \) (see Equation 15.6).

\[
F_{\text{pen}}(G_h) = \sum_{i \in S} \sum_{m \in M_i} f_{\text{pen}}(G_h)(t_{m, h}) \cdot d_{m, h}
\] (15.6)
A threshold-based function avoids the excessive influence of very good or very bad users. A maximal penalty is applied when the value of the criterion $t_{m,h}$ from user $m$ is smaller than a lower bound $T_{\text{min}}$ and no penalty exists when it is higher than a threshold $T_{\text{max}}$. In between these two values the function is linearly decreasing as Equation 15.7 and Figure 15.6 indicates.

$$f_{\text{pen}(G_h)}(t_{m,h}) = \begin{cases} 
0 & \text{if } T_{\text{max}} < t_{m,h} \\
\left(\frac{t_{m,h} - T_{\text{min}}}{T_{\text{max}} - T_{\text{min}}}\right) f_{m,h}^{(\text{max})} & \text{if } T_{\text{min}} < t_{m,h} \leq T_{\text{max}} \\
f_{m,h}^{(\text{max})} & \text{if } t_{m,h} \leq T_{\text{min}} \end{cases} \quad (15.7)$$

$F_{\text{pen}(C_u)}$ represents the wireless connection by penalizing the effective CINR perceived over all SBs of each user. Note that, different users can have the same “connectivity” by having similar average CINR over their set of SBs, but they may require different number of SBs and thus, different final throughput. Therefore, a separate indicator—$F_{\text{pen}(T_g)}$—is needed in the cost function, which ensures a certain throughput, and thus a quality of service (QoS) to the MSs with different services.

The RS reliability $F_{\text{pen}(C_r)}$ penalizes different degrees of network resiliency. A failure in the multihop communication is more likely to happen for weak relay links connections. Thus, CINR levels in these links can provide information to the service provider about RS reliability. Note that the performance in this criterion is penalized over the BS-RS link, and therefore over the subset of RSs. If we consider a set of active RSs attached to a sector $j$ as a subset of $S$ ($R_{ij} = \{1, \ldots, w, \ldots, W_j\}$), a binary variable $d_{i}^{w'}$ in $\{0, 1\}$ (Equation 15.8) indicates whether RS $w'$ is evaluated by the cost function related to criterion $b'$, which may represent a subset of criteria related to RS

![Figure 15.6](image-url)
resiliency \( (Cr \ni \{ Cr_1, Cr_2, \ldots, Cr_{H'} \}, Cr \subset G) \), for example, when the CINR values of the relay link are penalized differently in UL or DL.

\[
F_{\text{pen}}(Cr) = \sum_{b' \in Cr} F_{\text{pen}}(Cr_{b'}) = \sum_{i \in S} \sum_{w \in R_i} \sum_{b' \in Cr} f_{\text{pen}}(Cr_{b'})[\text{CINR}(dB)_{w,b'}] \cdot d_{w,b'}
\]

Different strategies can be set by the network designer by tuning the values \((\lambda, F_{\text{max}}, T_{\text{min}}, T_{\text{max}})\) in order to give more or less preference to different objectives in the cost function (Equation 15.4). An economic perspective to the problem is taken in Section 15.6, where we show an example of deployment analysis.

The processes described in the detailed planning and optimization phase are considered off-line, as the optimization loop does not include the real network. Network simulation is used instead, as it would be unfeasible to iteratively reconfigure some parameters that need physical changes. The last operation and maintenance phase can make use of on-line optimization by using real measurement data and optimize parameters that can be reconfigured by software, such as RRM or handover parameters. In this case, the cost functions described in Equations 15.4 and 15.6 can also be used. The difference is that the KPIs to be penalized in such functions would correspond to real network data instead of the simulation procedure, as is explained in Section 15.4.3. The objective of the operation and maintenance phase is to respond to changes in traffic, architecture, or network demands, and further self-healing and self-optimization procedures can be applied (see [7, 8] for more information).

**15.4.2 Frequency Planning**

There are several ways to perform frequency planning in this kind of networks. With the fixed subchannel allocation (FSA) procedure, the whole channel is divided in several segments, and each segment is assigned to each sector. This scheme simplifies the radio frequency planning design, as the operator only needs to assign segments to sectors. In the case of three sectors per site, this procedure mitigates inter-cell interference by reducing the probability of slots collision by a factor of 3. However, the sector capacity is also reduced by a factor of 3. This method is suitable for regular/hexagonal scenarios [19].

Dynamic frequency planning (DFP) in the form of subchannel planning has been recently been proposed for OFDMA in the existing literature (e.g., [19, 20]), where the use of a certain subset of subchannels are assigned to different sectors. Similarly, we propose a dynamic allocation of subchannels that can adapt to the environment conditions where loaded sectors may need to use more subchannels than neighbor sectors with low demand. In other words, DFP takes advantage of multiuser channel and traffic diversity to adjust the subchannel allocation. Basically, DFP can be divided into two categories: centralized DFP, where the subchannel
allocation decision is made by a central controller; and distributed DFP, where the subchannel allocation decision is made by users or BSs independently.

In the centralized option, the procedure can be performed in the detailed planning and optimization phase as an inner optimization loop, where an optimal assignment of subchannels may be offered for each configuration tested (see Section 15.4.3), or in the operation and maintenance stage. For example, the subchannel usage can be reconfigured to react against the emergence of new hotspots, different service demands during the day, a sports event, or different traffic during seasons. The distributed scheme is only suitable in the operation and maintenance phase of an already deployed network, where self-configuration techniques can be applied [7].

In the centralized DFP scheme, system inter-cell interference can be characterized by a restriction Matrix $W$ (see [9] and [19]), without the need of full simulation of RRM procedures. As a result, the optimization process becomes more efficient than the one described previously (Section 15.4.1). In this case, an optimization algorithm can also iteratively go through different possible solutions for subchannel assignments, aiming to minimize global interference, represented in the mentioned matrix. The difference with the optimization of other kind of parameters is that when different solutions of subchannel allocation are being tested by the algorithm, the best servers of MSs are not changing. Therefore, the interference relation between any two sectors is not changing for every solution tested. The MS service requirements and the MCS estimated from the channel quality indicator (CQI) can be taken into account to avoid full simulation. This is done in two stages, interference prediction and capacity demands, which are described as follows.

The interference prediction stage characterizes the inter-cell interference of the network, represented by the matrix $W$ of size $N \times N$, in which $w_{i,j}$ represents the inter-cell interference between sectors $S_i, S_j$.

Let us introduce the concept of interference event (IE). There is an interference event between two sectors, $S_i$ (server) and $S_j$ (neighbor) over user $m$ (IE$_{i,j,m} = 1$), if the power level of the carrier signal (from $S_i$ to a served user $m$) is smaller than the power level of a neighboring interfering signal (from $S_j$ to the same user) plus a given threshold. Cooperative communications between RS and the serving BS do not account for interference, as the MS must be able to identify and combine the different signals to obtain diversity gain.

The threshold Thres is a protection margin against interference, and it is set empirically by the operator according to its planning targets. A small value in this threshold involves a more conservative approach by assuming that neighbor users are more likely to interfere. However, reasonable variations in this term does not significantly affect the optimal subchannel allocation, as it affects the whole system modeling. We have set the value to 12 dB, which shows a good performance in an LTE system. The following pseudocode shows the procedure:
for($i = 1; i \leq N; i + +$) 
for($j = 1; j \leq N; j + +$) 
for($m = 1; m \leq M_{Si}; m + +$) 
  if($C_{m,i} < I_{m,j} + \text{Thres}(12 \text{ dB})$) then 
    { 
      if($m \in M_{Si} \& \& m \in M_{Sj}$) then //Cooperative communications continue 
        $IE_{i,j,m} = 1$ 
    } 

The system inter-cell interference is modeled by $W$, as Equation 15.9 indicates in terms of percentage of time that cells interfere with each other considering that the same subchannel is used, and taking into account the requested capacity by the MS $R_{cm}$, which depends on the service used. This gives a service-oriented perspective to the problem, as users with more throughput demands will generally need more resources. The fact that some users will need more resources than other due to the channel conditions is still not considered in this estimation, as $W$ models the interference statistically in a non-regular scenario. Note that the power level of the server, neighboring cells, and other information is reported using measurement reports within the LTE radio frame.

$$w_{i,j} = \frac{\sum_{m \in M_{Si}} IE_{i,j,m} \cdot R_{cm}}{\sum_{m \in M_{Si}} R_{cm}}$$ (15.9)

The optimal number of required subchannels $D_{i}$ per sector $S_{i}$, is approximated in the capacity demand stage. We propose a subchannel allocation taking into account the traffic demands in the access zones in both BS and RS. The reason is that relay links are expected to be more reliable due to an optimal position of the RSs during the design process, and MSs communications are more likely to be affected by changes in the traffic density or channel conditions.

Sectors may have different access zone lengths according the traffic requirements. Also, some sectors may not have associated RSs, and therefore MSs attached to this sector use the whole frame as an access zone and need fewer subchannels, $D_{i}$. This is represented in Figure 15.7 and should be taken into account in formulating the problem. Note that network time synchronization is necessary in OFDMA systems to minimize multiaccess interference, as well as for proper performance of handovers.

The number of requested slots $R_{lm}$ for each user $m$ of sector $S_{i}$ is calculated from the requested capacity $R_{Cm}$ (kbps) and slot efficiency $SE_{m}$ (kbps). The average symbol efficiency depends on the average modulation and coding selected by the users within the sector. It can be obtained from previous frames, or it can be derived from the following formula taking
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Figure 15.7  Example of frequency planning with access zone consideration.

into account network statistics:

\[ RL_m = \frac{RC_m}{SE_m} \]  \hspace{1cm} (15.10)

As Equation 15.11 indicates, \( SE_m \) depends on the number of subcarriers per SB \( \eta_s \) (12 in LTE), and the bearer efficiency \( \eta_B(CQI_m) \) in terms of bits/subcarrier. The bearer efficiency depends on the MCS assigned to the user, and it is selected according to the CQI feedback from previous iterations. \( T_{frame} \) is the frame duration.

\[ SE_m = \frac{\eta_s \cdot \eta_B(CQI_m)}{T_{frame}} \]  \hspace{1cm} (15.11)

The requested subchannels \( D_s \) per sector are calculated by dividing sum of all \( RL_m \) over all MSs within the sector \( S_s \)—which includes cooperative communications—and the number of symbols in the access zone per sub-channel \( \eta_{a_s} \):

\[ D_s = \frac{1}{\eta_{a_s}} \cdot \sum_{m \in M_s} RL_m \]  \hspace{1cm} (15.12)

The factor \( \eta_{c_{ij}} \) represents the portion of access zone that is being interfered by the neighbor sector (see Equation 15.13).

\[ \eta_{c_{ij}} = \min(\eta_{a_i}, \eta_{a_j}) \]  \hspace{1cm} (15.13)
Once the inputs have been obtained, the optimization routine can be defined as a mixed integer programming problem, where the objective is to find the optimal solution that minimizes the given cost function representing the overall network interference:

$$
\min \sum_{i \in S} \sum_{j \in S} \sum_{k \in Sh} w_{i,j} \cdot \frac{\eta_{i,j}}{D_i \cdot D_j} \cdot y_{i,j,k}
$$  \hspace{1cm} (15.14)

subject to:

$$
\sum_{k \in Sh} x_{i,k} = D_i \quad \forall i, k
$$  \hspace{1cm} (15.15)

$$
x_{i,k} + x_{j,k} - 1 \leq y_{i,j,k} \quad \forall i, j, k
$$  \hspace{1cm} (15.16)

$$
y_{i,j,k} \geq 0 \quad \forall i, j, k
$$  \hspace{1cm} (15.17)

$$
x_{i,k} \in \{0, 1\} \quad \forall i, k
$$  \hspace{1cm} (15.18)

where $x_{i,j}$ is a binary variable that indicates whether sector $S_i$ uses subchannel $k$ or not. Constraint (Equation 15.15) imposes that sector $S_i$ must use $D_i$ subchannels. Inequalities (Equations 15.16 and 15.18) force that if $S_i$ and $S_j$ use subchannel $k$, then $y_{i,j,k}$ is forced to equal 1, and $y_{i,j,k} = 0$ otherwise. Finally, the cost function is the sum of the interference between all pair of sectors $S_i$ and $S_j$, taking into account all the frequencies $k$.

Since the capacity of the sectors is not considered when the restriction matrix $W$ is built, the interference restrictions $w_{i,j}$ must be divided by the number of used subchannels $D_i$ and $D_j$ in both interfered sectors $S_i$, $S_j$, and thus, the bigger the number of subchannels per sector, the smaller the chance of interference.

### 15.4.3 System Level Simulation and Performance Evaluation Methods

As mentioned, the use of network simulation is needed in the detailed network planning and optimization phase. Monte Carlo simulation is often used in cellular network planning and optimization due to the high computational load that dynamic simulation would require in an iterative process that may need thousands of simulations. This kind of simulation is snapshot based and represents an instant of the network performance with fixed position of MSs. The simulator takes multiple Monte Carlo snapshots to statistically observe the network behavior.

The technology-specific integration of the optimization procedures with the simulation platform is shown in Figure 15.8 and described in this section. Within each Monte Carlo snapshot, the throughput is calculated iteratively until the performance of the system converges. Because the resources used by one user in one
sector may interfere with other users, the system converges when it is stable in the selection of MCS for communication and assignment of resources. In order to fulfill the service requirements of the user, the CQI helps to set the adequate MCS for communication according to the performance obtained in the previous iteration. Link level simulation results are imported in the form of lookup tables (LUT) for
throughput calculation, which should include effects of different wireless channels and effects like fading.

At each iteration of this process, the first automatic adjustment of the framework is done. A centralized DFP calculated by interference estimation is performed. The interference can be modeled with the restriction matrix described, which characterizes the possible interference between any two sectors. An optimization algorithm iteratively checks the estimated interference and goes through different possible solutions for subchannel assignments before the RRM process. As described in the previous section, the matrix is computed from the number of expected MSs in each sector as well as the MSs service requirements and the MCS estimated from the CQI.

In the outer loop, the optimization algorithm tests different configurations for different parameters that have high reconfiguration costs in a real network evaluation like site location and number, tilt, or azimuth. It stops when a cost function based on KPIs meets the needs of the service provider. With the use of an inner and outer optimization loop, the optimization procedure becomes an integrated two-step method, in which every tested configuration presents an optimal frequency planning.

The use of LUT is critical in network design in order to obtain an efficient network planning and optimization process. In the following, efficient capacity calculations that allow intensive system level simulations are introduced.

After the resource allocation is performed, CINR (and throughput) are calculated for each SB, r. A certain user, m, whose best server is Si, is interfered in DL by other stations (Sj), only if Si and Sj are using the same resource for transmission within a distance smaller than the system reuse distance. The final interference suffered by the user m will be the sum of all the interference rays coming from neighboring base stations (Sj). Equation 15.19 shows the case for DL communications.

\[
I_{m,r}^{DL} = \sum_{j \in S, j \neq i} (P_{j,r} \cdot G_j \cdot L_{j,m} \cdot G_m \cdot L_m) \cdot u_{j,r}
\]  

(15.19)

where m indicates the interfered user; i is the server base station; j are interfering stations; r is the studied resource; \( P_{j,r} \) is the power applied by \( S_j \) in \( r \); and \( L_{j,m} \) is the path loss between user \( m \) and station \( j \); \( G \) stands for antenna gain and \( L_{j} \) and \( L_{m} \) stand for feeding losses (a gain with a value smaller than 1). The integer variable \( u_{j,r} \) indicates whether cell \( j \) is using slot \( r \). Note that the power of all resources within a certain subchannel will be the same. Note that linear units must be used.

By using the interference model, the CINR of user \( m \), can be calculated as follows:

\[
CINR_{m,r} = \frac{C_{m,r}}{I_{m,r} + N_r}
\]  

(15.20)
where $C$ and $I$ are the power of the carrier and interference signals, respectively, and $N$ is the noise power of the resource studied. The carrier signal power can be estimated by using:

$$C_{m,r}^{DL} = P_{i,r} \cdot G_i \cdot L_i \cdot L_{i,m} \cdot G_m \cdot L_m$$  \hspace{1cm} (15.21)

The throughput of the sector is calculated, as shown in Equation 15.22, from the slot efficiency $S_e$ (see Equation 15.11), which depends on the bearer efficiency $\eta_{B(CQI)}$. Each bearer corresponds to a certain MCS (see Table 15.1). The bearer used for transmission is determined according to the CQI of the MS in a previous iteration, and it is represented by CINR measurements over the whole set of SBs on a user. Then, the LUT provides the block error rate (BLER) values, which is a function of the bearer $B$ used and the CINR level of the studied resource $r$ from the given set of available SBs. The $v_{m,r}$ represents the LTE matrixlike interference.

### Table 15.1 LTE Radio Access Bearers

<table>
<thead>
<tr>
<th>Radio Access Bearer index</th>
<th>Modulation</th>
<th>Coding</th>
<th>Bearer Efficiency $\eta_B$ (Bits/Symbol)</th>
<th>CINR Threshold (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>QPSK</td>
<td>0.0761719</td>
<td>0.1523</td>
<td>$-6.5$</td>
</tr>
<tr>
<td>2</td>
<td>QPSK</td>
<td>0.117188</td>
<td>0.2344</td>
<td>$-4$</td>
</tr>
<tr>
<td>3</td>
<td>QPSK</td>
<td>0.188477</td>
<td>0.377</td>
<td>$-2.6$</td>
</tr>
<tr>
<td>4</td>
<td>QPSK</td>
<td>0.300781</td>
<td>0.6016</td>
<td>$-1$</td>
</tr>
<tr>
<td>5</td>
<td>QPSK</td>
<td>0.438477</td>
<td>0.877</td>
<td>$1$</td>
</tr>
<tr>
<td>6</td>
<td>QPSK</td>
<td>0.587891</td>
<td>1.1758</td>
<td>$3$</td>
</tr>
<tr>
<td>7</td>
<td>16QAM</td>
<td>0.369141</td>
<td>1.4766</td>
<td>$6.6$</td>
</tr>
<tr>
<td>8</td>
<td>16QAM</td>
<td>0.478516</td>
<td>1.9141</td>
<td>$10$</td>
</tr>
<tr>
<td>9</td>
<td>16QAM</td>
<td>0.601563</td>
<td>2.4063</td>
<td>$11.4$</td>
</tr>
<tr>
<td>10</td>
<td>64QAM</td>
<td>0.455078</td>
<td>2.7305</td>
<td>$11.8$</td>
</tr>
<tr>
<td>11</td>
<td>64QAM</td>
<td>0.553711</td>
<td>3.3223</td>
<td>$13$</td>
</tr>
<tr>
<td>12</td>
<td>64QAM</td>
<td>0.650391</td>
<td>3.9023</td>
<td>$13.8$</td>
</tr>
<tr>
<td>13</td>
<td>64QAM</td>
<td>0.753906</td>
<td>4.5234</td>
<td>$15.6$</td>
</tr>
<tr>
<td>14</td>
<td>64QAM</td>
<td>0.852539</td>
<td>5.1152</td>
<td>$16.8$</td>
</tr>
<tr>
<td>15</td>
<td>64QAM</td>
<td>0.925781</td>
<td>5.5547</td>
<td>$17.6$</td>
</tr>
</tbody>
</table>
Table 15.2  System-Level Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed BSs</td>
<td>9</td>
</tr>
<tr>
<td>Candidate RSs</td>
<td>60</td>
</tr>
<tr>
<td>Channel bandwidth</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Density wide area users</td>
<td>50 user/km²</td>
</tr>
<tr>
<td>Density of hotspots users</td>
<td>70 user/km²</td>
</tr>
<tr>
<td>Wide area users service</td>
<td>VoIP</td>
</tr>
<tr>
<td>Minimum VoIP throughput</td>
<td>12.2 Kbps</td>
</tr>
<tr>
<td>Maximum VoIP throughput</td>
<td>12.2 kbps</td>
</tr>
<tr>
<td>Hotspots users service</td>
<td>Data and VoIP</td>
</tr>
<tr>
<td>Minimum data throughput</td>
<td>64 Kbps</td>
</tr>
<tr>
<td>Maximum data throughput</td>
<td>128 Kbps</td>
</tr>
<tr>
<td>BS TX power</td>
<td>43 dBm</td>
</tr>
<tr>
<td>BS antenna gain</td>
<td>18 dBi</td>
</tr>
<tr>
<td>BS antenna pattern</td>
<td>90°</td>
</tr>
<tr>
<td>BS antenna height</td>
<td>40 m</td>
</tr>
<tr>
<td>BS antenna tilt</td>
<td>3</td>
</tr>
<tr>
<td>BS noise figure</td>
<td>4 dB</td>
</tr>
<tr>
<td>BS cable loss</td>
<td>3 dB</td>
</tr>
<tr>
<td>RS TX power</td>
<td>30 dBm</td>
</tr>
<tr>
<td>RS antenna gain</td>
<td>18 dBi</td>
</tr>
<tr>
<td>RS antenna pattern</td>
<td>90°</td>
</tr>
<tr>
<td>RS antenna height</td>
<td>30 m</td>
</tr>
<tr>
<td>RS noise figure</td>
<td>4 dB</td>
</tr>
<tr>
<td>RS cable loss</td>
<td>3 dB</td>
</tr>
<tr>
<td>MS Tx power</td>
<td>23 dBm</td>
</tr>
<tr>
<td>MS antenna pattern</td>
<td>Omnidirectional</td>
</tr>
</tbody>
</table>

(Continued)
Table 15.2  System-Level Simulation Parameters (Continued)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS antenna height</td>
<td>1.5 m</td>
</tr>
<tr>
<td>MS noise figure</td>
<td>8 dB</td>
</tr>
<tr>
<td>MS cable loss</td>
<td>0 dB</td>
</tr>
<tr>
<td>Standard deviation of shadow fading</td>
<td>8 dB</td>
</tr>
<tr>
<td>Intrasite correlation of shadow fading</td>
<td>0.7</td>
</tr>
<tr>
<td>Intersite correlation of shadow fading</td>
<td>0.5</td>
</tr>
<tr>
<td>Snapshots</td>
<td>100</td>
</tr>
<tr>
<td>Path loss model</td>
<td>Ray launching</td>
</tr>
<tr>
<td>Scheduling algorithm</td>
<td>Round robin and best CINR</td>
</tr>
</tbody>
</table>

model by indicating if $M_{S_m}$ is using $S_{Br}$. Note that if sector $S_i$ is not active (i.e., it is not selected in the solution), $M_i = 0$ and, therefore, $T_i = 0$.

$$T_m = \sum_{r \in S_b} [S e_m \cdot (1 - BLER(B(CQI_{m}, CINR_{m,r}))) \cdot v_m, r] \quad (15.22)$$

In decode-and-forward multihop communications, the throughput is calculated separately in each link, as the signal is decoded and encoded again. The final value perceived by the user is determined by the weakest link. Therefore, in a two-hop communication, the final throughput is:

$$T_m = \min (T_m^{S-R}, T_m^{R-D}) \quad (15.23)$$

where $S - R$ represents the throughput in the source-relay link, and $R - D$ in the relay-destination link.

When cooperative communications are considered, the signal from other paths may contribute with some gain, which can be modeled according to the CINR values of the cooperative paths in additional LUTs. A common case is when a MS receives signal from both RS and BS. The LUT will relate the CINR of the BS-MS ($CINR_{m,r}^{S,D}$) link with a certain gain on the $CINR_{m,r}^{R,D}$ value.

In the following, an example of network design process has been performed over a rectangular area of the city of Munich (3.3 km × 2.3 km) using an LTE network. The scenario used is a nonregular network composed of 9 fixed and active BSs and 60 candidate RSs. In this area, an MS density of 50 MS/km² and two hot spots adding 20 MS/km², account for around 510 MSs per snapshot of the Monte Carlo routine. The rest of parameters are shown in Table 15.2.
Different configurations are searched by a simulated annealing algorithm in both the inner and outer optimization loop. The outer loop gets optimal values for antenna tilt and azimuth (in intervals of 10°), and RS position from a given set of candidate sites, with the optimal assignment of subchannels calculated in the inner loop. Figure 15.9 shows the pilot power and user status of a single snapshot in the solution found.

Hotspots and indoor coverage in the central area benefit from this configuration. However, there are a number of MSs with low CINR levels concentrated at the edge of the coverage areas, where they may have a poor channel quality. Note that the penalization is performed in different ranges and values and depends on the network designer criteria, as some objectives can be given more or less preference. Due to this
Table 15.3  Restriction Matrix and Demand Vectors

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>$D_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>38</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>0</td>
<td>40</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>60</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>42</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>27</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>80</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>0</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>70</td>
<td>0</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>62</td>
<td>6</td>
<td>0</td>
<td>31</td>
<td>0</td>
<td>23</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>0</td>
<td>6</td>
<td>18</td>
<td>0</td>
<td>41</td>
<td>35</td>
<td>29</td>
<td>21</td>
<td>41</td>
<td>6</td>
<td>0</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>0</td>
<td>29</td>
<td>29</td>
<td>57</td>
<td>0</td>
<td>29</td>
<td>29</td>
<td>35</td>
<td>0</td>
<td>43</td>
<td>0</td>
<td>29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>57</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>11</td>
<td>42</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>58</td>
<td>11</td>
<td>0</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>74</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>46</td>
<td>0</td>
<td>0</td>
<td>41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>14</td>
<td>0</td>
<td>58</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>0</td>
<td>26</td>
<td>42</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>11</td>
<td>67</td>
<td>0</td>
<td>39</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>46</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>17</td>
<td>0</td>
<td>76</td>
<td>62</td>
<td>29</td>
<td>44</td>
<td>0</td>
<td>32</td>
<td>46</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>77</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>41</td>
<td>0</td>
<td>86</td>
<td>0</td>
<td>0</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>33</td>
<td>33</td>
<td>83</td>
<td>0</td>
<td>33</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 15.3  Restriction Matrix and Demand Vectors

In fact, diverse situations can be created. This solution is an example of throughput enhancement and network reliability, as RSs are well covered. Other strategies with different degrees of fairness for users or risky configurations for the operators can be set by tuning the values ($f^{(\text{max})}_{m,h}$, $T^{(\text{min})}_{m,h}$, $T^{(\text{max})}_{m,h}$) in the penalty function.

The restriction matrix approximates the inter-cell interference between sectors of the network in terms of percentage of interfering users. An example can be seen in Table 15.3. This matrix characterizes the interference relationship between sectors, for example, the restriction is null when sectors are far away from each other. On the other hand, the interference is large between adjacent RS-BS, such as $S_{10}$ and $S_1$ or $S_{15}$ and $S_1$, as they reuse resources. Also, note that some relay sectors, such as $S_{15}$, $S_{14}$, and $S_{12}$, have the largest demand vector as they cover large areas or the hotspots.
We can also observe that the influence between two sectors is not reciprocal in most cases. The reason is that the number of MSs attached to several sectors is different. For example, $S_2$ is affected by 40% of the communications of $S_1$ but not the opposite, as $S_1$ demands are higher ($D_1 = 21$) than those for $S_2$ ($D_2 = 8$).

One snapshot of a solution obtained without the use of the inner optimization loop is shown in Figure 15.10. Instead, the frequency planning process has been performed after the optimization of tilt/azimuth and RS position. In this case, the throughput per user decreases specially in the MSs that are in the hotspots. The reason is that the tilt/azimuth and RS position set were calculated for a frequency reuse 1, and the subsequent automatic frequency planning has more difficulties to efficiently allocate more subchannels to sectors with large traffic demands due to the lower CINR levels with such antenna configuration.

Tilt/azimuth and RS position values have been set to avoid interference between sectors as much as possible. For example, compared to the optimal solution in

![Figure 15.10 Solution without inner optimization loop.](image)
Figure 15.11 Number of users at different reference CINR levels.

Figure 15.10, it can be observed that sectors avoid pointing each other. Also, in some cases, RS positions are not set optimally for the relay link. As a result, the network is less resilient. Because the final throughput perceived by many MSs is the result of the communication of two links, the total throughput in this system is lower. The system throughput in this case is 853 Mbps, whereas in the optimal solution is 1125 Mbps.

Figure 15.11 shows the distribution of users at different CINR levels. We can observe that the main difference with respect to the solution without the inner loop is the lower number of users that cannot get the minimum MCS for communication or have low CINR levels that only allow low MCSs. This is due to the inefficient interference management. These users will need large bursts to fulfill their service requirements and the radio frame will be filled faster, thus leaving other users with the same situation in an unsuccessful state. This effect is critical in the two hotspots where traffic is higher.

15.5 Optimization Techniques

The network planning and optimization problem is hard as it is very difficult to find a theoretical optimum in polynomial time [1,6]. Different methods can be applied to solve the optimization problem presented in the form of the mixed integer program, minimizing the cost function.
15.5.1 Metaheuristics

Metaheuristics are algorithms based on a search within the solution space. They seem to be a common approach in related works to solve the network planning and optimization problem, as they can provide close to optimal solutions in reasonable time [1, 6]. Metaheuristics do not guarantee the optimality of the solution, but they often perform very well in practice when the number of variables becomes large.

The process of algorithm parameter tuning is customized for different problems and is normally done empirically. The time that the algorithm is running and the algorithm configuration will determine the performance of the whole optimization framework.

15.5.2 Multiobjective Optimization

The weighting of the different objectives in the cost function (Equation 15.4) may result in a difficult task during the network planning and optimization process, especially when the relay configuration is considered where more decisions need to be made and the different objectives incur in different trade-offs. For example, a final design with low infrastructure costs may have worse performance than another with more active stations.

The optimization problem can be solved by using the solutions of the Pareto front [21], where the network provider must select a posteriori the most appropriate ones according to some policies. The Pareto optimal solutions are called non-dominated. Each of the obtained solutions will represent a certain optimal trade-off between the different factors in the cost function, as it is not possible to improve one of them without worsening the others. The objectives of the cost function should not be fully correlated in order to offer valuable information about the different solutions found. Figure 15.12 illustrates the solutions in an example of a two-objective minimization problem, where the stars represent the set of non-dominated Pareto optimal solutions of rank 1. The rank of a solution \( n \) is defined by \( R_{dn} = 1 + S_{dn} \), where \( S_{dn} \) is the number of solutions by which \( n \) is dominated in the set of feasible solutions. To obtain the solutions of Pareto rank \( R_{dn} \), the solutions of rank \( R_{dn} - 1 \) have to be removed.

The solutions are iteratively calculated by an optimization algorithm in three main stages:

- **Search Front Expansion:** The algorithm searches for neighbor solutions in the current search front. For example, a neighbor solution is obtained by removing/changing the position of one BS/RS or by changing the antenna azimuth/tilt.
- **Update of the Optimal Pareto Front:** The non-dominated solutions of the neighborhood are selected.
Selection of the New Search Front: This is done according to the optimization algorithm methodology.

Many algorithms can be adapted to the multicriteria optimization. In the following, a detailed description of the procedure for multiobjective TS is provided. The algorithm minimizes the previously defined criteria $F_{cost}$, $F_{pen(Cu)}$, $F_{pen(Tg)}$, and $F_{pen(Cr)}$ and try to improve the current search front $S_{fu,n}$ composed of $n$ solutions at every iteration $u$ by calculating the neighboring solutions. A neighboring solution is a non-Tabu change of the state of the network by adding, removing, or moving a RS/BS or changing any other parameter of the network configuration. The total neighboring set is the aggregate of the neighborhoods of the $n$ solutions of the search front, and it is stored in the short-term memory created by the algorithm. Similar to the standard algorithm, the Tabu list is maintained in long-term memory.

We sketch out this method in Figure 15.13. The optimal front $Of$ is updated at the end of each iteration $u$ by adding all the non-dominated solutions of the neighborhood of the search front. The previous solutions of the $Of$ that have become dominated with the new ones (rank $Rd_n > 1$) have to be removed. The new search front $S_{fu+1,n}$ is created randomly from previous solutions, thus introducing diversity in the search process [22]. In addition, the new solutions $n + 1$ created from solution $n$ are stored in the Tabu list, which is also updated at the end of each iteration $u$. 
The algorithm stops after a certain number of iterations defined by the user $u_{\text{max}}$, and the most representative solutions from the Pareto front are selected. This can be done manually by using graphical representation, or using some algorithms if the final set of non-dominated solutions is large, like the sharing function presented in [23]. The sharing function weights each solution with a proportional value to the density of its neighborhood in the Pareto front. Basically, the aim is to pick enough solutions to provide information about different trade-offs in the Pareto front. The maximum cost for each function should be taken into account by dismissing the solutions not fulfilling this requirement.
15.6 Planning Criteria for LTE—An Economic Perspective

A multicriteria and economic perspective can help the network provider to choose a suitable option for its strategies in complex optimization problems, such as the design of relay networks. An economic perspective can be given to the design activity as follows:

\[ \text{Profit} = \text{ProfitEst} - \text{CostAdj} \]  \hspace{1cm} (15.24)

In this model, some expected profits can be estimated during the network definition phase, and represented in ProfitEst in Equation 15.24. This factor includes ideal estimations for the profit in a business case, and it considers license acquisition costs, and installation and maintenance costs of the core network. The optimization process tries to minimize a cost adjustment factor, CostAdj, which includes access network costs \( F_{\text{costs}} \) and some penalty costs for the performance of a particular network configuration \( F_{\text{pen}(G_i)} \), (see Equation 15.25). These penalties balance the ideal estimations done in ProfitEst.

\[ \min \{ \text{CostAdj} \} = \min \left\{ F_{\text{costs}} + \sum_{G_i \in G} F_{\text{pen}(G_i)} \right\} \]  \hspace{1cm} (15.25)

Once the system has been dimensioned, the whole area under consideration can be divided into several regions \( J_z = \{1, \ldots, j, \ldots, J\} \), and each region \( j \) contains \( n_j \) candidate sites where BSs or RSs can be installed. A limited number of candidate sites are selected from a region to install a BS/RS. An installation cost is associated with each candidate site. With this simplified network scenario, the optimization procedure of the algorithm turns out to be more affordable. Significant solutions are not expected to be dismissed when using this method, as it sets an upper bound in the number of RSs/BSs installed and thus helps avoid testing solutions with high interference levels. The process of selecting the number and the appropriate areas corresponds to the first manual adjustment described in Section 15.4.1.

The problem now is to select candidate sites from each region to install RSs/BSs with a certain antenna configuration such that the traffic capacity and the number of covered MSs are maximized with the lowest installation cost and a resilient network. As we mentioned, the optimization procedure can be solved with the Pareto front method, which analyzes each objective separately and stops after a certain number of iterations [22].

The different criteria in the cost function can be grouped according to the main KPIs. Infrastructure costs, CINR \( (Cu) \), throughput \( (Tg) \), and RS resilience \( (Cr) \) are considered in Equation 15.26 in a four-objective minimization problem. Different subsets of criteria \( (Cu, Tg, Cr \subset G) \) related to the particular KPI nature will
determine different constraints to the problem, for example, different throughput in services or different channel profiles, which are shown in Equations 15.27, 15.28, 15.29, 15.30 and described below.

\[
\min \left\{ \sum_{i \in S} f_{\text{costs}}(S_i) \cdot s_i, \sum_{i \in S} \sum_{m \in M_i} \sum_{h' \in C_u} f_{\text{pen}}(C_u, h') [CINR(dB)_{m, h'}] \cdot d_{m, h'}, \right. \\
\left. \sum_{i \in S} \sum_{m \in M_i} \sum_{h' \in C_g} f_{\text{pen}}(T_g, h') [T(kbps)_{m, h'}] \cdot d_{m, h'}, \sum_{i \in S} \sum_{w \in R_i} \sum_{h'' \in C_r} f_{\text{pen}}(C_r, h'')[CINR(dB)_{w, h''}] \cdot d_{w, h''} \right\} 
\]

subject to:

\[
\sum_{i \in S} s_i \leq J \cdot Sec_{\text{max}} \quad (15.27)
\]

\[
1 < \sum_{h' \in C_u} d_{m, h'} \leq 2 \quad \forall m \quad (15.28)
\]

\[
1 < \sum_{h'' \in C_g} d_{m, h''} \leq 2 \cdot Sec_{\text{max}} \quad \forall m \quad (15.29)
\]

\[
\sum_{h'' \in C_r} d_{w, h''} \leq 2 \quad \forall w \quad (15.30)
\]

1. \(f_{\text{costs}}\) represents the aggregate of CapEx (capital expenditure) and OpEx (operational expenditure) in an LTE access network. This method represents a financial model over suitable return periods. The calculation of the infrastructure parameters of sites and sectors \(f_{\text{costs}}(S_i)\) is made from a set of economical parameters \(P_c = \{ P_1, \ldots, P_p, \ldots, P_P \}\) over a \(A\) return period from a business plan \((A \in An, An = \{1, \ldots, a, \ldots, A\})\). This is shown in Equation 15.31.

\[
f_{\text{costs}}(S_i) = \sum_{p \in P_i} \sum_{a \in An} B_{c, a, p, i} \quad (15.31)
\]

where \(B_{c}\) indicates the value of the infrastructure economic parameter \(P_p\) at year \(a\). Note that different sectors may use the same site.

One example for 5 year period is shown in Table 15.4. This economic study has been done for a typical RS/BS costs found in [6,24]. Other examples
Table 15.4  Example of Economic Parameters for Network Infrastructure Over a 5-Year Return Period

<table>
<thead>
<tr>
<th></th>
<th>Year</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base site</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CapEx (k€)</td>
<td>Installation</td>
<td>10</td>
<td>8.8</td>
<td>7.7</td>
<td>6.8</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Establishment</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>CapEx (k€)</td>
<td>Maintenance</td>
<td>1.5</td>
<td>1.33</td>
<td>1.18</td>
<td>1.06</td>
<td>0.95</td>
</tr>
<tr>
<td><strong>Sector</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CapEx (k€)</td>
<td>Installation</td>
<td>5</td>
<td>4.35</td>
<td>3.78</td>
<td>3.29</td>
<td>2.87</td>
</tr>
<tr>
<td></td>
<td>Establishment</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>CapEx (k€)</td>
<td>Maintenance</td>
<td>0.25</td>
<td>0.22</td>
<td>0.19</td>
<td>0.17</td>
<td>0.14</td>
</tr>
<tr>
<td>OpEx (k€)</td>
<td>Rental</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
</tr>
</tbody>
</table>

can be found in [25, 26]. The cost associated to RSs/BSs located in dense populated areas where more traffic is expected may be higher due to a more expensive renting fee or higher capacity equipment.

Constraint (Equation 15.27) indicates that a only limited number of candidate sectors (Sec_{max}) may be selected from a region to install BSs/RSs.

2. \( f_{\text{pen}}(C_{\mu_{\text{h}}}) \) represents the wireless connection by penalizing the effective CINR perceived by the MSs over all SBs. The thresholds \( T_{m,h}^{(\text{min})} \) and \( T_{m,h}^{(\text{max})} \) can be set to the CINR thresholds for the minimum and maximum MCS in the LUTs (Table 15.1). The assumptions about the expected users made by the network provider in the network definition, such as the user profile and speed, influence the final network design. Different MSs profiles may require different costs for the system due to the different channel conditions. Therefore, the network designer may penalize each of them differently (note that different LUTs will apply with different thresholds). As a result, a subset of criteria related to user CINR levels may apply for different situations \( (Cu = \{ Cu_1, Cu_2, \ldots, Cu_{17}\}, Cu \subset G) \). Table 15.5 shows the \( T_{m,h}^{(\text{min})} \) and \( T_{m,h}^{(\text{max})} \) thresholds for three different user profiles.

Because, in a Monte Carlo simulation, each user will be in UL or DL (or both) and in certain channel conditions at each snapshot, constraint (Equation 15.28) indicates that a maximum of two penalty functions are applied per user. The maximum penalty \( f_{m,h}^{(\text{max})} \) can be set in economic terms related to users. For example, in a user with low CINR, a penalty related to the user connection tariff and annual subscription may be applied (Table 15.6).

In general, the value for the maximum penalty can be calculated as the aggregate of a subset of economic parameters for one user related to a certain
Table 15.5  CINR Thresholds

<table>
<thead>
<tr>
<th>Modulation</th>
<th>CINR (dB) Fixed user (Cu₁)</th>
<th>CINR (dB) Pedestrian user (Cu₂)</th>
<th>CINR (dB) 50 km/h user (Cu₃)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QPSK1/2 [Tₘ₉₉(min)]</td>
<td>-6.5</td>
<td>-4.3</td>
<td>-1.7</td>
</tr>
<tr>
<td>64QAM11/12 [Tₘ₉₉(max)]</td>
<td>17.6</td>
<td>19.3</td>
<td>22.6</td>
</tr>
</tbody>
</table>

performance indicator $G_b (N \subseteq N, N = \{N_1, \ldots, N_u, \ldots, N_U\})$ over an $A$ return period (see Equation 15.32). With the appropriate selection of the elements of subset $N'$, the network provider will be able to give more importance to certain performance indicators.

$$f_{m,h}^{(max)} = \sum_{u \in N'} \sum_{a \in An} M_{c, u, m}$$ (15.32)

where $M_c$ indicates the value of the user economic parameter $N_a$ at year $a$.

3. $f_{pen(T_g)}$ is the penalty function for the MSs throughput. $T_{m,h}^{(min)}$ and $T_{m,h}^{(max)}$ can be set to the maximum and minimum throughput request for each service. The use of this factor in the cost function provides a flexible and service-oriented network design, in which different business plans, based on certain services for some areas, can be applied. A subset of criteria related to the user throughput levels may apply for different services and situations (DL or UL) ($T_g = \{T_{g1}, T_{g2}, \ldots, T_{g1f}\}, T_g \subseteq G$). Table 15.7 shows the $T_{m,h}^{(min)}$ and $T_{m,h}^{(max)}$ thresholds for four different services. Constraint (Equation 15.29) indicates that the MS will use at least one service DL or UL, and a maximum of services, $Ser_{max}$ (four in this case) in both UL and DL, which can be penalized in different ways.

The maximum penalty can be set to user economic parameters (e.g., a bad QoS will be reflected in losses in the Mb allowance and other charges.

Table 15.6  Economic Parameters for the Users Over a 5 Year Return Period

<table>
<thead>
<tr>
<th>Year</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual subscription (€)</td>
<td>500</td>
<td>440</td>
<td>387</td>
<td>340</td>
<td>299</td>
</tr>
<tr>
<td>Connection tariff (€)</td>
<td>50</td>
<td>45</td>
<td>41</td>
<td>37</td>
<td>33</td>
</tr>
<tr>
<td>Mb allowance (€)</td>
<td>600</td>
<td>528</td>
<td>465</td>
<td>409</td>
<td>360</td>
</tr>
<tr>
<td>Other charges (€)</td>
<td>62</td>
<td>56</td>
<td>50</td>
<td>45</td>
<td>41</td>
</tr>
</tbody>
</table>
related to services (see Table 15.6). Therefore, \( f_{\text{pen}}(C_{\text{cr}}) \) is also calculated as in Equation 15.32, and represents an estimation of the losses that the lack of certain QoS in a user mean for the total financial model. Besides the values presented in Table 15.6, the network designer may also penalize each service differently.

4. \( f_{\text{pen}}(C_{\text{cr}}) \) penalizes different degrees of network resiliency. In the event of having a failure in an RS, other RSs may cover the new empty area by extending the coverage of an alternative station. In addition, the RSs previously attached to the faulty station need to reconnect to a new one. These procedures incur in reconfiguration costs that are considered in this objective, and an example is shown in Table 15.8.

During network planning, some failure events can be simulated for each configuration. A failure in the multihop communication is more likely to happen for weak relay links connections. Note in Equation 15.26 that the performance in this criterion is penalized over the BS-RS link, and therefore over the subset of RSs (as described in Section 15.4.1). Similarly to the \( C_{\text{hu}} \) criterion (Table 15.5), and in the case that only BS configuration is being optimized, different RS profiles can be penalized differently for every channel, according to the LUT's provided, adjusting \( T_{\text{m,h}}^{(\text{min})} \) and \( T_{\text{m,h}}^{(\text{max})} \) to the CINR values to for the minimum and maximum MCS. Constraint (Equation 15.30) indicates that different penalties can be applied in both UL and DL.

Table 15.7  Example of LTE Service Requirements Thresholds (kbps)

<table>
<thead>
<tr>
<th>Name</th>
<th>Maximum DL throughput ( T_{\text{m,h}}^{(\text{max})} )</th>
<th>Maximum UL throughput demand ( T_{\text{m,h}}^{(\text{max})} )</th>
<th>Minimum DL throughput demand ( T_{\text{m,h}}^{(\text{min})} )</th>
<th>Minimum UL throughput demand ( T_{\text{m,h}}^{(\text{min})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FTP download ( (T_g) )</td>
<td>1000</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Video ( (T_g) )</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>VoIP ( (T_g) )</td>
<td>12.2</td>
<td>12.2</td>
<td>12.2</td>
<td>12.2</td>
</tr>
<tr>
<td>Web browsing ( (T_g) )</td>
<td>128</td>
<td>64</td>
<td>64</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 15.8  Example of Economic Parameters for RS Reconfiguration

<table>
<thead>
<tr>
<th>Year</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS OpEx (k€)</td>
<td>Reconfiguration</td>
<td>0.25</td>
<td>0.22</td>
<td>0.19</td>
<td>0.17</td>
</tr>
</tbody>
</table>
In the following paragraphs, an example of multicriteria network design process has been performed over a rectangular area of the city of Munich in a relay network expansion scenario to contain 60 candidate RSs, and a previous BS infrastructure, which is kept fixed.

Different configurations are searched by a Tabu search algorithm in the inner and outer optimization loop. In the outer loop, a multiobjective version of the algorithm gets optimal values for RS position and number, antenna tilt and azimuth—in intervals of $10^\circ$—by using the method of the Pareto front. The Tabu list size is chosen empirically during the initial tuning. Economic parameters have been set to the ones presented in this section. The exception are the sites/sectors CapEx and OpEx, which may vary with the area (e.g., establishment fee or maintenance). Table 15.9 shows a final set of five representative solutions selected for the four-objective scenario shown in Figure 15.14.

In solution 1, the lower number of RSs results in low infrastructure costs and also provide low throughput penalties. Hotspots and indoor coverage in the central area benefit from this configuration. On the other hand, there are a number of MSs with low CINR levels concentrated at the edge of the coverage areas where they may have a poor channel and high interference. This solution can be a suitable option for service providers that plan a future expansion of the network according to real user demands.

In solution 2, some new users can gain connection to the network because of the addition of more RSs, and therefore some penalty values related to connection tariff or annual subscription are reduced. On the other hand, the throughput per user decreases, especially in the MSs that are in the two hotspots. Users that require services that are bandwidth consuming are penalized more and thus, this option would be suitable for network providers that prefer to ensure connectivity to as many users as possible in a wide area than providing services with high bit rates.

Solution 1 represents a throughput enhancement strategy, and also a reliable network, whereas solution 2 characterizes a coverage extension strategy. Other solutions

<table>
<thead>
<tr>
<th>Solution</th>
<th>Relay Sectors</th>
<th>$F_{\text{costs}}$ ($100k(\text{€})$)</th>
<th>$F_{\text{pen(Ca)}}$ ($100k(\text{€})$)</th>
<th>$F_{\text{pen(Tg)}}$ ($100k(\text{€})$)</th>
<th>$F_{\text{pen(Cr)}}$ ($100k(\text{€})$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>4.25</td>
<td>2.53</td>
<td>1.21</td>
<td>2.02</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>4.83</td>
<td>1.25</td>
<td>2.63</td>
<td>2.68</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>3.33</td>
<td>2.38</td>
<td>1.82</td>
<td>3.16</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2.63</td>
<td>3.74</td>
<td>3.81</td>
<td>4.21</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>4.93</td>
<td>2.36</td>
<td>1.45</td>
<td>1.82</td>
</tr>
</tbody>
</table>
Figure 15.14 Two solutions from the Pareto front.

in Table 15.9 represent other trade-offs. For example solutions 3 and 4 can reduce infrastructure costs at the expense of more penalties in “connection” values or even more degraded performance in solution 4. Also, both solutions offer bad RS reliability values. Solution 5 shows the best network performance but with the highest infrastructure costs.

15.7 Conclusion and Open Issues

To achieve optimally performing and cost-efficient networks, the design of the problem should be simplified and translated into an optimization routine that considers technology-specific and economic factors. This chapter explained the impact of relays on the LTE network architecture and presented a service-oriented optimization framework that offers the service provider a comprehensive, detailed, and clear description of different scenarios during the network architecture design process so that the most suitable solution can be found.

Relay networks involve a more complicated air interface than other kind of cellular networks and need to be rigorously analyzed during the process of network design to achieve outstanding performance. Frequency planning and base station configuration are integrated in a framework that provides a wide perspective to the network designer.

The results of the LTE scenario analyzed in this chapter highlight the complexity of the design process, as the operator needs to estimate a number of parameters, but also shows the benefits of the described optimization framework, which can provide
valuable help to the service provider even in medium-sized scenarios. The accuracy of the results relies on a network simulation tool and a previous economic study of several factors. Nevertheless, a multiobjective perspective can provide a good assistance when choosing a solution in any case by showing the trends of different configurations.

There are a few challenges in LTE network planning and optimization, in particular in multihop relaying networks, that need further investigation. Some work on extending the formulation shown to fully avoid the use of system level simulations—using the restriction matrix—would greatly speed up the whole process. This can possibly lead to solutions of better quality and analysis of larger and more complex scenarios.

In addition, little work has been done on LTE self-optimization procedures, which may be used in an on-line optimization stage once the network has been deployed. In this case, relay stations may need to change their power, frequency settings, and other RRM parameters in a dynamic manner, with the only information of their immediate neighborhood. This is of big importance in nomadic relay stations.

Note that the examples in this chapter focused on the two-hop case, as this may be the most common case of this kind of network. However, the formulation shown also applies to the multihop case, and the consideration of routing algorithms through the design of several hops together with other parameters may improve final design.
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16.1 Introduction

The Third Generation Partnership Project (3GPP) has launched the study item evolved UMTS terrestrial radio access (UTRA) and UMTS terrestrial radio access network (UTRAN), which studies the means to achieve further substantial leaps in terms of service provisioning and cost reduction. The overall target of the long-term evolution (LTE) of 3G was to arrive at an evolved radio access technology that can
provide service performance on parity with current fixed-line access. As it is generally assumed that there will be a convergence toward the use of Internet protocol (IP)-based protocols (i.e., all services in the future will be carried on top of IP), the focus of this evolution was on enhancements for packet-based services. 3GPP concluded the Release 8 of the evolved 3G radio access technology in 2008, with subsequent initial deployment in the 2009–2010 time frame. At this point, it is important to emphasize that this evolved RAN is an evolution of the current 3G networks, building on already made investments. The 3GPP community has been working on LTE, and various contributions were made to implement evolved MBMS in LTE [1].

Orthogonal frequency division multiplexing/orthogonal frequency division multiple access OFDM/OFDMA [2–4], used in the physical layer (downlink connection) of LTE is an attractive choice to meet requirements for high data rates, with correspondingly large transmission bandwidths and flexible spectrum allocation. OFDM also allows for a smooth migration from earlier radio access technologies and is known for achieving high performance in frequency-selective channels. Furthermore, it enables frequency domain adaptation, provides benefits in broadcast scenarios, and is well suited for multiple-input multiple-output (MIMO) processing.

The possibility to operate in vastly different spectrum allocations is essential. Different bandwidths are realized by varying the number of subcarriers used for transmission, whereas the subcarrier spacing remains unchanged. In this way, operation in spectrum allocations of 1.4, 3, 5, 10, 15, and 20 MHz, respectively, can be supported.

For MBMS support within a certain cell coverage area for a given coverage target, the modulation and coding scheme (MCS) of the MBMS transport channel typically has to be designed under worst-case assumptions. Except for cell-edge users that typically experience large inter-cell interference, users with better channel conditions (closer to the base station) could receive the same service with a better quality (e.g., video resolution), as their receiving signal-to-noise ratios (SNR) would allow usage of a higher-rate MCS. Hierarchical modulations [5–8], which have been specified for broadcast systems like digital video broadcast terrestrial (DVB-T) or MediaFLO, is one way of accounting for unequal receiving conditions. Here, a signal constellation like 16-QAM, with each symbol being represented by four bits, is interpreted in a sense that the first two bits belong to an underlying QPSK alphabet. This enables the use of two independent data streams with different sensitivity requirements. In the foregoing example, the so-called high-priority stream employs QPSK modulation and is designed to cover the whole service area. The low-priority stream requires the constellation to be demodulated as 16-QAM and provides an additional or refined service via the two additional bits. This may transport an additional MBMS channel with a different type of service, or an enhancement stream that, for example, leads to enhancing the resolution of the base stream. A design parameter that determines the constellation layout allows the control of the amount of distortion that the enhancements symbols add to the baseline constellation and can be used to control the ratio of coverage areas or service data rates. Theoretical evaluation of these types of modulations, where it is explicitly shown the dependence of the individual bit
streams performance on the constellation design parameter, has been previously presented in [9, 10].

Specifically for broadcast and multicast transmissions in a mobile cellular network, depending on the communication link conditions, some receivers will have better SNR than others, and thus the capacity of the communication link for these users is higher. Hierarchical constellations and MIMO (spatial multiplexing [11, 12]) are methods able to offer multiresolution and take advantage of the different link capacities. In [13–15] these two forms of multiresolution methods (considering the WCDMA technology) have been evaluated. In OFDMA-based networks, the transmission of different fractions of the total set of subcarriers (chunks) depending on the position of the mobiles is another way to offer multiresolution. All of these methods are able to provide unequal bit error protection. In any case, there are two or more classes of bits with different error protection levels to which different streams of information can be mapped. Regardless of channel conditions, a given user always attempts to demodulate both types of bits—the most protected and the ones carrying additional resolution. Depending on its position inside the cell, more or less blocks with additional resolution will be correctly received by the mobile user. However, the basic quality will be always correctly received independently of the position of any user within the 95% coverage target.

For increased distance between terminals and base station, decreased bit rates are correctly received due to the decrease of SNR. Adaptive modulation and coding (AMC) is a technique that maximizes the total throughput for unicast transmissions. The decrease of SNR with distance is common to unicast or broadcast/multicast transmissions. However, for broadcast/multicast the same video content is transmitted, and AMC is not possible without personal uplink feedback. With the introduction of multiresolution techniques, maximization of the total throughput is the goal to achieve. There will be support for MBMS right from the first version of LTE specifications. However, specifications for E-MBMS are in the early stages. Two important scenarios have been identified for E-MBMS: one is single-cell broadcast, and the second is MBMS single-frequency network (MBSFN). MBSFN is a new feature that is being introduced in the LTE specification. MBSFN is envisaged for delivering services such as mobile TV using the LTE infrastructure and is expected to be a competitor to DVB-H-based TV broadcast. In MBSFN, the transmission happens from a time-synchronized set of enhanced-nodeBs (eNBs) using the same resource block. This enables over-the-air combining, thus improving the signal-to-interference plus noise ratio (SINR) significantly compared to non-SFN operation. The cyclic prefix (CP) used for MBSFN is slightly longer, and this enables the UE to combine transmissions from different eNBs, thus somewhat negating some of the advantages of SFN operation. There will be six symbols in a slot of 0.5 ms for MBSFN operation versus seven symbols in a slot of 0.5 ms for non-SFN operation.

System-level simulations for broadcast/multicast with multiresolution and different fractional frequency reuse for LTE are necessary to evaluate achievable capacity...
and intersite gains compared to single-resolution systems, WCDMA based. Taking the 95% coverage as reference the evaluation of the achievable capacity gain (number of transmitted mobile TV channels for WCDMA and LTE) is done [16]. The intersite distance gain is also evaluated, allowing for a substantial reduction in the number of cell sites when LTE replaces WCDMA. The scenario based on the use of single-frequency network (SFN), with the multimedia broadcast over SFN (MBSFN) channel, is also evaluated for 16-QAM/64-QAM hierarchical modulations and compared with the present MBMS network based on WCDMA.

16.2 Objectives and Requirements

The multimedia broadcast and multicast service (MBMS), introduced by 3GPP in Release 6 was intended to use network/radio resources efficiently (by transmitting data over a common radio channel), both in the core network and, most importantly, in the air interface of UTRAN, where the bottleneck is placed to a large group of users. MBMS included point-to-point (PtP) and point-to-multipoint (PtM) modes. The former allowed individual retransmissions but the latter did not. MBMS is targeting high (variable) bit rate services over a common channel. One of the most important properties of MBMS is resource sharing among many user equipments (UEs), meaning that many users should be able to listen to the same MBMS channel at the same time. Thus, power should be allocated to this MBMS channel for arbitrary UEs in the cell to receive MBMS service. PtM transmission does not employ feedback and therefore needs to be statically configured to provide desired coverage in the cell. The transmitted signal is lowest at the cell border, and therefore the PtM bearer can greatly benefit from exploiting also the signals from adjacent cells transmitting the same service (i.e., from soft combining). While in the 3GPP LTE specification, two types of evolved-MBMS transmission scenarios exist:

- Multicell transmission (MBSFN over an SFN) on a dedicated frequency layer or on a shared frequency layer
- Single-cell transmission (SC-PMP: Single cell point to multipoint) on a shared frequency layer

In 3GPP Release 6, the only specified transmission scenario for the MBMS transmission is SC-PMP. However, soft-diversity combining is possible as long as the delay between different base station transmissions of the same content allows macrodiversity. Multicell transmission in an SFN area is a way to improve the spectral efficiency. Because all MBMS cells transmit the same MBMS session data, signals can be combined for a UE located at a cell boundary. Furthermore, the multicell transmission may be provided over a cell group that comprises cells that transmit the same service. In contrast, single-cell transmission covers only one cell or one eNode B. In addition, the concept of a dynamic MBSFN area is introduced where the MBMS transmission
is switched off in some cells of the MBSFN area when a certain MBMS is not needed there. In some cases, the released resource can be reused for other MBMS or unicast services. The decision to turn off the MBSFN transmission in a cell is based on two factors:

- **Local existence**, which refers to the number of UEs that are both interested in the current MBMS and located in this cell.
- **Contribution for neighboring cells**, which refers to the number of UEs that are both interested in the current MBMS and located in neighboring cells having the same MBSFN transmission. The cells of an MBSFN area contribute to the MBSFN transmission only if there are UEs that are interested in the particular service in this MBSFN area.

The introduction of hierarchical modulation in a broadcast cellular service like E-MBMS requires a scalable video codec as shown in Figure 16.1 [13, 14], where the base layer transmission provides the minimum quality, and one or more enhancement layers offer improved quality at increasing bit/frame rates and resolutions. Besides being a potential solution for content adaptation, scalable video schemes may also allow an efficient usage of radio resources in evolved MBMS (E-MBMS).

![Figure 16.1 Scalable video transmission.](image)
According to Release 6 of 3GPP, the single-resolution scheme corresponds to the transmission of QPSK with more than 95% coverage. The assignment of the fraction of the total transmission power reserved for MBMS has implications in the coverage and average throughput of the multiresolution based on the hierarchical 16-QAM scheme. The multicell interference distribution has also strong impact in the coverage and throughput. An interesting design parameter is the channel bit rate (and its coding rate) associated to the multiresolution scheme. An optimization of this parameter has also strong impact in achievable coverage and average throughputs.

Regardless of the channel conditions and user location, a given user always attempts to demodulate both the base layer and the enhancement layer carrying additional resolution. For good multiresolution design, the basic information will be always correctly received independently of the position of any user within the 95% coverage target. However, depending on its position inside the cell, more or fewer blocks with additional resolution will be correctly received by the mobile user.

The objective of this chapter is to design multiresolution schemes in the two different scenarios—MBSFN and SC-PMP with inter-cell interference without and with macrodiversity support—and to measure the corresponding multiresolution gain of total throughput compared to the reference total throughput of the single resolution scheme based on the QPSK transmission.

### 16.3 Evaluation Methodology and Simulation Assumptions

Typically, radio network simulations can be classified as either link level (radio link between the base station and the user terminal) or system level (several base stations with large number of mobile users). A single approach would be preferable, but the complexity of such a simulator (including everything from transmitted waveforms to multicell network) is far too high for the required simulation resolutions and simulation time. Therefore, separate but interconnected link and system level approaches are needed.

The link level simulator is needed for the system simulator to build a receiver model that can predict the receiver block error rate/bit error rate (BLER/BER) performance, taking into account channel estimation, interleaving, modulation, receiver structure, and decoding. The system level simulator is needed to model a system with a large number of mobiles and base stations and also to evaluate algorithms operating in such a system.

As the simulation is divided in two parts, an approach for linking the two simulators must be defined. Conventionally, the information obtained from the link level simulator is inserted into the system level simulator through the utilization of a specific performance parameter (BLER) corresponding to a specific SNR...
estimated in the terminal or base station. Figure 16.2 shows the interaction between the simulators.

### 16.3.1 Link-Level Simulator Design

The link level simulator (LLS) was developed in Matlab and took into account the specifications of 3GPP MBMS Release 7 [17] regarding the signal processing of transport and physical channels. It satisfied two essential requirements:

- Serve as reference for all the link level simulations with multiresolution and parameters estimation
- Serve as a platform to the different multiresolution improvements tested and quantified

A typical time interval of each link level simulation is 0.5 s (as shown in Table 16.1). The entire OFDMA signal processing at the transmitter was included in the LLS as well as in several different receiver structures. To achieve reliable channel estimation and data detection, a receiver capable of jointly performing these tasks through iterative processing is used. The structure of the iterative receiver is shown in Figure 16.3 (see also [18]). Clearly, the receiver structure for additive white Gaussian noise (AWGN) channel is less complex (only a few turbo-decoder iterations, and no channel estimation or channel equalization is required).

Multipath Rayleigh fading channels were considered in the simulator, as it comprises a more realistic scenario for evaluating hierarchical high-order QAM modulations due to their sensitivity to the channel parameters estimation. As indicated, the receiver structure is nonlinear, iterative, and includes channel parameters estimation for the analyzed multipath Rayleigh fading channels [19].

**Figure 16.2** Interaction between link level simulator and system level simulator.
Table 16.1  Link and System Level Simulation Parameters for an Urban Macrocellular Scenario

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission bandwidth</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Cyclic prefix size</td>
<td>72</td>
</tr>
<tr>
<td>FFT Size</td>
<td>1024</td>
</tr>
<tr>
<td>Carriers space (kHz)</td>
<td>15</td>
</tr>
<tr>
<td>Available bandwidth</td>
<td>9 MHz</td>
</tr>
<tr>
<td>Sample time (ns)</td>
<td>130</td>
</tr>
<tr>
<td>Max Tx power (dBm)/sector</td>
<td>46</td>
</tr>
<tr>
<td>Number of used subcarriers/sector</td>
<td>200</td>
</tr>
<tr>
<td>Number of used subcarriers/cell</td>
<td>600</td>
</tr>
<tr>
<td>Freq. reuse</td>
<td>1/3</td>
</tr>
<tr>
<td>Subframe duration (ms)</td>
<td>0.5</td>
</tr>
<tr>
<td>Interfering cells transmit with % of max power</td>
<td>90</td>
</tr>
<tr>
<td>Cellular layout</td>
<td>Hexagonal</td>
</tr>
<tr>
<td>Sectors</td>
<td>three sectors/cell</td>
</tr>
<tr>
<td>Number of cell sites</td>
<td>19</td>
</tr>
<tr>
<td>Antenna gain of the base station</td>
<td>17.5 dBi</td>
</tr>
<tr>
<td>Width of beam of the antenna at −3 dB</td>
<td>70 degrees</td>
</tr>
<tr>
<td>Front/back ratio of the antenna</td>
<td>20 dB</td>
</tr>
<tr>
<td>Antenna pattern radiation of the base station</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Propagation model</td>
<td>Okumura-Hata</td>
</tr>
<tr>
<td>Downlink thermal noise</td>
<td>−100 dBm</td>
</tr>
<tr>
<td>Cable loss</td>
<td>3 dB</td>
</tr>
<tr>
<td>Fadeout standard deviation due to shadowing</td>
<td>10 dB</td>
</tr>
</tbody>
</table>
16.3.2 Radio Access Network System Level Simulator

For the purpose of validating the work presented in this section, a system level simulator was developed in Java, using a discrete event-based philosophy, which captures the dynamic behavior of the RAN system. This dynamic behavior includes the user (e.g., mobility and variable traffic demands), radio interface, and RAN with some level of abstraction. The system level simulator (SLS) works at a subframe duration rate; a typical time interval of each simulation is 600 s. Table 16.1 shows the simulation parameters. It presents the parameters used in the link and system level simulations based on 3GPP documents [20–23].

The channel model used in the system level simulator considers three types of losses:

- Distance loss
- Shadowing loss
- Multipath fading loss (one value per 0.5 ms)

Model parameters depend on the environment. For distance loss, the Okumura-Hata model from the COST 231 project was used (see [24]). Shadowing is due to the existence of large obstacles like buildings and the movement of UEs in and out of the shadows. This is modeled through a process with a log-normal distribution and a correlation distance. The multipath fading employed in the system level simulator corresponds to the 3GPP channel models, where the ITU vehicular A (see [21] Annex B) and the MBSFN environments were chosen as references. The latter models
were also used in the link level simulator but at a much higher rate. Vehicular A (with velocity $v = 30 \text{ km/h}$) channel model was chosen because it is an important test channel in 3GPP specifications, furthermore, it allows direct comparison against previous system level simulations [16]. In OFDM systems, an important parameter is the maximum delay of the multipath profile and its relation with the duration of the time guard between OFDM symbols to avoid intersymbol interference. 3GPP has specified a short time guard with about 4.75 $\mu$s and a long time guard with 16.67 $\mu$s. The latter was considered in the model for achieving the results next presented, making the performance less sensitive to the chosen propagation channel. However, there is a reduction of the transmitted bit rates.

A uniform distribution of mobile users is generated at the beginning of each simulation. A typical number of users chosen for each simulation run was 20 per sector. Each mobile has random mobility with the specified speed of 30 km/h. Dynamic system level simulators like the one presented in this chapter are very accurate; the main limitation is the hypothetical urban macrocellular test scenario that is different from any real one.

Figure 16.4 illustrates the cellular layout (trisectorial antenna pattern) indicating the fractional frequency reuse of 1/3 considered in the system level simulations.

Figure 16.4 Cellular layout including the frequency reuse of 1/3 (gray shadows/numbers of the cells).
One third of the available bandwidth was used in each sector to reduce multicell interference. As indicated in Figure 16.4, the identification of the sources of multicell interference—the use of the same adjacent subcarriers (named physical resource blocks)—is given by the sectors with the same gray shadow/number: dark gray/one, average gray/two, or light gray/three.

For 16-QAM hierarchical constellations, two classes of bits with different error protection are used. The darkest gray around the antennas only indicates the approximate coverage of the weak bits blocks, whereas the other gray shadows indicate the coverage of the strong bits blocks.

In the analysis of the single-cell point-to-multipoint scenario (SC-PMP), there is one radio link between the mobile and the closest base station. It does not assume any time synchronism between the transmissions from different base stations with the same gray shadow resulting in interference from all cells without the same gray shadow. However, in the SC-PMP scenario with macrodiversity combining the two best radio links, it is assumed that there is time synchronisation between the two closest base station sites with the same gray shadow. In this case, multicell interference is reduced because only the other base station sites with the same gray shadow remain asynchronous and capable of interference.

In the MBSFN scenario, there are at least three radio links between the mobile and the three closest base stations. Time synchronisation is assumed between the transmissions from the closest base stations with the same gray shadow, resulting in much less interference from the cellular environment. This results in macrodiversity combining of the three best radio links. In addition, the interfering base stations must be at least 5 km away from the reference base station considering a cyclic prefix (CP) of 16.67 s and a frequency of 2 GHz. Only distant base station sites are capable of introducing interference.

16.4 System Level Performance Results

To study the behavior of the proposed OFDM multiresolution schemes, several simulations were performed for 16-QAM hierarchical modulations. The 16-QAM hierarchical constellations are constructed using a main QPSK constellation where each symbol is, in fact, another QPSK constellation, shown in Figure 16.5.

The main parameter for defining one of these constellations is the ratio between $d_1$ and $d_2$ as shown in Figure 16.5:

$$\frac{d_1}{d_2} = k$$

where $0 < k \leq 0.5$.

For 16-QAM, two classes of bits with different error protection were used (for 64-QAM, three classes are used). Each information stream was encoded with a different
block size, depending on the coding rate. Two different coding rates were considered: 1/2 and 3/4. This leads to block sizes of each information stream of 2400 and 3600 bits, respectively. This occupies a subframe 0.5 ms long. The total corresponding transmitted information bit rates per cell sector are 4800 kbps and 7200 kbps, respectively. A reference for measuring the capacity is the number of transmitted TV channels, each with a bit rate of 256 kbps. For the chosen fractional frequency reuse of 1/3, we get 18.75 and 28.125 TV channels, respectively. We want to compare the OFDM/OFDMA results directly with those obtained previously with the WCDMA technology [17]. All the parameters used for OFDM during these simulations were based on 3GPP documents [20–23].

About one-third of the total physical resource blocks (PRB) are transmitted in each sector. This corresponds to an instantly occupied bandwidth of 3.0 MHz, where we have considered an average of 16.67 PRBs per sector, each with 180 kHz of adjacent bandwidth (corresponding to 12 subcarriers with a frequency spacing of 15 kHz). The number of adjacent subcarriers in each PRB was chosen according to 3GPP specifications. With the dynamic allocation of the resources per sector, sectors 2 and 3 have 17 PRBs, and sector 1 has 16 PRBs in the first subframe duration. Sectors 1 and 3 have 17 PRBs, and sector 2 has 16 PRBs in the second subframe duration. Finally, sectors 1 and 2 have 17 PRBs, and sector 3 has 16 PRBs in the third subframe duration. On average, there are 16.67 PRBs per sector. We can conclude that the transmission of each TV channel with LTE technology requires less than one PRB for any analyzed coding rate.

16.4.1 BLER Results

In link level simulations, we have evaluated the hierarchical 16-QAM and 64-QAM with two different coding rates. In Figures 16.6 and 16.7 we consider the vehicular A propagation channel to be used in the SC-PMP scenario, and we present BLER versus $E_s/N_0$ for the hierarchical 16-QAM and 64-QAM, respectively. In the legend,
Figure 16.6 BLER vs. $E_s/N_0$ for hierarchical 16-QAM, VehA 30 km/h.

Figure 16.7 BLER vs. $E_s/N_0$ for hierarchical 64-QAM, VehA 30 km/h.
for 16-QAM, H1 means strong bit blocks and H2 weak bit blocks. For 64-QAM, H1 means strong bit blocks, H2 medium bit blocks, and H3 weak bit blocks. We have also included for comparison the QPSK performance for coding rate 1/2. We conclude that QPSK has the lowest $E_s/N_0$, consequently it will have the highest coverage. As expected, coding rate 1/2 provides a smaller $E_s/N_0$ compared to rate $= 3/4$, resulting in higher coverage. However, coding rate $= 3/4$ provides bit rates that are 1.5 higher than rate 1/2. There is a trade-off between bit rate (or throughput) and coverage. We will consider later on macrodiversity combining to increase the coverage (and throughput) at the cell borders.

When we compare Figures 16.6 and 16.7, we observe that due to the higher bit rates offered by 64-QAM, exactly 1.5 times the bit rates of 16-QAM, the corresponding $E_s/N_0$ are higher than 16-QAM, resulting in less coverage for 64-QAM. It seems that 64-QAM with coding rate 1/2 has a small $E_s/N_0$ advantage compared to 16-QAM rate 3/4 (both provide the same maximum bit rates). However, the sensitivity of 64-QAM to channel estimation errors is a feature that should not be forgotten, especially for hierarchical 64-QAM. The introduction of macrodiversity combining will increase the coverage of 16-QAM H2 blocks and H3 blocks (weak bits).

Figure 16.8 shows the BLER versus $E_s/N_0$ for the hierarchical 16-QAM in the MBSFN scenario with the MBSFN propagation channel. Comparison between Figures 16.6 and 16.8 indicate that the MBSFN channel due to the longer multipath power delay profile provides higher multipath diversity. This can be confirmed by a clear increase of the BLER performance of both coding rates compared to VehA. There is also a higher inherent intersymbol interference in the MBSFN channel, which is evident for rate 3/4 and weak bit blocks (H2). In spite of this, there is no significant loss in the BLER performance for rate 3/4 due to the redundancy of the channel coding. Recall that as the MBSFN scenario has lower inter-cell interference,

![Figure 16.8 BLER vs. $E_s/N_0$ for hierarchical 16-QAM, MBSFN 30 km/h.](image)
it is thus expected to compensate the lower bit rates resulting from the use of a longer guard time to avoid the effects of intersymbol interference.

### 16.4.2 Coverage Results

In system level simulations, mobile users receive strong and weak bits blocks transmitted from base stations. Each block undergoes small and large scale fading and multicell interference. In terms of coverage or throughput, the SNR of each block is computed taking into account all the above impairments. Based on the comparison between the reference SNR at a BLER of 1% and the evaluated SNR, it is decided whether the block is or not correctly received. This is done for all the transmitted blocks for all users in all sectors of the 19 cells, during typically 10 min.

Figure 16.9 presents the coverage versus the fraction of the total transmitted power (denoted as $\frac{E_c}{I_0}$), for SC-PMP scenario where there is interference only from one-third of the sectors due to the frequency reuse of 1/3 (see Figure 16.4). All interfering sites transmit with a maximum power of 90% according to the parameters indicated in Table 16.1. The cell radius is 750 m or 1500 m, and strong blocks (H1) are separated from weak blocks (H2) without including macrodiversity combining, denoted as 1RL, and also with macrodiversity combining the two best radio links (2RL). Recall that the basic scenario SC-PMP does not include macrodiversity. Multicell interference is 90% of the maximum transmitted power in each site. Previous coding rates were considered—rates 1/2 and 3/4, respectively. Recall that it is necessary to ensure the coverage of 95% for strong bit blocks (H1). The only case that never reaches the required coverage is when the cell radius has 1500 m.

![Figure 16.9 Average coverage (%) vs. $E_c/I_0$, of SC-PMP.](image)
and the coding rate is 3/4, even with a macrodiversity of 2RL. For coding rate 1/2, it is equivalent to have 1RL and cell radius of 750 m or 2RL and cell radius of 1500 m. For $E_c/I_{or} = 50\%$ and rate 1/2, the coverage of H1 is 98%, and H2 coverage is around 89%. For the same $E_c/I_{or}$, but with rate 3/4, the coverage values of H1 and H2 are 77% and 57%, respectively. According to the coverage results of this figure, we can conclude that with a coding rate of 1/2, we can increase the cell radius from 750 m to 1500 m as long as we include macrodiversity combining of the two best radio links. However, for coding rate 3/4, we cannot double the cell radius and ensure the designed coverage, even if we add a macrodiversity of 2RL. We should choose between increasing the number of TV channels (or the TV channel bit rates) or increasing the cell radius.

In Figure 16.10 the coverage performance curves for MBSFN scenario, versus $E_c/I_{or}$, are presented for both cell radii of 750 m and 1500 m and should be compared to the corresponding results of Figure 16.9 for the SC-PMP scenario. As expected, there is a difference in the coverage between the two scenarios where MBSFN takes advantage of its lower inter-cell interference. The coverage values are above 95% even for small values of $E_c/N_0$, such as 25%; the only exception are the weak bit blocks (H2) of coding rate 3/4 and cell radius $R = 1500$ m. There is a coverage similarity between rate 1/2 with $R = 1500$ m and rate 3/4 with $R = 750$ m. This means that we can opt between increasing the coding rate (the average throughput) or increasing the coverage. When we increase both coverage

![Figure 16.10](image-url)

**Figure 16.10** Average coverage (%) vs. $E_c/I_{or}$, of MBSFN.
and throughput at the same time, we observe a decrease of coverage, in particular, H2 blocks.

### 16.4.3 Throughput Results

Figure 16.11 presents the average throughput distribution as a function of the $E_c/I_0$ for the SC-PMP scenario network with and without macrodiversity for both cell radii of 750 m and 1500 m. We observe a considerable gain in throughput when macrodiversity (2RL) is considered compared to the single radio link case. This is particularly true for the high coding rate of 3/4. For $E_c/I_0$ above 50%, the average throughput for coding rate 3/4 is above 256 kbps, which is the maximum throughput for rate 1/2. However, not all UEs are able to achieve such high throughput, as users located at the cell borders never reach such high values of throughput.

Figure 16.12 considers the throughput distribution as function of the distance between UEs and BS for the $E_c/I_0 = 90\%$, with and without macrodiversity for the same cell radius of 1500 m and different coding rates. For the chosen $E_c/I_0$, both 2RL and 1RL ensure the maximum throughput for users located near the base station. As the distance between UEs and BS increases the throughput of 1RL decreases significantly. However, the decrease in throughput is more obvious for rate 3/4 and when mobile users are at the cell borders. It is observed that with 2RL, only for rate 1/2, is the throughput almost independent of the distance. For the high coding rate of 3/4, a single radio link offers high throughput only for

**Figure 16.11**  Average UEs throughput vs. $E_c/I_0$, SC-PMP.
users close to the base station. This figure complements the previous one where the average throughput for the cell area was presented. When we consider that approximately three-fourths of users are located in the area between the cell border and the half radius of the cell, we realize the importance for the average throughput within in this area. For users located beyond 1200 m when there is 2RL, coding rate 1/2 provides higher throughput than rate 3/4. Again, we must choose between increasing the intersite distance (coverage) or increasing the number of TV channels (capacity).

Figure 16.13 presents the average throughput distribution as function of the $E_c/I_o$, for the MBSFN scenario for both cell radii of 750 m and 1500 m. As expected, we observe that for high coding rate 3/4 the throughput performance is higher for $R = 750$ m compared to $R = 1500$ m due to the higher coverage of H2 blocks. However, for the $E_c/I_o$ value of 90 (dedicated carrier to MBSFN) there is almost no difference between the two performance curves. The average throughput of 256 kbps, which is the maximum throughput for rate 1/2 is achievable for $E_c/I_o = 45\%$. This means that we can have two MBSFN carriers each transmitting at least 18 TV channels. The operator must always choose between increasing the capacity, $2 \times 18 = 36$ TV channels, keeping $R = 750$ m or increase the coverage to $R = 1500$ m with only 28 TV channels (see Table 16.2).

In Figure 16.14, the throughput distribution as function of the distance between UEs and BS is presented for the $E_c/I_o = 90\%$ and considering both scenarios. For the chosen $E_c/I_o$, both scenarios assure the maximum throughput for users.
Figure 16.13  Average UEs throughput vs. $E_c/I_0$ for MBSFN.

located near the base station. As the distance between UEs and BS increases, the throughput of SC (single cell with a macrodiversity of 2RL) decreases significantly. However, it is more obvious that there is more of a decrease in throughput for coding rate 3/4 than for rate 1/2. The SFN assures not only higher coverage than SC (single cell with 2RL) due to lower inter-cell interference but also higher throughput. For coding rate 3/4, the throughput gain of MBSFN compared SC-PMP, where we measure the gain, as the aggregate throughput in all cell areas (weighted by the distribution of users) under the two-throughput performance curves indicates a value close to 1.5 considering the use of the 16-QAM multiresolution scheme. Notice that for broadcasting mobile TV channels, it is also important to increase the intersite

<table>
<thead>
<tr>
<th>QoS</th>
<th>#TV Channels</th>
<th>Spectral Efficiency</th>
<th>ISD</th>
<th>Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 kbps</td>
<td>18.75</td>
<td>0.48 bps/Hz/cell</td>
<td>1500 m</td>
<td>SC-PMP 1RL</td>
</tr>
<tr>
<td>256 kbps</td>
<td>18.75</td>
<td>0.48 bps/Hz/cell</td>
<td>3000 m</td>
<td>SC-PMP 2RL</td>
</tr>
<tr>
<td>256 kbps</td>
<td>28.125</td>
<td>0.72 bps/Hz/cell</td>
<td>3000 m</td>
<td>MBSFN</td>
</tr>
<tr>
<td>384 kbps</td>
<td>18.75</td>
<td>0.72 bps/Hz/cell</td>
<td>3000 m</td>
<td>MBSFN</td>
</tr>
</tbody>
</table>
distance (ISD) to 3000 m to reduce the number of sites and this is only easily ensured with MBSFN. Recall that as the intersite distance ISD = 2R when we double R, we double the ISD allowing for a 50% reduction in the number of sites.

To obtain the 16-QAM multiresolution gain over the single resolution with QPSK used by MBMS with the WCDMA technology specified in Release 6, the aggregate throughput in all cell areas with multiresolution should be computed and divided by the single resolution aggregate throughput in the cell area. As the coverage of QPSK blocks becomes the same as strong bits blocks of hierarchical 16-QAM due to macrodiversity combining, comparing aggregate throughputs is based on different coverage of the weak bits blocks.

It is clear that the smallest throughput gain is achieved for coding rate = 1/2 (256 kbps). For this case, taking into account that the single resolution throughput of QPSK, which is 128 kbps, the throughput gain is 2. The highest throughput gain is achieved for coding rate = 3/4 (384 kbps) and the MBSFN scenario. For this case, the throughput gain is almost 3. However, for the SC-PMP scenario with macrodiversity the throughput gain stays close to 3/1.5 = 2 (see Figure 16.14).

In the MBSFN scenario due to the smaller inter-cell interference and substantial macrodiversity combining, in order to achieve higher multiresolution gains, it is suggested that both the channel bit rates from 256 kbps (i.e., the channel coding rate of 1/2) to 384 kbps corresponding to coding rate of 3/4 be increased; in addition, the ISD can also be extended from 1500 m to 3000 m. For the high channel bit rate of 384 kbps, the spectral efficiency achieved per cell sector considering the transmission
of 18.75 TV channels using all the 10 MHz bandwidth is 0.72 bps/Hz/cell. This value of spectral efficiency is valid for users at the cell border. The ISD associated to this spectral efficiency is 3000 m. Alternatively, 28.125 TV channels with 256 kbps could be transmitted at the same time as indicated in Table 16.2.

Table 16.3 shows the capacity of MBMS single resolution taking into account results for the standard MBMS normalized in Release 6 presented in [17] for the same SC-PMP scenario with the macrodiversity of two radio links.

The comparison between Tables 16.2 and 16.3 is not straightforward due to the different ISD used. However, it is possible to draw a capacity gain of at least 2 between hierarchical 16-QAM and QPSK (notice that the higher ISD is an advantage for broadcasting).

The ISD gain is related to the decrease in the number of sites due to a longer ISD. It has been said in this chapter that for the MBSFN scenario the cell radius can be increased (the ISD is the double the cell radius) from 750 m up to 1500 m without any decrease of average throughput as long as the fraction of the total transmitted power dedicated to E-MBMS reaches 90%. This corresponds to a reduction in the number of sites equal to 50%. An alternative is to use the same carrier for E-MBMS traffic and other unicast types of traffic without increasing the ISD.

### 16.5 Summary and Conclusions

We have evaluated the use of multiresolutions with hierarchical modulations for the E-MBMS to be standardized in the next release for the LTE-advanced. In this chapter, link and system level simulations of LTE multicellular networks considering broadcast/multicast transmissions using OFDM/OFDMA–based LTE technology were presented. The evaluation of the capacity, in terms of number of TV channels with given bit rates or total spectral efficiency and coverage, was presented.

Taking the 95% coverage as reference the evaluation of the achievable capacity gain (number of transmitted mobile TV channels for WCDMA and LTE) is next presented. The intersite distance gain is also presented allowing for a substantial reduction in the number of cell sites when LTE will replace WCDMA.

Scenarios based on the use of SFNs with the MBSFN channel and the SC-PMP network with the vehicular A channel were both evaluated for 16-QAM/64-QAM hierarchical modulations and compared with the present WCDMA-based MBMS network. In general, it can be stated that multiresolution is suitable for any of the
analyzed scenarios MBSFN and SC-PMP. Indeed, it works fine in any single-cell scenario without macrodiversity combining or in multicells with macrodiversity.

In the SC-PMP scenario without macrodiversity (1RL), due to multiresolution, the channel bit rate of each TV channel (compared to single resolution provided by QPSK) for users can be increased close to the base station for the ISD equal to 1500 m. When macrodiversity (2RL) of the two best radio links is added, the multiresolution schemes become less sensitive to the used channel bit rates and it is possible to increase the channel coding rate, keeping the same ISD or to increase the ISD to 3000 m, keeping the channel bit rate. The operator must choose between the trade-off of increasing capacity or coverage (see Table 16.2); it is not possible to increase both at the same time.

### 16.6 Open Issues

Evolved MBMS is not a closed issue in the standardization carried out by 3GPP. It is not finalized if the hierarchical constellations already used by the DVB and MediaFLO standards will be chosen for LTE-advanced in the next release of E-MBMS. The combined use of 64-QAM hierarchical constellations and MIMO (spatial multiplexing) in the LTE-advanced as an additional flexible multiresolution scheme for the E-MBMS network is a topic that remains to be evaluated.

The scenario evaluated here was that MBSFN was based on a regular cellular grid. Real-life scenarios are not so uniform that will result in the reduction of the gain figures presented in this chapter. This is an issue that should be considered and evaluated in the near future when LTE deployment is carried out.
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