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This book is about radio frequency (RF) transistors. It primarily focuses on applications viewed from the perspective of a semiconductor supplier who, over the years, has been involved not only in the manufacture of RF transistors, but also their use in receivers, transmitters, plasma generators, magnetic resonance imaging, etc.

Since the late 1960s, Motorola Semiconductors has been at the forefront in the development of solid state transistors for use at radio frequencies. The authors have been a part of this development since 1970. Much information has been acquired during this time, and it is our intention in writing this book to make the bulk of that information available to users of RF transistors in a concise manner and from a single source.

This book is not theoretical; as the name implies, it is intended to be practical. Some mathematics is encountered during the course of the book, but it is not rigorous. Formulas are not derived; however, sufficient references are cited for the reader who wishes to delve deeper into a particular subject.

This book is slanted toward power transistors and their applications because much less material is available in the literature on this subject, particularly in one location. Also, RF power is the primary experience of the authors. One chapter is devoted to low power (small signal) transistor applications in an effort to cover more completely the breadth of power levels in RF transistors.

Chapters 1 through 4 discuss RF transistor fundamentals, such as what’s different about RF transistors, how they are specified, how to select a transistor, and what the difference is between FETs and BJTs. Also covered are topics such as classes of operation, forms of modulation, biasing, and operating in a pulse mode. Chapters 5 and 6 lay the groundwork for future circuit designs by discussing such subjects as laying out circuit boards and mounting RF devices, as well as the importance of die temperature.

In Chapters 7, 8, and 9, the authors take the reader through various considerations in planning an amplifier design. Among the diverse topics covered are choice of circuit, stability, impedance matching (including computer-aided de-
sign programs), and the power amplifier output. Chapters 10 through 12 focus on wideband techniques.

Chapter 13 describes the many factors affecting small signal (low power) amplifier design. A variety of examples illustrate the concepts in an effort to make small signal amplifier design straightforward through a step-by-step approach.

**About the Revision**

The second edition of the book is being issued primarily to provide updated information on the newest transistor type to arrive on the RF power scene, namely LDMOS FETs. An entire chapter (Chapter 14) is devoted to this subject and takes the reader from die design, through modulation requirements of today’s cellular radios, to the actual design of a high power amplifier using LDMOS FETs.

In addition, material has been added in Chapter 2 regarding selection of matched transistors, and in Chapter 7, a significant amount of material has been added on capacitors, inductors, and impedance matching. Finally, an example of the use of S-parameters in the design of a low power, low noise amplifier has been added at the end of Chapter 13.
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INTRODUCTION

Data sheets are often the sole source of information about the capability and characteristics of a product. This is particularly true of unique RF semiconductor devices that are used by equipment designers all over the world. Because circuit designers often cannot talk directly with the factory, they rely on the data sheet for their device information. And for RF devices, many of the specifications are unique in themselves. Thus it is important that the user and the manufacturer of RF products speak a common language—that is, what semiconductor manufacturers say about their RF devices should be understood fully by the circuit designers.

In this chapter, a review is given of RF transistor and amplifier module parameters from maximum ratings to functional characteristics. The section is divided into five basic parts: D.C. specifications, power transistors, low power transistors, power modules, and linear modules. Comments are made about critical specifications, about how values are determined and what their significance is. A brief description of the procedures used to obtain impedance data and thermal data is set forth, the importance of test circuits is elaborated, and background information is given to help understand low noise considerations and linearity requirements.

D.C. SPECIFICATIONS

Basically, RF transistors are characterized by two types of parameters: D.C. and functional. The “D.C.” specs consist (by definition) of breakdown voltages, leakage currents, $h_{FE}$ (D.C. beta), and capacitances, while the functional specs cover gain, ruggedness, noise figure, $Z_{in}$ and $Z_{out}$, $S$-parameters, distortion, etc. Thermal characteristics do not fall cleanly into either category since thermal resistance and power dissipation can be either D.C. or A.C. Thus, we will treat the spec of thermal resistance as a special specification and give it its own heading called “thermal characteristics.” Figure 1-1 is one page of a typical RF power data sheet showing D.C. and functional specs.

A critical part of selecting a transistor is choosing one that has breakdown voltages compatible with the supply voltage available in an intended application.
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FIGURE 1-1
Typical D.C. and functional specifications from a RF power data sheet. The references in the “Notes” above to a test fixture and “Figure 1” pertain to the data sheet from which this figure was extracted.

It is important that the design engineer select a transistor on the one hand that has breakdown voltages which will not be exceeded by the D.C. and RF voltages that appear across the various junctions of the transistor and on the other hand has breakdown voltages that permit the “gain at frequency” objectives to be met by the transistor.

Mobile radios normally operate from a 12-volt source, and portable radios use a lower voltage, typically 6 to 9 volts. Avionics applications are commonly 28-volt supplies, while base station and other ground applications such as medical electronics generally take advantage of the superior performance characteristics of high-voltage devices and operate with 24- to 50-volt supplies. In making a transistor, breakdown voltages are largely determined by material resistivity and junction depths (see Figure 1-2). It is for these reasons that breakdown voltages are intimately entwined with functional performance characteristics. Most product portfolios in the RF power transistor industry have families of transistors de-
signed for use at specified supply voltages such as 7.5 volts, 12.5 volts, 28 volts, and 50 volts.

Leakage currents (defined as reverse biased junction currents that occur prior to avalanche breakdown) are likely to be more varied in their specification, and also more informative. Many transistors do not have leakage currents specified because they can result in excessive (and frequently unnecessary) wafer/die yield losses. Leakage currents arise as a result of material defects, mask imperfections, and/or undesired impurities that enter during wafer processing. Some sources of leakage currents are potential reliability problems; most are not. Leakage currents can be material-related, such as stacking faults and dislocations, or they can be “pipes” created by mask defects and/or processing inadequacies. These sources result in leakage currents that are constant with time, and if initially acceptable for a particular application, will remain so. They do not pose long-term reliability problems.

On the other hand, leakage currents created by channels induced by mobile ionic contaminants in the oxide (primarily sodium) tend to change with time and can lead to increases in leakage current that render the device useless for a specific application. Distinguishing between sources of leakage current can be difficult, which is one reason devices for application in military environments require HTRB (high temperature reverse bias) and burn-in testing. However, even for commercial applications—particularly where battery drain is critical or where bias considerations dictate limitations—it is essential that a leakage current limit be included in any complete device specification.

FIGURE 1-2
The effect of curvature and resistivity on breakdown voltage.
D.C. parameters such as $h_{FE}$ and $C_{oe}$ (output capacitance) need little comment. Typically, for RF devices, $h_{FE}$ is relatively unimportant for unbiased power transistors because the functional parameter of gain at the desired frequency of operation is specified. Note, though, that D.C. beta is related to A.C. beta (see Figure 1-3). Functional gain will track D.C. beta, particularly at lower RF frequencies. An $h_{FE}$ specification is needed for transistors that require bias, which includes most small signal devices that are normally operated in a linear (Class A) mode (see Chapter 4, “Other Factors Affecting Amplifier Design”). Generally, RF device manufacturers do not like to have tight limits placed on $h_{FE}$. The primary reasons that justify this position are:

a. Lack of correlation with RF performance  
   b. Difficulty in control in wafer processing  
   c. Other device manufacturing constraints dictated by functional performance specs (which preclude tight limits for $h_{FE}$)

A good rule of thumb for $h_{FE}$ is to set a maximum-to-minimum ratio of not less than 3 and not more than 4, with the minimum $h_{FE}$ value determined by an acceptable margin in functional gain.

Output capacitance is an excellent measure of comparison of device size (base area), provided the majority of output capacitance is created by the base-collector junction and not parasitic capacitance arising from bond pads and other top metal of the die. Remember that junction capacitance will vary with voltage (see Figure 1-4), while parasitic capacitance will not vary. Also, in comparing devices, one should note the voltage at which a given capacitance is specified. No industry standard exists. The preferred voltage at Motorola is the transistor $V_{cc}$ rating, that is, 12.5 volts for 12.5-volt transistors and 28 volts for 28-volt transistors, etc.

![FIGURE 1-3](image)

Relationship between transistor beta and operating frequency.
MAXIMUM RATINGS AND THERMAL CHARACTERISTICS

Maximum ratings (shown for a typical RF power transistor in Figure 1-5) tend to be the most frequently misunderstood group of device specifications. Ratings for maximum junction voltages are straightforward and simply reflect the minimum values set forth in the D.C. specs for breakdown voltages. If the device in question meets the specified minimum breakdown voltages, then voltages less than the minimum will not cause junctions to reach reverse bias breakdown with the potentially destructive current levels that can result.

The value of $BV_{CEO}$ is sometimes misunderstood. Its value can approach or even equal the supply voltage rating of the transistor. The question naturally arises as to how such a low voltage can be used in practical applications. First, $BV_{CEO}$ is the breakdown voltage of the collector-base junction plus the forward drop across the base-emitter junction with the base open, and it is never encountered in amplifiers where the base is at or near the potential of the emitter. That is, most amplifiers have the base shorted or they use a low value of resistance such that the breakdown value of interest approaches $BV_{CES}$. Second, $BV_{CEO}$ involves the current gain of the transistor and increases as frequency increases. Thus the value of $BV_{CEO}$ at RF frequencies is always greater than the value at D.C.

The maximum rating for power dissipation ($P_d$) is closely associated with thermal resistance ($\theta_{JC}$). Actually, maximum $P_d$ is in reality a fictitious number—a kind of figure of merit—because it is based on the assumption that case temperature is maintained at 25°C. However, providing everyone arrives at the value in a similar manner, the rating of maximum $P_d$ is a useful tool with which to compare devices.

The rating begins with a determination of thermal resistance—die to case. Knowing $\theta_{JC}$ and assuming a maximum die temperature, one can easily deter-
FIGURE 1-5

Maximum power ratings of a typical RF power transistor, the Motorola MRF650.

mine maximum $P_d$ (based on the previously stated case temperature of 25°C).
Measuring $\theta_{jc}$ is normally done by monitoring case temperature ($T_c$) of the device while it operates at or near rated output power ($P_o$) in an RF circuit. The die temperature ($T_j$) is measured simultaneously using an infrared microscope (see Figure 1-6), which has a spot size resolution as small as 1 mil in diameter. Normally, several readings are taken over the surface of the die and an average value is used to specify $T_j$.

It is true that temperature over a die will vary typically 10 to 20°C. A poorly designed die (improper ballasting) could result in hot spot (worst case) temperatures that vary 40 to 50°C. Likewise, poor die bonds (see Figure 1-7) can result in hot spots, but these are not normal characteristics of a properly designed and assembled transistor die.

By measuring $T_c$ and $T_j$ along with $P_o$ and $P_{in}$—both D.C. and RF—one can calculate $\theta_{jc}$ from the formula $\theta_{jc} = (T_j - T_c)/(P_{in} - P_o)$. Typical values for an RF power transistor might be $T_j = 130^\circ$C, $T_c = 50^\circ$C; $V_{ce} = 12.5$ V, $I_c = 9.6$ A, $P_{in}$(RF) = 10 W, and $P_o$(RF) = 50 W. Thus $\theta_{jc} = (130 - 50)/(10 + (12.5 \times 9.6) - 30] = 80/80 = 1^\circ$C/W.

Several reasons dictate that a conservative value be placed on $\theta_{jc}$. First, thermal resistance increases with temperature (and we realize $T_c = 25^\circ$C is NOT re-
alistic). Second, $T_j$ is not a worst case number. And, third, by using a conservative value of $\theta_{JC}$, a realistic value is determined for maximum $P_d$. Generally, Motorola’s practice is to publish $\theta_{JC}$ numbers approximately 25% higher than that determined by the measurements described in the preceding paragraphs, or for the case illustrated, a value of $\theta_{JC} = 1.25^\circ\text{C/W}$.

A few words are in order about die temperature. Reliability considerations dictate a safe value for an all-Au (gold) system (die top metal and wire) to be 200$^\circ$C (see Chapter 5, “Reliability Considerations”). Once $T_j$ max is determined, along with a value for $\theta_{JC}$, maximum $P_d$ is simply $P_{d}(\text{max}) = [T_j(\text{max}) - 25^\circ\text{C}] / \theta_{JC}$.

Specifying maximum $P_d$ for $T_c = 25^\circ\text{C}$ leads to the necessity to derate maximum $P_d$ for any value of $T_c$ above 25$^\circ$C. The derating factor is simply the reciprocal of $\theta_{JC}$.

Maximum collector current ($I_c$) is probably the most subjective maximum rating on the transistor data sheets. It has been, and is, determined in a number of ways, each leading to different maximum values. Actually, the only valid maximum current limitations in an RF transistor have to do with the current handling ability of the wires or the die. However, power dissipation ratings may restrict current to values far below what should be the maximum rating. Unfortunately, many older transistors had their maximum current rating determined by dividing maximum $P_d$ by collector voltage (or by $BV_{CEO}$ for added safety), but this is not a fundamental maximum current limitation of the part. Many lower frequency parts have relatively gross top metal on the transistor die—that is, wide metal runners and the “weak current link” in the part is the current handling capability of the emitter wires (for common emitter parts). The current handling ability of
wire (various sizes and material) is well known; thus, the maximum current rating may be limited by the number, size, and material used for emitter wires.

Most modern high frequency transistors are die limited because of high current densities resulting from very small current-carrying conductors, and these densities can lead to metal migration and premature failure. The determination of $I_c$ max for these types of transistors results from use of Black’s equation for metal migration, which determines a mean time between failures (MTBF) based on current density, temperature, and type of metal. At Motorola, MTBF is generally set at >7 years, while maximum die temperature is set at 200°C. For plastic-packaged transistors, maximum $T_j$ is set at 150°C. The resulting current density, along with a knowledge of the die geometry and top metal thickness and material, allows the determination of $I_c$ max for the device.

It is up to the transistor manufacturer to specify an $I_c$ max based on which of the two limitations (die or wire) is paramount. It is recommended that the circuit design engineer consult the semiconductor manufacturer for additional information if $I_c$ max is of any concern in the specific use of the transistor.

Storage temperature is another maximum rating that is frequently not given the attention it deserves. A range of $-55°C$ to 200°C has become more or less an industry standard. And for the single metal, hermetic-packaged type of device, the upper limit of 200°C creates no reliability problems. However, a lower high temperature limitation exists for plastic encapsulated or epoxy-sealed devices. These should not be subjected to temperatures above 150°C to prevent deterioration of the plastic material.
POWER TRANSISTORS: FUNCTIONAL CHARACTERISTICS

The selection of a power transistor usually involves choosing one for a frequency of operation, a level of output power, a desired gain, a voltage of operation, and a preferred package configuration consistent with circuit construction techniques.

Functional characteristics of an RF power transistor are by necessity tied to a specific test circuit (an example is shown in Figure 1-8). Without specifying a circuit, the functional parameters of gain, reflected power, efficiency—even ruggedness—hold little meaning. Furthermore, most test circuits used by RF transistor manufacturers today (even those used to characterize devices) are designed mechanically to allow for easy insertion and removal of the device under test (D.U.T.). This mechanical restriction sometimes limits achievable device performance, which explains why performance by users frequently exceeds that indicated in data sheet curves. On the other hand, a circuit used to characterize a device is usually narrow band and tunable. This results in higher gain than is attainable in a broadband circuit. Unless otherwise stated, it can be assumed that characterization data such a $P_o$ versus frequency is generated on a point-by-point basis by tuning a narrow band circuit across a band of frequencies. It thus represents what can be achieved at a specific frequency of interest provided the circuit presents optimum source and load impedances to the D.U.T.

Broadband, fixed tuned test circuits are the most desirable for testing functional performance of an RF transistor. Fixed tuned is particularly important in assuring everyone—the manufacturer and the user—of product consistency, that is, that devices manufactured tomorrow will be identical to devices manufactured today.
Tunable, narrow band circuits have led to the necessity for device users and device manufacturers to resort to the use of “correlation units” to assure product consistency over a period of time. Fixed tuned circuits minimize (if not eliminate) the requirements for correlation. In so doing, they tend to compensate for the increased constraints they place on the device manufacturer. On the other hand, manufacturers like tunable test circuits because their use allows adjustments that can compensate for variations in die fabrication and/or device assembly. Unfortunately, gain is normally less in a broadband circuit than it is in a narrow band circuit, and this fact frequently forces transistor manufacturers to use narrow band circuits to make their product have sufficient attraction when compared with other similar devices made by competitors. This is called “specmanship.” One compromise for the transistor manufacturer is to use narrow band circuits with all tuning adjustments “locked” in place. For all of the above reasons, then, in comparing functional parameters of two or more devices, the data sheet reader should observe carefully the test circuit in which specific parameter limits are guaranteed.

For RF power transistors, the parameter of ruggedness takes on considerable importance. Ruggedness is the characteristic of a transistor to withstand extreme mismatch conditions in operation (which causes large amounts of output power to be “dumped back” into the transistor) without altering its performance capability or reliability. Many circuit environments, particularly portable and mobile radios, have limited control over the impedance presented to the power amplifier by an antenna, at least for some duration of time. In portables, the antenna may be placed against a metal surface; in mobiles, perhaps the antenna is broken off or inadvertently disconnected from the radio. Today’s RF power transistor must be able to survive such load mismatches without any effect on subsequent operation. A truly realistic possibility for mobile radio transistors (although not a normal situation) is the condition whereby an RF power device “sees” a worst case load mismatch (an open circuit, any phase angle) along with maximum $V_{cc}$ AND greater than normal input drive—all at the same time. Thus, the ultimate test for ruggedness is to subject a transistor to a test wherein $P_{in}(RF)$ is increased up to 50% above that value necessary to create rated $P_{o}$; $V_{cc}$ is increased about 25% (12.5 V to 16 V for mobile transistors) AND then the load reflection coefficient is set at a magnitude of unity while its phase angle is varied through all possible values from 0 to 360°. Many 12-volt (land mobile) transistors are routinely given this test at Motorola Semiconductors by means of a test station similar to the one shown in Figure 1-9.

Ruggedness specifications come in many forms (or guises). Many older devices (and even some newer ones) simply have NO ruggedness spec. Others are said to be “capable of” withstanding load mismatches. Still others are guaranteed to withstand load mismatches of 2:1 VSWR to $\infty$:1 VSWR at rated output power. A few truly rugged transistors are guaranteed to withstand 30:1 VSWR at all phase angles (for all practical purposes, 30:1 VSWR is the same as $\infty$:1 VSWR) with both overvoltage and overdrive. Once again, it is up to the user to match his or her circuit requirements against device specifications.
Then—as if the whole subject of ruggedness is not sufficiently confusing—the semiconductor manufacturer slips in the ultimate “muddy the water” condition in stating what constitutes passing the ruggedness test. The words generally say that after the ruggedness test, the D.U.T. “shall have no degradation in output power.” A better phrase would be “no measurable change in output power.” But even this is not the best. Unfortunately, the D.U.T. can be “damaged” by the ruggedness test and still have “no degradation in output power.” Today’s RF power transistors consist of up to 1,000 or more low power transistors connected in parallel. Emitter resistors are placed in series with groups of these transistors in order to better control power sharing throughout the transistor die. It is well known by semiconductor manufacturers that a high percentage of an RF power transistor die (say up to 25 to 30%) can be destroyed with the transistor still able to deliver rated power at rated gain, at least for some period of time. If a ruggedness test destroys a high percentage of cells in a transistor, then it is likely that a second ruggedness test (by the manufacturer or by the user while in his or her circuit) would result in additional damage leading to premature device failure.

A more scientific measurement of “passing” or “failing” a ruggedness test is called $\Delta V_{re}$, the change in emitter resistance before and after the ruggedness test. $V_{re}$ is determined to a large extent by the net value of emitter resistance in the transistor die. Thus, if cells are destroyed, emitter resistance will change with a resultant change in $V_{re}$. Changes as small as 1% are readily detectable, with 5% or less normally considered an acceptable limit. Today’s more sophisticated de-
vice specifications for RF power transistors use this criterion to determine “success” or “failure” in ruggedness testing.

A circuit designer must know the input/output characteristics of the RF power transistor(s) he has selected in order to design a circuit that “matches” the transistor over the frequency band of operation. Data sheets provide this information in the form of large signal impedance parameters, $Z_{\text{in}}$ and $Z_{\text{out}}$ (commonly referred to as $Z_{\text{OL*}}$). Normally, these are stated as a function of frequency and are plotted on a Smith Chart and/or given in tabular form. It should be noted that $Z_{\text{in}}$ and $Z_{\text{out}}$ apply only for a specified set of operating conditions, that is, $P_o$, $V_{cc}$, and frequency. Both $Z_{\text{in}}$ and $Z_{\text{out}}$ of a device are determined in a similar way; that is, place the D.U.T. in a tunable circuit and tune both input and output circuit elements to achieve maximum gain for the desired set of operating conditions. At maximum gain, D.U.T. impedances will be the conjugate of the input and output network impedances. Thus, terminate the input and output ports of the test circuit, remove the device, and measure $Z$ looking from the device—first, toward the input to obtain the conjugate of $Z_{\text{in}}$ and, second, toward the output to obtain $Z_{\text{OL*}}$, which is the output load required to achieve maximum $P_o$.

A network analyzer is used in the actual measurement process to determine the complex reflection coefficient of the circuit using, typically, the edge of the package as a plane of reference. A typical measurement setup is shown in Figure 1-10. Figure 1-11 shows the special fixture used to obtain the short circuit reference, while Figure 1-12 illustrates the adapter that allows the circuit impedance to be measured from the edge of the package.

**FIGURE 1-10**
Impedance measurement setup.
(Photo courtesy of Kevin Komorowski, CSPD, Motorola SPS)
FIGURE 1-11
Special fixture used to obtain short circuit reference.

FIGURE 1-12
Adapter that allows circuit impedance to be measured from the edge of the package.
Once the circuit designer knows $Z_{in}$ and $Z_{OL}$ of the transistor as a function of frequency, he or she can use computer-aided design programs to design L and C matching networks for the particular application.

The entire impedance measuring process is somewhat laborious and time consuming since it must be repeated for each frequency of interest. Note that the frequency range permitted for characterization is that over which the circuit will tune. For other frequencies, additional test circuits must be designed and constructed, which explains why it is sometimes difficult to get a semiconductor manufacturer to supply impedance data for special conditions of operation, such as different frequencies, power levels, or operating voltages.

**LOW POWER TRANSISTORS: FUNCTIONAL CHARACTERISTICS**

Most semiconductor manufacturers characterize low power RF transistors for linear amplifier and/or low noise amplifier applications. Selecting a proper low power transistor involves choosing one having an adequate current rating, in the “right” package, and with gain and noise figure capability that meets the requirements of the intended application.

One of the most useful ways to specify a linear device is by means of scattering parameters, commonly referred to as S-parameters, which are in reality voltage reflection and transmission coefficients when the device is embedded into a 50 Ω system (see Figure 1-13). $|S_{11}|$, the magnitude of the input reflection coefficient, is directly related to input VSWR by the equation $\text{VSWR} = (1 + |S_{11}|)/(1 - |S_{11}|)$. Likewise, $|S_{22}|$, the magnitude of the output reflection coefficient, is directly related to output VSWR. $|S_{21}|^2$, which is the square of the magnitude of the input-to-output transfer function, is also the power gain of the device. It is referred to on data sheets as “Insertion Gain.” Note, however, that $|S_{21}|^2$ is the power gain of the device when the source and load impedances are 50 Ω. An improvement in gain can always be achieved by matching the device’s input and output impedances.
put impedances (which are almost always different from 50 Ω) to 50 Ω by means of matching networks. The larger the linear device, the lower the impedances and the greater the need to use matching networks to achieve useful gain.

Another gain specification shown on low power data sheets is called “Associated Gain.” The symbol used for Associated Gain is $G_{NF}$. It is simply the gain of the device when matched for minimum noise figure. Yet another gain term shown on some data sheets is “Maximum Unilateral Gain.” Its symbol is $G_{U_{\text{max}}}$. As you might expect, $G_{U_{\text{max}}}$ is the gain achievable by the transistor when the input and output are conjugately matched for maximum power transfer (and $S_{12} = 0$). One can derive a value for $G_{U_{\text{max}}}$ using scattering parameters:

$$G_{U_{\text{max}}} = |S_{21}|^2 / [(1 - |S_{11}|^2)(1 - |S_{22}|^2)].$$

Simply stated, this is the 50 Ω gain increased by a factor that represents matching the input and increased again by a factor that represents matching the output.

Many RF low power transistors are used as low noise amplifiers, which has led to several transistor data sheet parameters related to noise figure. $NF_{\text{min}}$ is defined as the minimum noise figure that can be achieved with the transistor. To achieve this, $NF$ requires source impedance matching, which is usually different from that required to achieve maximum gain. The design of a low noise amplifier, then, is always a compromise between gain and $NF$. (For a more complete discussion of low power/low noise amplifier design; see Chapter 13, “Small Signal Amplifier Design.”) A useful tool to aid in this compromise is a Smith Chart plot of constant gain and noise figure contours, which can be drawn for specific operating conditions—typically bias and frequency. A typical Smith Chart plot showing constant gain and $NF$ contours is shown in Figure 1-14. These contours are circles that are either totally or partially complete within the confines of the

\[\text{FIGURE 1-14}\]

Gain and noise contours. Solid circles represent gain and dotted circles represent noise figure.
Smith Chart. If the gain circles are contained entirely within the Smith Chart, then the device is unconditionally stable. If portions of the gain circles are outside the Smith Chart, then the device is considered to be “conditionally stable,” and the device designer must be concerned with instabilities, particularly outside the normal frequency range of operation.

If the data sheet includes noise parameters, a value will be given for the optimum input reflection coefficient to achieve minimum noise figure. Its symbol is $\Gamma_o$, or sometimes $\Gamma_{\text{opt}}$. But remember if you match this value of input reflection coefficient, you are likely to have far less gain than is achievable by the transistor. The input reflection coefficient for maximum gain is normally called $\Gamma_{\text{MS}}$ while the output reflection coefficient for maximum gain is normally called $\Gamma_{\text{ML}}$.

Another important noise parameter is noise resistance, which is given the symbol $R_n$ and is expressed in ohms. Sometimes in tabular form, you may see this value normalized to 50 $\Omega$, in which case it is designated $r_n$. The significance of $r_n$ can be seen in the formula $NF = NF_{\text{min}} + (4r_n |\Gamma_s - \Gamma_o|^2)/(1 - |\Gamma_s|^2)$, which determines noise figure $NF$ of a transistor for any source reflection coefficient $\Gamma_s$, if the three noise parameters—$NF_{\text{min}}, r_n$, and $\Gamma_o$ (the source resistance for minimum noise figure)—are known. Typical noise parameters taken from the MRF942 data sheet are shown in Figure 1-15.

The locus of points for a given $NF$ turns out to be a circle (the $NF_{\text{min}}$ circle being a point); thus, by choosing different values of $NF$, one can plot a series of noise circles on the Smith Chart. Incidentally, $r_n$ can be measured by measuring noise figure for $\Gamma_s = 0$ and applying the equation stated above.

A parameter found on most RF low power data sheets is commonly called the current gain-bandwidth product. Its symbol is $f_c$. Sometimes it is referred to as the cutoff frequency, because it is generally thought to be the product of low frequency current gain and the frequency at which the current gain becomes unity. While this is not precisely true (see Figure 1-16), it is close enough for practical purposes. And it is true that $f_c$ is an excellent figure-of-merit that becomes useful in comparing devices for gain and noise figure capability. High values of $f_c$ are normally required to achieve higher gain at higher frequencies, other factors being equal. To the device designer, high $f_c$ specs mean decreased spacing between emitter and base diffusions and they mean shallower diffusions—things that are more difficult to achieve in making an RF transistor.

### MRF 942

<table>
<thead>
<tr>
<th>$V_{CE}$ (Vdc)</th>
<th>$I_C$ (mA)</th>
<th>$f_c$ (MHz)</th>
<th>$NF_{\text{min}}$ (dB)</th>
<th>$Q_{\text{NF}}$ (MAG, ANG)</th>
<th>$\Gamma_o$ (MAG, ANG)</th>
<th>$R_N$ (ohms)</th>
<th>$NF_0$ ($\Omega$) (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>3</td>
<td>1000</td>
<td>1.3</td>
<td>16</td>
<td>.36 $\angle$ 94</td>
<td>17.5</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>2.0</td>
<td>11</td>
<td>.37 $\angle$ 145</td>
<td>15.5</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4000</td>
<td>2.9</td>
<td>8.0</td>
<td>.50 $\angle$ 134</td>
<td>21.5</td>
<td>4.3</td>
</tr>
<tr>
<td>15</td>
<td>1000</td>
<td>2.1</td>
<td>19</td>
<td>.25 $\angle$ 150</td>
<td>13</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>2.7</td>
<td>14</td>
<td>.26 $\angle$ 173</td>
<td>16.5</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4000</td>
<td>4.3</td>
<td>9.0</td>
<td>.46 $\angle$ 96</td>
<td>47</td>
<td>5.4</td>
<td></td>
</tr>
</tbody>
</table>

**FIGURE 1-15**

Typical noise parameters for the MRF942 transistor.
FIGURE 1-16
Small signal current gain versus frequency.

The complete RF low power transistor data sheet will include a plot of $f_r$ versus collector current. Such a curve (as shown in Figure 1-17) will increase with current, flatten, and then begin to decrease as $I_c$ increases, thereby revealing useful information about the optimum current with which to achieve maximum device gain.

Another group of characteristics associated with linear (or Class A) transistors has to do with the degree to which the device is linear. Most common are terms such as “$P_o$, 1 dB Gain Compression Point” and “Third Order Intercept Point” (or ITO, as it is sometimes called). More will be said about non-linearities and
distortion measurements in the section about linear amplifiers; however, suffice it to be said now that “Pe1 dB Gain Compression Point” is simply the output power at which the input power has a gain associated with it that is 1 dB less than the low power gain. In other words, the device is beginning to go into “saturation,” which is a condition in which increases in input power fail to realize comparable increases in output power. The concept of gain compression is illustrated in Figure 1-18.

The importance of the “1 dB Gain Compression Point” is that it is generally accepted as the limit of non-linearity that is tolerable in a “linear” amplifier, and leads one to the dynamic range of the low power amplifier. On the low end of dynamic range is the limit imposed by noise, and on the high end of dynamic range is the limit imposed by “gain compression.”

LINEAR MODULES: FUNCTIONAL CHARACTERISTICS

Let’s turn now to amplifiers and examine some specifications encountered that are unique to specific applications. Amplifiers intended for cable television applications are selected to have the desired gain and distortion characteristics compatible with the cable network requirements. They are linear amplifiers consisting of two or more stages of gain, each using a push-pull cascode configuration. Remember that a cascode stage is one consisting of two transistors in which a common emitter stage drives a common base stage. A basic circuit configuration is shown in Figure 1-19. Most operate from a standard voltage of 24 volts, and are packaged in an industry standard configuration shown in Figure 1-20. Because they are used to “boost” the RF signals that have been attenuated by the
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**FIGURE 1-18**
Linear gain and the 1 dB compression point.
losses in long lengths of coaxial cable (the losses of which increase with frequency), their gain characteristics as a function of frequency are very important. These are defined by the specifications of “slope” and “flatness” over the frequency band of interest. Slope is defined simply as the difference in gain at the high and low end of the frequency band of the amplifier. Flatness, on the other hand, is defined as the deviation (at any frequency in the band) from an ideal gain, which is determined theoretically by a universal cable loss function. Motorola normally measures the peak-to-valley (high-to-low) variations in gain across the frequency band, but specifies the flatness as a “plus, minus” quantity because it is assumed that cable television system designers have the capability of adjusting overall gain level.

FIGURE 1-20
Standard CATV amplifier package (case #714-04).
The frequency band requirements of a CATV amplifier are determined by the number of channels used in the CATV system. Each channel requires 6 MHz bandwidth (to handle conventional color TV signals). Currently available models in the industry have bandwidths extending from 40 to 550 MHz and will accommodate up to 77 channels, the center frequencies of which are determined by industry standard frequency allocations. (New state-of-the-art CATV amplifiers are currently being developed to operate at frequencies up to 1 GHz and 152 channels.)

Because CATV amplifiers must amplify TV signals and handle many channels simultaneously, these amplifiers must be extremely linear. The more linear, the less distortion that is added to the signal and, thus, the better the quality of the TV picture being viewed. Distortion is generally specified in three conventional ways: Second Order Intermodulation Distortion (IMD), Cross Modulation Distortion (XMD), and Composite Triple Beat (CTB). In order to better understand what these terms mean, a few words need to be said about distortion in general.

First, let’s consider a perfectly linear amplifier. The output signal is exactly the same as the input, except for a constant gain factor. Unfortunately, transistor amplifiers are, even under the best of circumstances, not perfectly linear. If one were to write a transfer function for a transistor amplifier—a typical input-output curve for which is shown in Figure 1-21—he would find the region near zero to be one best represented by “squared” terms (that is, the output is proportional to the square of the input.) And the region near saturation (that is, where the amplifier produces less incremental output for incremental increases in input) is best represented by “cubed” terms (that is, the output is proportional to the cube of the input). A mathematically rigorous analysis of the transfer function of an amplifier would include an infinite number of higher order terms. However, an excellent approximation is obtained by considering the first three terms, that is, make the assumption that we can write

\[ F(x) = k_1x + k_2x^2 + k_3x^3 \]
where $F$ is the output signal and $x$ is the input signal. $k_1$, $k_2$, and $k_3$ are constants that represent the transfer function (gain) for the first, second, and third order terms.

Now consider a relatively simple input signal consisting of three frequencies, each having a different amplitude: A, B, or C. (In the case of CATV amplifiers, there could be 50 to 60 channels, each having a carrier frequency, and associated modulation frequencies spread over a bandwidth approaching 6 MHz.) The input signal $x$ then equals $A\cos\omega_1 t + B\cos\omega_2 t + C\cos\omega_3 t$. For simplicity, let’s write this as $A\cos a + B\cos b + C\cos c$, where $a = \omega_1 t$, $b = \omega_2 t$, and $c = \omega_3 t$. If we apply this input signal to the transfer function and calculate $F(x)$, we will find many terms involving $x$, $x^2$, and $x^3$. The “$x$” terms represent the “perfect” linear amplification of the input signal. Terms involving $x^2$ when analyzed on a frequency basis result in signal components at two times the frequencies represented by $a$, $b$, and $c$. Also created by $x^2$ terms are signal components at frequencies that are the sums and differences of all combinations of frequencies represented by $a$, $b$, and $c$. These are called second order intermodulation components.

Likewise, the terms involving $x^3$ result in frequency components at three times the frequencies represented by $a$, $b$, and $c$. And there are also frequency components at sum and difference frequencies (these are called third order IMD). In addition, there are frequency components at $a + b + c$. These are called “triple beat” terms. And this is not all! A close examination reveals additional amplitude components at the original frequencies represented by $a$, $b$, and $c$. These terms can both “enhance” gain (expansion) or “reduce” gain (compression). The amplitude of these expansion and compression terms is such that we can divide the group of terms into two categories—“self-expansion/compression” and “cross-expansion/compression.” Self-expansion/compression terms have amplitudes determined by the amplitude of a single frequency, while cross expansion/compression terms have amplitudes determined by the amplitudes of two frequencies. A summary of the terms that exist in this “simple” example is given in Table 1-1.

Before going into an explanation of the tests performed on linear amplifiers such as CATV amplifiers, it is appropriate to review a concept called “intercept point.” It can be shown mathematically that second order distortion products have amplitudes that are directly proportional to the square of the input signal level, while third order distortion products have amplitudes that are proportional to the cube of the input signal level. Hence, it can be concluded that a plot of each response on a log-log scale (or dB/dB scale) will be a straight line with a slope corresponding to the order of the response. Fundamental responses will have a slope of 1, the second order responses will have a slope of 2, and the third order responses a slope of 3. Note that the difference between fundamental and second order is a slope of 1, and between fundamental and third order is a slope of 2. That is to say, for second order distortion, a 1 dB change in signal level results in a 1 dB change in second order distortion; however, a 1 dB change in signal level results in a 2 dB change in third order distortion. This is shown graphically in Figure 1-22. Using the curves of Figure 1-22, if the output level is
<table>
<thead>
<tr>
<th>Table 1-1</th>
<th>Terms in Output for Three-Frequency Signal at Input</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First Order Components</strong></td>
<td>$k_1A \cos a + k_1B \cos b + k_1C \cos c$</td>
</tr>
<tr>
<td><strong>Second Order Distortion Components</strong></td>
<td>$k_2A^2/2 + k_2B^2/2 + k_2C^2/2$</td>
</tr>
<tr>
<td></td>
<td>$k_2AB \cos(a+,-b) + k_2AC \cos(a+,-c) + k_2BC \cos(b+,-c)$</td>
</tr>
<tr>
<td></td>
<td>$k_2A^2 \cos 2a + k_2B^2 \cos 2b + k_2C^2 \cos 2c$</td>
</tr>
<tr>
<td><strong>Third Order Distortion Components</strong></td>
<td>$k_3A^3/4 \cos 3(a) + k_3B^3/4 \cos 3(b) + k_3C^3/4 \cos 3(c)$</td>
</tr>
<tr>
<td></td>
<td>$3k_3A^2B/4 \cos(2a+,-b) + 3k_3A^2C/4 \cos(2a+,-c)$</td>
</tr>
<tr>
<td></td>
<td>$3k_3B^2A/4 \cos(2b+,-a) + 3k_3B^2C/4 \cos(2b+,-c)$</td>
</tr>
<tr>
<td></td>
<td>$3k_3C^2A/4 \cos(2c+,-a) + 3k_3C^2B/4 \cos(2c+,-b)$</td>
</tr>
<tr>
<td></td>
<td>$3k_3ABC/2 \cos(a+,-b+,-c)$</td>
</tr>
<tr>
<td></td>
<td>$3k_3A^3/4 \cos a + 3k_3B^3/4 \cos b + 3k_3C^3/4 \cos c$ or Self Expansion ($k_i$ is $-)$</td>
</tr>
<tr>
<td></td>
<td>$3k_3AB^2/2 \cos(a) + 3k_3AC^2/2 \cos(b) \quad 6$ Cross Compression ($k_i$ is $+$) or</td>
</tr>
<tr>
<td></td>
<td>$3k_3BA^2/2 \cos(b) + 3k_3BC^2/2 \cos(b)$</td>
</tr>
<tr>
<td></td>
<td>$3k_3CA^2/2 \cos(c) + 3k_3CB^2/2 \cos(c)$</td>
</tr>
</tbody>
</table>

0 dBm, second order distortion is at $-30$ dBc and third order distortion is at $-60$ dBc. If we change the output level to $-10$ dBm, then second order distortion should improve to $-40$ dBc ($-50$ dBm), but third order distortion will improve to $-80$ dBc ($-90$ dBm). Thus, we see that a 10 dB decrease in signal has improved second order distortion by 10 dB and third order distortion by 20 dB.

Now for “intercept point.” We define the intercept point as the point on the plot of fundamental response and second (or third) order response where the two straight lines intercept each other. It is also that value of signal (hypothetical) at which the level of distortion would equal the initial signal level. For example, if at our point of measurement, the second order distortion is $-40$ dBc and the signal level is $-10$ dBm, then the second order intercept point is 40 dB above $-10$ dBm, or +30 dBm. Note in Figure 1-22 that +30 dBm is the value of the output signal at which the fundamental and second order response lines cross. The beauty of the concept of “intercept point” is that once you know the intercept point, you can determine the value of distortion for any signal level—provided you are in a region of operation governed by the mathematical relationships stated, which typically means IMDs greater than 60 dB below the carrier.

Likewise, to determine third order intercept point, one must measure third order distortion at a known signal level. Then, take half the value of the distortion (expressed in dBc) and add to the signal level. For example, if the signal level is +10 dBm and the third order distortion is $-40$ dBc, the third order intercept point is the same as the second order intercept point or $10$ dBm + 20 dB = 30 dBm. Both second order and third order intercept points are illustrated in Figure 1-22 using the values assumed in the preceding examples. Note, also, that in general, the intercept points for second and third order distortion will be different.
because the non-linearities that create second order distortion are usually different from those that create third order distortion. However, the concept of intercept point is still valid; the slopes of the responses are still 1, 2, and 3 respectively, and all that needs to be done is to specify a second order intercept point different from the third order intercept point.

With this background information, let’s turn to specific distortion specifications listed on many RF linear amplifier data sheets. If the amplifiers are for use in cable television distribution systems, as previously stated, it is common practice to specify Second Order Intermodulation Distortion, Cross Modulation Distortion, and Composite Triple Beat. We will examine these one at a time.

First, consider Second Order Intermodulation Distortion (IMD). Remember these are unwanted signals created by the sums and differences of any two frequencies present in the amplifier. IMD is normally specified at a given signal output level and involves three channels: two for input frequencies and one to measure the resulting distortion frequency. The channel combinations are standardized in the industry, but are selected in a manner that typically gives a worst case condition for the second order distortion results. An actual measurement consists of creating output signals (unmodulated) in the first two channels listed and looking for the distortion products that appear in the third channel. If one wishes to predict the second order IMD that would occur if the signals were stronger (or weaker), it is only necessary to remember the 1:1 relationship that led to a Second Order Intercept Point. In other words, if the specification guarantees an IMD of $-68 \text{ dB max}$ for a $V_{\text{out}} = +46 \text{ dBmV per channel}$, then one would expect an IMD of $-64 \text{ dB max}$ for a $V_{\text{out}} = +50 \text{ dBmV per channel}$, etc.
Cross Modulation Distortion (XMD) is a result of the cross-compression and cross-expansion terms generated by the third order non-linearity in the amplifier's input-output transfer function. In general, the XMD test is a measurement of the presence of modulation on an unmodulated carrier caused by the distortion contribution of a large number of modulated carriers. The actual measurement consists of modulating each carrier with 100% square wave modulation at 15.75 kHz. Then the modulation is removed from one channel and the presence of residual modulation is measured with an amplitude modulation (AM) detector such as the commercially available Matrix RX12 distortion analyzer. Power levels and frequency relationships present in the XMD test are shown in Figure 1-23.

Composite Triple Beat (CTB) is quite similar to XMD, except all channel frequencies are set to a specific output level without modulation. Then, one channel frequency is removed and the presence of a signal at the frequency of the removed channel is measured. The signals existing in the “off” channel are a result of triple beats (the mixing of three signals) among the host of carrier frequencies that are present in the amplifier. A graphical representation of the CTB test is shown in Figure 1-24.

European cable television systems usually invoke an additional specification for linear amplifiers, which is called the DIN test. DIN is a German standard meaning “Deutsche Industrie Norm” (German Industrial Standard); the standard that applies for CATV amplifiers is #45004B. DIN45004B is a special case of a three-channel triple beat measurement in which the signal levels are adjusted to produce a −60 dBC distortion level. An additional difference from normal triple beat measurements is the fact that the levels are different for the three combining signals. If we call the four frequencies involved in the measurement F, F1, F2, and Fm, then F is set at the required output level that, along with F1 and F2, leads to a distortion level 60 dB below the level of F, and F1 and F2 are adjusted to a level 6 dB below the level of F. Distortion is measured at the frequency Fm. Frequency relationships (used by Motorola) between F, F1, F2, and Fm are as follows: F1 = F
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- 18 MHz; $F_2 = F - 12$ MHz and $F_M = F + F_2 - F_1$. Figure 1-25 illustrates the frequency and power level relationships that exist in the DIN test.

Linear amplifiers aimed at television transmitter applications will generally have another distortion test involving three frequencies. Basically, it is another third order intermodulation test with power levels and frequencies that simulate a TV signal. Relative power levels and frequencies are shown in Figure 1-26.

Thermal resistance ratings of CATV modules (as well as power modules described in the next section) are, perhaps, conspicuous by their absence. Because the amplifiers have several heat sources that are contained within the amplifier, it is necessary for the user to provide sufficient heat sinking to the case of the amplifier such that the operating case temperature never exceeds its maximum rating. Actual power dissipation can be determined by considering the operating voltage and the maximum current rating of the device. RF power output of most
CATV modules is at most a few milliwatts, which means that most of the power consumed by the module is dissipated in the form of heat. Typically, this power dissipation runs in the range of 5 watts for conventional modules such as the MHW5122A, but can increase to 10 watts for a power doubler such as the MHW5185.

Because linear (and power) modules have inputs and outputs that are matched to standard system impedances (75 Ω for CATV amplifiers and 50 Ω for power amplifiers), test circuits and fixtures are generally less important than for discrete devices. Basically, test fixtures for modules are simply means of making RF and D.C. power connections to the module being tested. It is important if you build your own test fixture that you carefully decouple the D.C. power lines and that you provide adequate heat sinking for the D.U.T. However, if the fixture is for linear modules involving low values in input and output VSWR, then it is extremely important, for accuracy, that the input and output networks (lines and connectors) be designed to exhibit return losses greater than 35 dB. Motorola modifies the RF connectors used in the fixture and, then, calibrates their fixtures to be sure that the fixture does not introduce errors in measuring module return loss.

**POWER MODULES: FUNCTIONAL CHARACTERISTICS**

Power modules are generally used to amplify the transmit signals in a two-way radio to the desired level for radiation by the antenna. They consist of several stages of amplification (usually common emitter, Class C except for some low level stages that are Class A) combined in a hybrid integrated assembly with nominally 50 Ω RF input and output impedances. Selection of a module involves choosing one having the proper operating voltage, frequency range, output
Understanding RF Data Sheet Parameters

Power modules for mobile and portable radios also have unique specifications related to their applications. One of the most significant is that of stability. The stability of a module is affected not only by its design, but also by many external factors (such as load and source impedances), by the value of supply voltage, and by the amount of RF input signal. External factors influencing stability are highlighted in Figure 1-27. Combinations of these factors over a range of values for each factor must be considered to be certain the module will remain stable under typical conditions of operation. The greater the range of values for which stability is guaranteed, the more stable the module. Of particular importance is the degree of load mismatch that can be tolerated as evidenced by the stated value of load VSWR (the larger the value, the better). Stability specifications are generally evaluated thoroughly during the preproduction phase and then are guaranteed but not tested on a production basis.

Efficiency is becoming an increasingly important specification, particularly in modules for portable radio applications. The correct way to specify efficiency is to divide the RF power out of the module by the total RF and D.C. powers that are put into the module. Efficiency is generally specified at rated output power because it will decrease when the module is operated at lower power levels. Be careful that the specification includes the current supplied for biasing and for stages other than the output stage. Overlooking these currents (and the D.C. power they use) results in an artificially high value for module efficiency.

Most power module data sheets include a curve of output power versus temperature. Some modules specify this “power slump” in terms of a minimum power output at a stated maximum temperature; others state the maximum permissible decrease in power (in dB) referenced to rated power output. It is important to note the temperature range and the other conditions applied to the specification before passing judgment on this specification.

Generally, power modules, like linear modules, do not have thermal resistance specified from die to heatsink. For multiple stage modules, there would need to be a specific thermal resistance from heatsink to each die. Thermal design of the module will take care of internal temperature rises provided the user adheres to
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External factors affecting amplifier stability.
the maximum rating attached to the operating case temperature range. This is an extremely important specification, particularly at the high temperature end, because of two factors. First, exceeding the maximum case temperature can result in die temperatures that exceed 200°C. This, in turn, will lead, at a minimum, to decreased operating life and, at a maximum, to catastrophic failure as a result of thermal runaway destroying the die. Second, hybrid modules have components that are normally attached to a circuit board and the circuit board attached to the flange with a low temperature solder, which may become liquid at temperatures as low as 125°C. Again, the power to be dissipated can be determined by considering the RF output power and the minimum efficiency of the module. For example, for the MHW607, output power is 7 watts and input power is 1 mW; efficiency is 40% minimum. Thus, the D.C. power input must be \( \frac{7}{0.4} = 17.5 \) watts. It follows that power dissipation would be \( 17.5 - 7 = 10.5 \) watts worst case.

Storage temperature maximum values are also important as a result of the melting temperatures of solder used in the assembly of the modules. Another factor is the epoxy seal used to attach the cover to the flange. It is a material similar to that used in attaching caps for discrete transistors and, as stated earlier, is known to deteriorate at temperatures greater than 150°C.

Modules designed for use in cellular radios require wide dynamic range control of output power. Most modules provide for gain control by adjusting the gain of one (or two) stages by means of changing the voltage applied to the stage(s). Usually, the control is to vary the collector voltage applied to an intermediate stage. A maximum voltage is stated on the data sheet to limit the control voltage to a safe value. This form of gain control is quite sensitive to small changes in control voltage, as is evidenced by viewing the output power versus control voltage curves provided for the user (an example is shown in Figure 1-28). An alternative control procedure that uses much less current is to vary the base-to-emitter voltage of the input stages (which are generally Class A) as illustrated in Figure 1-29. This is of particular significance in portables because of the power dissipated in the control network external to the module.
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**FIGURE 1-28**

Output power versus gain control voltage.
While not stated on most data sheets, it is always possible to control the output power of the module by controlling the RF input signal. Normally, this is done by means of a PIN diode attenuator. Controlling the RF input signal allows the module to operate at optimum gain conditions, regardless of output power. Under these conditions, the module will produce less sideband noise, particularly for small values of output power, when compared to the situation that arises from gain control by gain reduction within the module.

Noise produced by a power module becomes significant in a duplexed radio in the frequency band of the received signal (see Figure 1-30). A specification becoming more prominent, therefore, in power modules is one that controls the maximum noise power in a specified frequency band a given distance from the

FIGURE 1-29
Output power versus control voltage.

FIGURE 1-30
Noise power in receiving bandwidth.
transmit frequency. Caution must be taken in making measurements of noise power. Because the levels are generally very low (−85 dBm), one must be assured of a frequency source driving the module that has extremely low noise. Any noise on the input signal is amplified by the module and cannot be discerned from noise generated within the module. Another precaution is to be sure that the noise floor of the spectrum analyzer used to measure the noise power is at least 10 dB below the level to be measured.⁹

**DATA SHEETS OF THE FUTURE**

World-class data sheets in the next few years will tend to provide more and more information about characteristics of the RF device; information that will be directly applicable to the engineer in using the device. Semiconductor manufacturers such as Motorola will provide statistical data about parameters showing mean values and sigma deviations. For discrete devices, there will be additional data for computer-aided circuit design such as SPICE constants. The use of typical values will become more widespread, and the availability of statistical data and the major efforts to make more consistent products (six-sigma quality) will increase the usefulness of those values.
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RF Transistor Fundamentals

WHAT'S DIFFERENT ABOUT RF TRANSISTORS?

Whether selecting a device to amplify RF signals to high power levels or low power levels where noise is a factor, today’s engineers are totally committed to solid state devices. Only at extremely high power levels (in excess of typically 1 kW) are vacuum tubes or other forms of amplification taken into consideration. The world of the bipolar transistor—and, more recently, the FET—has revolutionized the way RF engineers design circuits that amplify, oscillate, switch, or process RF signals in myriad ways.

Today’s RF bipolar transistors—and even RF FETs—are manufactured using processes similar to those used to make low frequency transistors, regardless of whether they are low power or high power. So what’s different about them? For one thing, they are made with epitaxial material to more precisely control material properties. More importantly, they are designed with “small” horizontal and vertical structures to permit them to function at RF frequencies. Finally, they are placed in special packages that are designed to minimize the effect of the package in high frequency applications.

The small horizontal structures of RF transistors consist of large amounts of emitter periphery “packed” into a given base area, with the end result being very high power densities in small areas. This results (for power devices) in special considerations being required to handle the power dissipation and maintain the die temperature below a safe maximum value (typically 200ºC, as discussed in Chapter 5, “Reliability Considerations”).

Fundamental to RF transistor die and package design are the effects created by the electrical quantities called inductance and capacitance. These quantities have little effect in low frequency applications, but become increasingly paramount as frequency increases. Electrical engineers understand this phenomenon, which manifests itself in the form of inductive reactance (which increases linearly with frequency) and capacitive reactance (which is inversely proportional to frequency) and learn to live with it in all RF applications.

Unfortunately, in the world of radio frequencies, things are not always what they seem to be. Resistors take on the properties of inductance (and possibly some capacitance), capacitors take on the properties of resistance (and even inductance), and inductors become capacitors, etc. It is not at all uncommon for a capacitor (particularly one with leads) to reach a frequency above which it behaves like an inductor. Equivalent circuits are obviously frequency dependent. So
if there really is “black magic” in RF, it’s because of these kinds of component properties, which tend to bewilder and confuse the user.

The first thing you will notice when you try to select an RF transistor is that there are frequently different sets of devices for different frequency regions. Transistors having similar voltages of operation, similar gains, similar output powers, and even similar packages exist for different frequency ranges. Different transistors are made to operate from different voltage sources also. This is most notable in high power transistors, where you can readily obtain transistors for use at 7.5 volts, 12.5 volts, 28 volts, and, in some instances, 50 volts. Generally, it is easier in a silicon bipolar transistor to obtain gain at a given frequency with a high voltage transistor than it is with a low voltage transistor. However, high voltage transistors won’t operate efficiently, nor will they deliver rated power out, if they are used at lower than rated voltages.

The second thing you will notice about RF transistors is their price. Discrete RF transistors generally cost significantly more money than discrete low frequency transistors, whether they be low power or high power. We’ve already touched on one of the reasons—“tight” horizontal structures and “shallow” vertical structures that make the RF transistor die more difficult to manufacture. The second, and probably more significant, factor is the package cost. Again, the major cost in RF packages is associated with high power parts where the manufacturer must not only contend with minimizing package parasitics, but must also provide adequate power dissipation capability for the high dissipated powers that are encountered.

Finally, what’s different about RF transistors also has to do with their use. For low frequency, low power transistors, all the user has to do is to provide proper voltages to the elements to create an amplifier. For low frequency, high power transistors, the user only needs to provide voltages and properly mount the device to dissipate power. By contrast, the RF circuit designer must match the transistor at both input and output. And to make matters worse, the “match” is dependent on frequency! Single frequency matches are relatively simple; broadband matches can be quite complex and difficult to design, but also difficult to implement.

**TRANSISTOR CHARACTERISTICS IN SPECIFIC APPLICATIONS**

**Low Power**

Several factors enter into the selection of a transistor for an RF application. The most obvious is the application itself. If the intent is to design a low noise amplifier, then the criteria for choice will be the frequency of operation and the value of noise figure. Probably the most practical consideration is to choose a transistor which the manufacturer has characterized with the necessary noise parameters which are the minimum noise figure at a frequency, the noise resistance $R_n$ and the source resistance for minimum noise figure, $\Gamma_o$ (see Chapter 1, “Understanding RF Data Sheet Parameters,” and Chapter 13, “Small Signal Amplifier De-
Short designation,” for additional comments). Frequently, the transistor manufacturer will plot gain and noise figure contours for a specified bias condition and frequency of operation. These are extremely helpful in making the necessary tradeoff between optimum gain and optimum noise figure when actually designing the low noise stage (also see Chapter 13).1,2

Choosing a transistor for other low power applications is generally simpler than for either low noise or high power because the choices are fewer. Most low power transistors have similar breakdown voltages, although a few are designed for higher voltage use. Occasionally, you will find a special low power transistor that is designed to operate at very low voltages and low current. But generally, all you need to do is select a low power transistor that has sufficient current rating for your intended application and that has a high enough cutoff frequency, $f_c$, to provide the desired gain at the frequency of operation. If the application is switching, then the higher the cutoff frequency, generally the faster the switching capability of the device.

A most important consideration when choosing a low power transistor is the package type. The same die is frequently offered in metal cans, plastic SOEs (stripline opposed emitter), surface mount, and hermetically sealed metal-ceramic packages. Generally, the smaller the package, the lower the package parasitic and the better the RF performance of the die, especially at higher frequencies. The choice is up to you. RF transistor packages will be discussed in more detail in Chapter 6, “Construction Techniques.”

**High Power**

High power (greater than 1 watt) RF transistors are offered in a wider variety of choices and, thus, present additional problems in device selection. The major distinctions are in voltage of operation, frequency of operation, and output power. Other factors also enter into the selection process. Some of these are the linearity and bandwidth required (assuming the application is an amplifier), the efficiency, the ruggedness (which is the ability of the transistor to withstand unfavorable load environments—also see Chapter 1), the thermal requirements for reliability, and, of course, the type of package.

The operating voltage is usually a pre-determined specification, but in some applications, such as fixed location transmitters, there may be a choice. In such cases, the designer must determine the advantages and disadvantages of low voltage and high voltage designs. There is no considerable difference in the input impedance and matching in each case, but the output impedance is highly dependent on the voltage of operation and power output level. Thus, depending on the power level in question, one should select an operating voltage resulting in the lowest impedance transformation required to the load impedance (usually 50 Ω). In multistage designs, the drivers and predrivers are often operated at a lower supply voltage than the power amplifier stage, partly due to their naturally higher output impedances. This results in a closer match to the input of the following stage.4
The choice with respect to frequency of operation is straightforward. Manufacturers generally grade high power RF transistors by frequency as well as by voltage. One must then choose a transistor that will have adequate gain at the desired frequency of use. It is always possible to use a “high” frequency transistor at a lower frequency of operation; however, in this case, the user must concern himself with stability, ruggedness, and cost. RF transistors generally have a gain capability that decreases with increasing frequency. If they are used at frequencies below their normal range of operation, the gain will be higher and may create instabilities. High frequency transistors are built using shallower diffusions, lower collector resistivity, and less emitter ballasting—all the things necessary in device design to achieve greater amplification at higher frequencies. Unfortunately, these are also the opposites of device design to improve the ruggedness of a transistor. Gain and ruggedness at a given frequency are a tradeoff in device design. You give up one to get the other. Finally, high frequency transistors cost more than lower frequency transistors, all other factors being equal. So, choose a transistor that will give you desired gain at a frequency but not more (assuming you have a choice).5

The third major factor, output power, is also obvious. You must choose a transistor that will give you sufficient output power. In designing an amplifier lineup, you should always start at the output stage and work back from that point in selecting transistors. The gain available from the output transistor then sets the requirements for the driver stage, etc.4,6,7

**BANDWIDTH CONSIDERATIONS IN SELECTING TRANSISTORS**

Generally, circuit design determines bandwidth. However, at higher frequencies, the Q of the input impedance of a power transistor increases, thereby making it more difficult to achieve broadband circuit designs. As the power transistor gets larger and larger (higher and higher power), and is designed to operate at higher and higher frequencies, the result is a continual decrease in the input and output impedances of the device. Think of it this way: higher power transistors are simply increased numbers of low power transistors connected in parallel. Resistors in parallel result in a lower overall resistance; capacitors in parallel result in a higher overall capacitance. The net result is an input impedance for high power, high frequency transistors that is too low to be practical for circuit designers who have access only to the terminals of the transistor. A commonly used procedure for selecting an RF transistor is shown as a flow chart in Figure 2-1.

High power RF transistor manufacturers have alleviated the problem of low input impedance and high Q of high power, high frequency transistors by placing impedance-matching networks inside the device package in close proximity to the die. The purpose of these matching networks is to not only raise the impedance of the transistor as seen at the edge of the package, but also to transform the impedance values to reduce the reactive components and thereby decrease Q. By choosing an internally matched transistor for your circuit design, you will have
Flow chart of a possible procedure to be used in selecting an RF transistor for a specific application.

less difficulty in achieving broadband circuits over the frequency range specified for device operation.

In general, bipolar transistors designed for VHF and rated for 40 to 50 watts or higher use internal matching techniques. At UHF, the corresponding numbers are 10 to 20 watts, and at 800 MHz about 5 watts. The internal matching networks are low-pass filters usually optimized for the high end of the specified spectrum range, where the power gain and impedance levels are the lowest. Most RF power devices specified for operation below 1 GHz employ only internal input matching, but internal output matching is also adapted to higher power UHF transistors and most microwave devices. The input-matching network normally consists of an LCL combination, where L is the distributed inductance of the die bonding wires and C is a metal oxide capacitor (MOS). The same guidelines are used for the output-matching network designs. Matching networks are illustrated in simplified form in Figure 2-2.

It is obvious that these internal matching networks place some bandwidth limitations on the device’s operation, particularly at frequencies above the rated limits of operation. For example, a matched transistor designed for operation in the 225 to 400 MHz frequency range should perform well within this band. However, above 400 MHz, the power gain will drop sharply and the base to emitter impedance will increase in its reactive component to a point where the given drive power cannot be transferred to the die itself. Somewhere, at an even higher frequency, the internal matching network will have a point of resonance, where the input impedance becomes extremely high and the device’s power gain is minimal. Below the low end of the specified operating range, the internal matching network has a diminishing effect. However, at some intermediate frequency (100
FIGURE 2-2
Electrical models of an unmatched transistor (A) and one employing internal input matching (B). X₁ and X₂ represent the standard base and emitter wire bonds. In (B), X₁ and X₃ represent wire bond loops whose heights must be closely controlled. X₄ is a MOS capacitor with typical values of 150 to 500 pF for UHF and up to 2,000 pF for VHF.

To 200 MHz in this case), the matching network may result in an even lower input impedance than it would be without internal matching. This is due to the lesser effect of the series L’s and the remaining shunt C. Going further down in frequency, the effect of the internal L’s and C’s will get to a point where a normal input impedance is approached. From the above discussion, one can see that internally matched transistors may be difficult to use for bandwidths wider than those for which the transistor was originally designed. It is true that there are certain design techniques for external circuitry to allow matched transistors to be used at lower frequencies and for extended bandwidths with somewhat compromised performance, but such matching circuitry is usually complex. Furthermore, one must know the device’s impedance profile at these frequencies, which is not given in most data sheets.

A much lesser known factor in choosing matched transistors has to do with their input Q. Matched transistors are intended to be broadband over their specified frequency range of operation. However, not all RF power transistors are matched the same inside the package. Compare, for example, the input impedances of the two 15-watt, UHF, 12.5-volt devices shown in Figure 2-3.

On the surface, one might think the MRF641 would be easier to match because the \( R_p \) is over three times higher than that of the MRF654. (Formulas for \( R_p \) and Q for matching networks are discussed in Chapter 7, “Power Amplifier Design”). However, if we computed Q for a single section LC impedance-matching circuit, it would be 1 for the MRF641 and 2.5 for the MRF654. This tells us that the internal matching network of the MRF641 is limiting the bandwidth, while the MRF654 could benefit from two LC matching sections, which would result in an overall Q of 1.3.

Using the Motorola Impedance Matching Program discussed in Chapter 8, “Computer-Aided Design Programs,” it can be shown that for 20 dB return loss, the bandwidth achievable with a single LC matching network is 35 MHz for the MRF641, but 60 MHz for the MRF654. By using two stages of LC matching, the MRF654 bandwidth can be improved to 120 MHz; however, the MRF641 shows no improvement.
Another consideration when choosing a transistor that has internal matching is the change in impedances versus frequency. If the internal matching network has a high Q, it is possible to achieve an overall Q at the package edge that is very good, but you still can’t improve the match. Old-time design engineers who use Smith Charts recognize this problem when they plot the input impedance points versus frequency and note that they are scattered instead of being tightly grouped.

An example of this problem is shown in Figure 2-4. Here, die impedances are transformed by the internal matching network to produce an exceptionally low input Q. This sounds good until one examines the large spread in real and imaginary components of the input impedance as functions of frequency. A transistor having this kind of input impedance would be extremely difficult—if not impossible—to match over a band of frequencies!

While the input Q does not change appreciably, the real component of the impedance changes by a factor of 2, and the reactive component changes by a factor of 3! WHEN CHOOSING RF POWER TRANSISTORS, BOTH THE Q AND THE CHANGE IN IMPEDANCE VERSUS FREQUENCY NEED TO BE EVALUATED. HIGH Q’S OR LARGE CHANGES IN IMPEDANCE VERSUS FREQUENCY WILL MAKE A DEVICE BANDWIDTH LIMITED.

FIGURE 2-3
Input impedances of two matched RF power transistors.

<table>
<thead>
<tr>
<th>Frequency (MHz)</th>
<th>MRF641 R_p Q</th>
<th>MRF654 R_p Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>440</td>
<td>0.9 + j5.1</td>
<td>2.7 + j3.0</td>
</tr>
<tr>
<td>470</td>
<td>1.1 + j5.1</td>
<td>2.7 + j3.6</td>
</tr>
<tr>
<td>490</td>
<td>1.3 + j5.6</td>
<td>2.7 + j3.6</td>
</tr>
<tr>
<td>512</td>
<td>1.7 + j6.4</td>
<td>2.5 + j3.9</td>
</tr>
</tbody>
</table>

FIGURE 2-4
A comparison of two internally matched transistors.
Thus, it can be said in conclusion, when choosing RF power transistors with internal matching, both the input Q and the change of impedance versus frequency need to be evaluated. High Q's OR large changes in impedance versus frequency will make a device bandwidth limited.

**MOSFETs VERSUS BIPOLARS IN SELECTING A TRANSISTOR**

It appears that extremely wideband amplifier designs are possible only with MOSFETs (metal oxide semiconductor field effect transistor; much more will be said about RF power MOSFETs in subsequent chapters of this book). For RF power purposes they have been available for over 20 years, although most of the technology breakthrough occurred within approximately the five years before the first edition of this book was published. No internal impedance matching is employed with MOSFETs, except in rare cases at 800 to 900 MHz and higher frequencies. Such data sheet bandwidth specifications as 2 to 175 MHz, 100 to 500 MHz, and 30 to 90 MHz are misleading since all unmatched MOSFETs (as well as bipolar transistors) are operable down to D.C. if stability can be maintained. They can also be used at higher than the specified frequency limit, keeping in mind the normal 5 dB per octave power gain rolloff. Since the input impedance of a MOSFET is several times higher than that of a comparable bipolar transistor without internal input matching, multi-octave bandwidths can easily be realized with proper circuit design. Because a MOSFET is a high voltage device by its nature (high $R_{DS(on)}$ compared to bipolars $V_{CE(sat)}$), the performance in low voltage operation may be challenged by its bipolar counterpart.

**OTHER FACTORS IN RF POWER TRANSISTOR SELECTION**

Efficiency and linearity are usually dictated by the type of modulation used in the signal to be amplified. The three most commonly used methods of modulation in communications equipment (see Chapter 4, “Other Factors Affecting Amplifier Design”) are frequency modulation (FM), amplitude modulation (AM), and single sideband (SSB). FM is the simplest and does not place any linearity requirements on the amplifying devices. In fact, the whole amplifier chain can be operated in Class C or any other class not requiring bias idle current for the devices. The low angle of conduction results in improved efficiency over Classes A and AB. The modulation is usually accomplished by varying the frequency of the oscillator generating the low-level carrier to be amplified. The only requirement for an amplifying device chain of an FM transmitter is for the devices to have a proper power gain to provide a drive signal at a correct level for each stage. In some instances, each amplifying stage—except possibly the power amplifier—is designed to have 1 to 2 dB of excess gain resulting in overdrive and saturation of the stages. This results in less critical power gain selection for the amplifying devices and reduces the possibility of any unwanted AM reaching the power ampli-
Typical RF transistor lineups. In Part A, the power amplifier and driver are high level amplitude modulated, requiring high breakdown voltages, such as is customary for devices made for 50-volt operation. Part B shows a lineup for FM broadcast with all devices operating from a 28-volt supply. Part C represents a standard arrangement for UHF land mobile use.
30 to 35 watts, resulting in a $P_{\text{out}}$ level of only 7 to 9 watts at the carrier level. The same is true in SSB, but the devices are usually specified for the peak envelope power (PEP) level. The difference between PEP and average is only 1 to 2. In so-called “high level” AM, only the power amplifier stage and, sometimes, the driver are modulated and must be linear, whereas the predistorters can operate in a class of nonlinearity. The semiconductor industry specifies device linearity for SSB as distortion below one of the test tones (Military Standard [MIL STD] 1131, version A, test method 2204B) and in some cases below the peak power (Electronic Industry Association [EIA] method). There is a 6-dB difference in the specifications between the two test methods, the MIL STD being the more stringent. These distortion specifications do not directly apply to the carrier AM operation, but if there is a degradation in linearity, it would be only the result of thermal effects. The Federal Communications Commission (FCC) has specific regulations for AM and SSB transmitters depending on their frequency of operation and the power output levels. Since the device data sheet specifications for linear devices only refer to two-tone testing, and give specs such as 30 dB below the peak power, etc., it is up to the designer to determine at what power level the device can be operated to meet the FCC regulations. For example, if a device is specified for a power output at $-30$ dB intermodulation distortion, its power output must be degraded in order to achieve $-35$ dB or higher. These different methods of modulation, along with their associated waveforms and spectrum coverages, are described in Chapter 4.

In addition to amplitude modulated systems for voice transmission, linearity is even more important in video transmitters. There are a large number of solid state television transmitters and translators in use for bands 1 (54 to 88 MHz) and 3 (174 to 216 MHz), and an increasing number for UHF (up to 806 MHz in the U.S.). The aural portion of the signal employs frequency modulation as in FM broadcast voice transmission, and is usually amplified by a separate amplifier chain in order to achieve higher efficiency and to reduce the dissipation in the video amplifier chain. The low-level video amplifier stages up to 100 watts or so are mostly operated in Class A for good linearity and low phase distortion, which are critical in video transmission. There are a number of solid state devices available for such application from various manufacturers, giving the necessary distortion data measured under triple-tone (beat) conditions. The Class A stage(s) drives the final power amplifiers, which can be arranged in a number of ways for power combining to achieve multi-kilowatt power levels. These final power amplifiers are almost always operated in Class AB for increased efficiency and lower power consumption. It appears that there are not many solid state devices available specifically designed for Class AB video amplifier use. A designer must more or less determine the suitability of each device from its $P_{\text{in}} - P_{\text{out}}$ graphs or two-tone test data for low frequency modulated applications. The synchronization pulses represent the peak power output, and the white picture level the lowest, or 5 to 10% of the peak. The required linearity for these is much easier to achieve than for the “black” level signals. Black level signals vary between the white level and the sync pulses in amplitude and have an average amplitude of 68 to 75% of the peak power output (sync pulses). All amplifying
devices have a varying phase shift versus amplitude characteristic, but it is probably more predominant with solid state devices than with vacuum tubes. Thus, phase correction circuitry is required and it can be most easily done in the low-level drivers.
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FETs and BJTs: Comparison of Parameters and Circuitry

TYPES OF TRANSISTORS

Because solid state RF power transistors now consist of two basic types of devices, namely bipolar junction and field effect, it is appropriate to discuss and compare their parameters and performance. In certain applications, the bipolar junction transistor (BJT) will without a doubt yield superior performance, whereas in other areas, a field effect transistor (FET) will do a better job. There are only two types of BJTs commercially available today. These are based on silicon technology and are either NPN or PNP polarities. PNP transistors (despite their inferior performance over NPN types) are primarily used in land mobile communications equipment requiring a positive ground system. All UHF and higher frequency devices are of the NPN polarity due to their higher mobility of electrons as majority carriers, which translates to higher $f_h$ and improved high frequency power gain.

There are far more types of FETs commercially available for RF power use. These include a late newcomer, SIT (static induction transistor), which is a version of a depletion mode junction FET and the MESFET (metal gate Schottky FET). The latter is usually made of gallium arsenide and is also a depletion mode type. Another depletion mode device is the standard junction FET, which is only practical in low power use for predrivers and mixers, etc. The vertical channel silicon MOSFET is the most common RF power FET. It comes in a number of varieties of die structures, each having slightly different characteristics in $R_{DS(on)}$ and the various capacitances. The vertical channel MOSFET has been on the market since around 1975, and has seen numerous improvements regarding its performance and manufacturability.

There is also a lateral channel power MOSFET in existence. It consists of a series of small signal FETs connected in parallel on a single chip. Due to its lateral channel structure, it consumes more die area for a given power rating than the vertical channel device and, therefore, is less cost effective. However, the lateral FET features extremely low feedback capacitance ($C_{RSS}$), which results in increased stability and higher gain at high frequencies. Both of these silicon MOSFETs are enhancement mode devices, meaning their gates require positive voltages with respect to the sources in order for the drain-source channel to con-
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Conversely, a depletion mode FET conducts when the gate and source are at an equal potential, and requires a negative gate voltage for turn off (depletion).

COMPARING THE PARAMETERS

One main difference between a BJT and a MOSFET in RF amplifier use is the need for base/gate bias voltage. A BJT only requires base bias when linear operation is desired and there is very little difference in its power gain between a biased (Class A, AB, or B) and an unbiased condition (Class C). In an unbiased enhancement mode FET, the gate input voltage swing must overcome the gate threshold voltage to turn the FET “on” with its positive peaks. Some FETs have their gate threshold voltages specified as high as 6 volts. If the D.C. gate voltage is brought closer to its threshold level, a smaller voltage swing is necessary to overcome it. Since in each case the gate-source RF impedance is about the same, the actual power gain can vary as much as 5 to 6 dB, depending on the initial threshold voltage and the frequency of operation. For linearity, a FET also needs to be biased to some idle current in Class A or AB operation. The bias source may be a simple resistor divider since no D.C. current is drawn, whereas a BJT requires a constant voltage source of 0.65 to 0.70 volts with a current capacity of $I_c \text{(peak)}/h_{FE}$. A summary of specific characteristics of each device type is presented in Table 3-1. Note that the table focuses only on silicon MOSFETs in the FET category, and some of the characteristics may not apply to JFETs and other depletion mode FETs. Similar electrical sizes for each are assumed for the impedance comparison.

Most RF power design engineers accustomed to circuit design with BJTs are slowly beginning to look at the FET designs and learn about the differences in parameters and behavior between the two types of semiconductors. Circuit design with each type is very similar. The same RF design practices, such as grounding, filtering, bypassing, and creating a good circuit board layout, apply in each case. Precautions must be taken with each type of device when designed into a particular application. The FETs are sensitive to gate rupture. Rupture can be caused by excessive D.C. potential or an instantaneous transient between the gate and the source. This can be compared to exceeding the voltage rating of a capacitor, which usually results in a short or leakage. A power FET can be “restored” in some instances by applying a voltage lower than the rupture level between the gate and the source. It must be at a sufficient current, but not higher than 1 to 1.5 A to clear the gate short. A higher current would fuse one of the bonding wires to the area of the short on the die. A number of cells will always be destroyed, but with larger devices, such as 30 W and higher, no difference in performance may be noticed. Long-term reliability after such an operation may be jeopardized and is not recommended in cases where very high reliability is required.
### Table 3-1 Bipolar Transistor and RF Power MOSFET Characteristics When Used as RF Amplifiers

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Bipolar</th>
<th>MOSFET</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{in} \cdot R_{s}/X_s$ (2.0 MHz)</td>
<td>3.80 – j2.0 Ohms</td>
<td>19.0 – j3.0 Ohms</td>
</tr>
<tr>
<td>$Z_{in} \cdot R_{s}/X_s$ (150 MHz)</td>
<td>0.40 + j1.50 Ohms</td>
<td>0.60 – j0.65 Ohms</td>
</tr>
<tr>
<td>$Z_{0}$ (Load Impedance)</td>
<td>Nearly equal for each transistor, depending upon supply voltage and power output.</td>
<td>Required for linear operation. Low current source, such as a resistor divider, is sufficient. Gate voltage can be varied to provide an automatic gain control (AGC) function.</td>
</tr>
<tr>
<td>Biasing</td>
<td>Not required, except for linear operation. High current ($I_c/h_{FE}$) constant voltage source necessary.</td>
<td>Required for linear operation. Low current source, such as a resistor divider, is sufficient. Gate voltage can be varied to provide an automatic gain control (AGC) function.</td>
</tr>
<tr>
<td>Linearity</td>
<td>Low order distortion depends on electrical size of the die, geometry, and $h_{FE}$. High order intermodulation distortion (IMD) is a function of type and value of emitter ballast resistors.</td>
<td>Low order distortion worse than with bipolar for a given die size and geometry. High order IMD better due to lack of ballast resistors and associated nonlinear feedback.</td>
</tr>
<tr>
<td>Stability</td>
<td>Instability mode known as half $f_o$ troublesome because of varactor effect in base-emitter junction. Higher ratio of feedback capacitance versus input impedance.</td>
<td>Superior stability because of lack of diode junctions and lower ratio of feedback capacitance versus input impedance.</td>
</tr>
<tr>
<td>Ruggedness</td>
<td>Usually fails under high current conditions (overdissipation). Thermal runaway and secondary breakdown possible. $h_{FE}$ increases with temperature.</td>
<td>Overdissipation failure less likely, except under high voltage conditions. $g_{FS}$ decreases with temperature. Other failure modes: Gate punch through.</td>
</tr>
<tr>
<td>Advantages</td>
<td>Wafer processing simpler, making devices less expensive. Low collector-emitter saturation voltage makes low voltage operation feasible.</td>
<td>Input impedance more constant under varying drive levels. Better stability, better high order IMD, easier to broadband. Devices and die can be paralleled with certain precautions. High voltage devices easy to implement.</td>
</tr>
<tr>
<td>Disadvantages</td>
<td>Low input impedance with high reactive component. Internal matching required to increase input impedance. Input impedance varies with drive level. Devices or die cannot be easily paralleled.</td>
<td>Larger die required for comparable power level. Nonrecoverable gate puncture. High drain-source saturation, which makes low voltage, high power devices less practical.</td>
</tr>
</tbody>
</table>
A weak spot with the BJTs is a possibility for thermal runaway. Devices with diffused silicon emitter ballast resistors are less susceptible to thermal runaway than are devices having nichrome resistors. The diffused silicon resistors have a slight positive temperature coefficient, while the nichrome resistors have near zero coefficient. However, the diffused resistors are nonlinear with current, and devices using them are less suitable for applications requiring good linearity. The main reason for the thermal runaway with the BJTs is the increasing $h_{FE}$ with temperature, while the $g_{FS}$ of a MOSFET goes down, trying to turn the device off. In contrast, the gate threshold voltage decreases by about 1mV/°C, which makes the temperature profile of a gate-biased device dependent on the initial value of $g_{FS}$ and the voltage of operation.

The figures of merit of a BJT and FET are defined as emitter periphery/base area and gate periphery/channel length, respectively. In practical terms, these relate to the ratio of feedback capacitance to the input impedance, since finer geometries result in lower feedback capacitances. This only applies to common emitter and common source configurations. Thus, it would appear that higher figure of merit devices are more stable than those with low figure of merit. This would actually be true, except that in the first case the power gain is also higher, which can cause instabilities as a result of stray feedback or at a high frequency, where the feedback capacitance produces positive feedback due to phase delays. There is still another instability mechanism with the BJT, which is a result of a varactor effect in its diode junctions, mainly the collector-base. It is commonly known as “half $f_c$,” which is usually a steady spurious signal half the frequency of the excitation. Due to the lack of junctions in a FET, this phenomenon is unknown in MOSFET power circuits.

Regarding impedance matching, the largest difference can be noticed in the base-emitter and gate-source impedances. At D.C., the MOSFET has an infinite gate-source impedance, whereas the BJT exhibits the impedance of a forward-biased diode. At higher frequencies, depending on the device’s electrical size, the gate-source capacitance ($C_{iss}$) (enhanced by the Miller effect), together with the wire-bond inductances, etc., will form a complex impedance, which may be lower than that of BJTs. The output capacitance ($C_{oss}$) is almost equal for each type of device of equivalent electrical size. The output capacitance has a large effect on the efficiency of an amplifier, as it must be charged to around twice the supply voltage and discharged again during each cycle of the operating frequency, and the power used in the charging process is dissipated in the amplifying device. At a single frequency, a part—but not all—of the capacitance can be tuned out, since its value varies with the output voltage swing. The power loss due to the output capacitance, for example, for a single ended BJT amplifier can be defined as $P_s = (2C_{ob})(V_{CC})^2(f)$, where $P_s$ = power loss and $f$ = frequency; and the efficiency $\eta$ in percent is equal to $P_{out}/(P_{out} + P_s) \times 100$. We can see that the power loss is in direct relation to the capacitance and to the square of the supply voltage. Thus, a higher operating voltage does not always result in higher efficiency as commonly thought. Efficiency will be discussed in more detail in Chapter 4, “Other Factors Affecting Amplifier Design.”
Table 3-2 "Equivalent" Parameters of Bipolar and MOSFET Transistors

<table>
<thead>
<tr>
<th>Bipolar</th>
<th>MOSFET</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{BV}_{\text{CEO}}$</td>
<td>$\text{BV}_{\text{DSO}}$</td>
<td>Breakdown avalanche voltage, measured with the base open. Not specified or measurable with MOSFETs. In case of any drain-gate leakage, the gate can charge to voltages exceeding the $V_{\text{GS}}$ rating.</td>
</tr>
<tr>
<td>$\text{BV}_{\text{CES}}$</td>
<td>$\text{BV}_{\text{DSS}}$</td>
<td>Breakdown avalanche voltage, measured with the base and emitter or gate and source shorted. Normal method of measuring MOSFET breakdown voltage.</td>
</tr>
<tr>
<td>$\text{BV}_{\text{CEO}}$</td>
<td>$\text{BV}_{\text{DGO}}$</td>
<td>Breakdown avalanche voltage, measured with the emitter open. Not specified or measurable with MOSFETs. Gate-source rupture voltage could be exceeded.</td>
</tr>
<tr>
<td>$\text{BV}_{\text{EBO}}$</td>
<td>$V_{\text{GS}}$</td>
<td>Reverse breakdown voltage of the base-emitter junction. Not specified or measurable with MOSFETs unless done carefully at low current levels. Gate rupture can be compared to exceeding a capacitor’s maximum voltage rating.</td>
</tr>
<tr>
<td>$V_{\text{B}}$(forward)</td>
<td>$V_{\text{GS}}$(th)</td>
<td>Not specified or necessary in most cases for BJTs. For a MOSFET, this parameter determines the turn-on gate voltage, and must be known for biasing the device.</td>
</tr>
<tr>
<td>$I_{\text{CE}}$</td>
<td>$I_{\text{DSS}}$</td>
<td>Collector-emitter or drain-source leakage current with base and emitter or gate and source shorted. BJT and FET parameters are equivalent, and normally the only effects of leakage are wasted D.C. power, increased dissipation, and long-term reliability.</td>
</tr>
<tr>
<td>$I_{\text{EBO}}$</td>
<td>$I_{\text{GS}}$</td>
<td>Base-emitter reverse leakage current and gate-source leakage current. Not normally given in BJT data sheets, but important for MOSFET biasing. Both affect their associated device’s long-term reliability.</td>
</tr>
<tr>
<td>$V_{\text{CE}}$(SAT)</td>
<td>$V_{\text{DS}}$(SAT)</td>
<td>Device saturation voltage at D.C. Not usually given in BJT data sheets, but important in certain applications. With power MOSFETs, this parameter is of great importance. The MOSFET numbers are higher than those for BJTs and are dependent on several factors in processing the die.</td>
</tr>
<tr>
<td>$h_{\text{FE}}$</td>
<td>$g_{\text{FS}}$</td>
<td>These are parameters for low frequency current and voltage gain, respectively. In a MOSFET, the $g_{\text{FS}}$ is an indication of the device’s electrical size. To a certain extent, it depends on device type and die geometry.</td>
</tr>
<tr>
<td>$f_{\text{T}}$</td>
<td>($f_{\text{T}}$)</td>
<td>Unity current or voltage gain frequency. Not given in many BJT or MOSFET data sheets. The value can be two to five times greater for the MOSFET for equivalent geometry and electrical size.</td>
</tr>
<tr>
<td>$G_{\text{PE}}$</td>
<td>$G_{\text{PS}}$</td>
<td>Power gain in common emitter or common source configuration. This figure is roughly the same for both types of devices. It is normally regarded as current gain for the BJT and voltage gain for the MOSFET.</td>
</tr>
<tr>
<td>$C_{\text{eb}}$</td>
<td>$C_{\text{iss}}$</td>
<td>Base-emitter or gate-source capacitance. Rarely given for BJTs. In RF power FETs, the $C_{\text{iss}}$ has a greater effect on the gate-source impedance.</td>
</tr>
<tr>
<td>$C_{\text{ob}}$</td>
<td>$C_{\text{oss}}$</td>
<td>Collector-emitter or drain-source capacitance. Both are usually specified and are approximately equal in value for a given device rating and voltage. Both are combinations of MOS and diode capacitance.</td>
</tr>
<tr>
<td>$C_{\text{rb}}$</td>
<td>$C_{\text{rss}}$</td>
<td>Collector-base or drain-gate capacitance. Rarely specified for BJTs. Normally referred to as the feedback capacitance for MOSFETs.</td>
</tr>
</tbody>
</table>
Equivalent parameters and their designations for bipolar transistors and MOS-FETs are compared in Table 3-2. The table gives a designer accustomed only to bipolar circuitry an idea of comparable FET data sheet figures and vice versa. Note that all parameters are not applicable to both types of devices.

Here are some points to remember:

1. Do not subject a BJT to an $I_{EBO}$ condition at currents higher than about 1% of the current at which $h_{FE}$ is specified. Higher currents may permanently degrade the device’s $h_{FE}$.
2. Do not measure breakdown voltages at a current lower than the $I_{CES}/I_{DSS}$ specification of the device. Irrational readings may be obtained as a result.
3. Do not attempt to measure the $V_{GS}$ of a MOSFET. Permanent gate damage will occur.
4. Never measure the breakdown voltage of a MOSFET with the gate open. Permanent gate damage may occur.

CIRCUIT CONFIGURATIONS

Common emitter and common base circuit configurations are most widely used in RF amplifiers and are discussed here in detail. However, a common collector circuit can be used as an RF amplifier in addition to its normal application as a wideband emitter follower. Since the circuit does not have voltage gain, the power amplification must take place through impedance transformation. In a common collector configuration, the input impedance is high compared to common emitter and common base, but the output impedance is extremely low due to the less than unity voltage gain, resulting in a higher ratio of impedance transformation to $50 \, \Omega$. Amplifiers with the emitter follower principle have been successfully designed for power levels up to 100 to 150 W and up to frequencies of 50 to 60 MHz, but beyond this frequency range the power gain falls off rapidly, probably due to the high impedance ratio matching networks required and their associated losses. In addition, the transistor itself is likely to have added losses in the form of high RF currents at the emitter. Although it has been proven that an emitter follower works as a tuned RF power amplifier, it is unlikely that it will see considerable commercial use in this application.

Until some years ago, there was a clear separation between common emitter and common base circuit applications. Common emitter was used for low frequency to UHF amplifiers and common base was used for frequencies above UHF up to microwaves. Today, devices intended for common base operation at low frequencies and common emitter operation at microwaves are a reality. Which way should a designer go? Which configuration is best for your application?

The common emitter and common base circuits have very different gain characteristics. In Figure 3-1, the $\beta$ curve closely follows the power gain curve, and the same is true of the $\alpha$ curve. In each, the $6 \, \text{dB}$ per octave slope (closer to $5 \, \text{dB}$
in practice) is a result of the decreasing $\alpha$ and $\beta$ with increasing frequency. Frequency dependence of $\alpha$ and $\beta$ is primarily a result of parasitic capacitances, inductances, and resistances in the die itself. This is also the case with MOSFETs, in which the $g_{FS}$ represents $\beta$. Again, their frequency dependence resembles that of BJTs. The term $f_c$, which is the frequency at which $\beta = 1$, is not really applicable to FETs, although commonly used. In a MOSFET, the unity gain frequency is determined by the ratio of $Z_{in}/C_{rss}$, as discussed earlier. In theory, this is much the same as with BJTs, except that the effects of parasitic resistances are smaller. A definition for $f_c$ for FETs can be approximated as $g_{FS}\{2\pi[C_{rss} + (g_{FS} \times C_{rss})]\}$.

However, for an equal power rating, the MOSFET requires almost twice the die area of a BJT, which somewhat equalizes the gain-bandwidth performance of the two. The plot of $\alpha$ (Figure 3-1) represents the common gate gain curve of a FET and could be called $g_{FG}$, although practice has shown that it may not be feasible to operate power MOSFETs in common gate configuration, as explained later in this chapter.  

Only a few designers have access to a semiconductor curve tracer, which is one of the basic tools for measuring transistor D.C. parameters. Some of these parameters can tell an experienced designer much about the RF performance of a transistor. For example, in a MOSFET, $g_{FS}$ is a good indication of its electrical size. The quantity $g_{FS}$ is also related to power gain, but to compare devices for power gain $C_{iss}$ and $C_{rss}$ must also be known. Similarly, the electrical size of a BJT can be determined by current up to the point where $\beta$ is linear. Figure 3-2 shows methods to measure leakage currents, breakdown voltages, and $h_{FE}/g_{FS}$ using only power supplies and meters. Leakage current measurement should not be performed with an ohmmeter, as seems to be a frequently attempted practice.

**FIGURE 3-1**
Forward current transfer ratio versus frequency for common emitter and common base circuit configurations.
FIGURE 3-2
Measurement techniques for the most common transistor D.C. parameters without the use of a curve tracer. A and B can be readily adapted for measurements on MOSFETs, whereas C must be modified by replacing the ammeter at the base by a voltmeter from gate-to-ground, then $g_{FE} = \Delta I_D/\Delta V_{GS}$, since the internal impedance and the voltage across the input terminals of the ohmmeter are generally not known.

COMMON EMITTER AND COMMON SOURCE

The common emitter and common source are the most widely used circuit configurations. They exhibit good stability, good linearity, and high power gain up to UHF. Common emitter and common source are the only circuit configurations where the input and output are out of phase. This enhances the stability, except for the half $f_o$ mode and at frequencies where the feedback capacitance delays are close to 180°. If the common emitter or source inductance is increased, the power gain will go down due to the negative feedback generated by the reactance. Thus, it is very important to keep common element inductance as low as physically possible for proper operation of the device. The gain is inversely proportional to the frequency and increases approximately 5 dB per octave until the $\beta$ cutoff is reached, at which point the gain may be as high as 30 to 40 dB. An example of a
common emitter circuit is shown in Figure 3-3. It can be directly adapted to MOSFETs, but in that case since $I_B = 0$, $I_D = I_E$.

Lumped constant matching elements in narrow band circuits are practical up to VHF, but at frequencies over 300 to 400 MHz, microstrip techniques—or a combination of microstrip and transformer impedance matching techniques—are normally used. If broadband performance is desired, a push-pull configuration makes the impedance matching easier to implement to a 50 $\Omega$ interface due to the initially higher device impedance levels. In multistage systems, the interstage impedance matching is usually done at lower than 50 $\Omega$ levels, and in some instances, very little impedance transformation is required. This may result in better broadband performance than deploying 50 $\Omega$ interfaces between each stage, but the latter has the advantage that each stage can be individually tested in a standard 50 $\Omega$ setup. Up to VHF and low UHF, the input impedance of a MOSFET is high compared to that of a BJT, but at higher frequencies they will reach similar values and the matching procedures become almost identical.

In practice, virtually all multi-octave amplifier designs independent of the frequency spectrum and device type are of a push-pull circuit configuration. Another advantage with push-pull is that the power levels of two devices are automatically combined for higher power output levels, which allows the use of electrically smaller individual devices for a given power output. RF power transistors housed in push-pull headers have been available since the mid-1970s, but only since the development of high frequency FETs has the concept of push-pull packages become popular. (RF transistor package types will be discussed in detail in Chapter 6, “Construction Techniques.”) Both FETs and BJTs are now available in push-pull headers, most of them in the so-called “Gemini” type. The term Gemini (twins) refers to two individual and independent transistors mounted on a common flange next to each other. The Gemini package is manufactured in several physical sizes, the largest being able to dissipate up to 500 to 600 watts. An obvious advantage with any push-pull transistor, whether in a single push-pull header or in a Gemini package, is the close electrical proximity of
the two dice. This greatly enhances the device performance of a push-pull circuit, where the important factor is a low emitter-to-emitter (source-to-source) inductance and not the emitter-to-ground inductance. In all Gemini housed devices, the emitter (or source) is connected to the mounting flange, which is considered to be the electrical D.C. ground.

There are no significant differences in the efficiencies of amplifiers using either FETs or bipolars, although it is believed that the higher saturation voltage of FETs would make them less efficient. This may, however, be true only at low operating voltages (12 V and lower). At higher frequencies, the device output capacitance has a much larger effect on efficiency; however, part of it can be “tuned out” in narrow band circuits as mentioned earlier.

**COMMON BASE AND COMMON GATE**

Common base circuits with BJTs are widely used at UHF and microwave frequencies due to the higher $\alpha$ cutoff than the $\beta$ cutoff characteristics. This means that higher power gains are possible at these frequencies in common base than in common emitter configuration. The power gain of a common base amplifier increases if any base to ground inductance is added because it generates positive feedback. If more inductance is added, the gain will increase to a point of instability and finally lead to a condition of steady oscillation, usually at a frequency where the matching networks resonate. All common base transistors have some positive feedback, generated by the inductances of the base-bonding wires and the internal part of the base lead. However, this inductance is generally low enough not to generate sufficient positive feedback to create instability. As in the common emitter circuit configuration, a common base transistor’s gain is inversely proportional to the frequency of operation. It also has the same slope of approximately 5 dB per octave, but only up to the $\alpha$ cutoff. Below $\alpha$ cutoff, gain flattens out to 12 to 15 dB and remains at that level down to D.C.

There is no feed through input power in a common base amplifier circuit, so the power output is actual and not $P_{in} + P_{out}$ as in a common emitter amplifier circuit. This probably improves the device ruggedness (ability to withstand load mismatches) in the form of reduced dissipation. A typical common base circuit is shown in Figure 3-4. Since the total current flows through the emitter, the input matching network or an emitter D.C. return choke must be able to carry $I_B + I_C$.

In a common base circuit, the normal output capacitance ($C_{ob}$) and the feedback capacitance ($C_{rb}$) are reversed. Fortunately, their values are about equal, except at low bias voltages where $C_{rb}$ can be several times higher than $C_{ob}$. Under normal drive conditions, there should not be much difference in the output capacitance or impedance between common emitter and common base circuits. However, the highly nonlinear $C_{rb}$ reportedly creates increased tendencies for the well-known half $f_o$ phenomenon. With MOSFETs in a common gate amplifier, the situation is totally different. Their feedback capacitance ($C_{rss}$) has a value many times lower than the output capacitance ($C_{oss}$). When these are reversed (as they are in a common gate amplifier), it makes the actual feedback capacitance...
The common base circuit configuration has the lowest input impedance and no phase reversal between the input and the output.

High in respect to the input and output capacitances, creating an unstable condition. Even if the common gate inductance can be minimized, stability may not be achievable. The input impedance is lower than in a common source circuit because of the high value of feedback capacitance enhanced by the Miller effect.

Stable single frequency or narrow band circuits with fractional octave bandwidths are possible using the common base configuration, but wideband circuits are difficult to design if internal matching is required. Neutralization is employed in some instances to improve the stability, but it is not easy to implement except in push-pull designs. In high power circuits, biasing to a linear mode is somewhat difficult, as an opposite polarity supply is required at the emitter. In addition, there is a rectification effect that tends to reduce the bias voltage with RF drive. In small signal circuits, where the class of operation is mostly Class A, this can be accomplished with an amount of bypassed base-to-ground resistance to generate a self bias. Push-pull common base circuits are not commonly seen at higher power levels, which usually operate at high UHF or higher frequencies. One reason may be that the 180° phase shift is difficult to achieve and hold except for very narrow bandwidths. However, push-pull common base circuits are widely employed at power levels up to 0.5 to 1 watts in applications such as cable TV amplifiers, where an unbypassed common base resistance can be used for self biasing to a linear mode of operation. In each configuration—common emitter and common base—the push-pull design offers the same advantages, the most important of which is the noncritical base or emitter common mode inductance. The power gain and stability of the push-pull circuit depends to a large extent on base-to-base inductance. The MOSFET would always have to be biased to a level close to or greater than the gate threshold voltage in order to overcome $V_{th}^g$ with RF input drive (excluding Class D and other switchmode systems). The bias source must be able to carry the full drain current, which at a gate threshold voltage of 4 to 5 volts would amount to a considerable level of dissipation. With BJTs, the voltage is only 0.6 to 0.7 V and, thus, much more tolerable. The common gate MOSFET circuit could be useful in relatively low power applications, in circuits where neutralization can be easily realized, and when its high AGC range (power gain/gate voltage) can be an advantage.
The common collector circuit configuration has the highest input impedance and lowest output impedance. No phase reversal exists between the input and the output.

Some of the disadvantages of the common base amplifier circuit are its requirement for two D.C. power supplies for Classes A, AB, and B; poor linearity due to regeneration; low input impedance; no possibility to implement negative feedback (except in push-pull); and high susceptibility for half $f_0$ instability.

COMMON COLLECTOR AND COMMON DRAIN

A common collector (emitter follower) circuit (shown in Figure 3-5) is widely used where high input and low output impedance levels are desired. As in a common base configuration, there is no phase reversal between the input and the output. The emitter follower has a voltage gain of less than unity, and amplification is obtained from the current gain through impedance transformation. The output impedance is directly related to the input impedance divided by the current gain ($h_{FE}$). Conversely, the input impedance equals the output load multiplied by $h_{FE}$. This makes the emitter follower less suitable for RF power amplifiers than the two other circuit configurations, since variations in the load impedance are directly reflected back to the input. For this reason, it is most widely used as a wideband buffer amplifier to drive low impedance or capacitive loads. Especially in a complementary configuration, which provides active “pull-up” and “pull-down” in the output, the circuit offers one of the best drivers for capacitive loads. Some of the applications include CRT video drivers and MOSFET gate drivers in Class D/E amplifier systems.

A common drain or source follower circuit configuration using FETs is similar to the emitter follower in bipolar circuits. As in the emitter follower, the input impedance is high and the output impedance is low. The input capacitance (drain-to-gate) is low compared to common source and common gate circuits, and considerably lower for the FET than for a bipolar of comparable electrical size. This low input capacitance in the FET is because of the absence of the forward-biased collector-base diode junction.
A source follower also has a voltage gain of less than unity, and since it is not a current amplifier, one cannot talk about current gain either. However, the amplification takes place through impedance transformation as in a bipolar circuit. Because of the extremely high input impedance, which varies more with frequency than does the input impedance in common source and common gate circuits, heavy resistive loading at the gate is necessary for any type of broadband application. Negative feedback is not necessary, nor is it easy to implement due to equal phases of the input and output. A common source circuit exhibits exceptional stability for these reasons, but excessive stray inductances in the circuit layout can lead to low frequency oscillations. Unlike the emitter follower, variations in the load impedance in a source follower are not reflected to the input. This makes the source follower suitable for RF power amplifier applications at least up to VHF. Push-pull broadband circuits for a frequency range of 2 to 50 MHz have been designed for 200- to 300-watt power levels. Their inherent characteristics are good linearity, stability, and gain flatness, without the need for leveling networks. High power linear amplifiers are probably the most suitable application for this mode of operation. The AGC range is comparable to that in common source, but a higher voltage swing is required. In high voltage operation, it must be noted that the gate rupture voltage can be easily exceeded since during the negative half cycle of the input signal, the gate voltage can approach the level of $V_{DS}$.
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Other Factors Affecting Amplifier Design

CLASSES OF OPERATION

The performance of an amplifier depends on how it is biased. We have already seen in Chapter 1, “Understanding RF Data Sheet Parameters,” that low power transistors are characterized as Class A and that many high power amplifiers are characterized as Class C. It is important that the user of RF transistors understand the classes of operation and what significance the class plays in determining amplifier characteristics and in the choice of transistors for a specific application.

Basic classes of operation for an amplifier\(^1\)–\(^5\) are shown in Figure 4-1. Each class is limited to a specified portion of the input signal during which current flows in the amplifying device. Class A requires that current flow for all 360° (all the time) of the input signal (assumed to be in the form of a sine wave). Class C requires current to flow for less than half the time, or less than 180°. The definitions of classes apply regardless of whether the amplifier is a vacuum tube or a transistor, or whether it is a bipolar transistor or a FET. The significance of the class of operation has to do with the amplitude linearity of the amplification process. It is important to note that only Class A amplifiers are linear in that the output signal (in the ideal case) is a faithful reproduction of the input signal.

One biases a transistor, for example, in the center of its linear region for Class A operation. Generally the required bias current is close to a value equal to \(\frac{1}{2}\) the maximum current.\(^6\) Once biased in this condition—and provided the input signal is kept small enough to prevent the transistor from being driven out of the linear region—the output signal will be a faithful reproduction of the input signal with appropriate amplification. In a Class C amplifier, current flows in the output circuit only during the peak swings of the input signal. The result is a highly amplitude-distorted output signal consisting of bursts of current for short durations of the input waveform.

In reality, as we have already seen in Chapter 1, even practical Class A amplifiers are to some degree non-linear. The degree of non-linearity is generally specified and controlled for all so-called linear amplifiers. Class AB amplifiers are frequently used in situations requiring high power “linear” amplification of the RF signal, but in most cases, special circuitry is required to improve the linearity...
of the overall amplification process. Such circuits take the form of feedback networks and, sometimes, more complex configurations referred to as “feed-forward” circuits in which a distorting high power amplifier is combined with a low power correction amplifier along with phasing networks to produce a high power, highly linear system.

The reason why all amplifiers are not Class A linear has to do with circuit efficiency. The theoretical maximum possible efficiency of a truly Class A amplifier is only 50%. However, the efficiency of a Class C amplifier can vary from approximately 80% to nearly 100% depending on output. Because efficiency is important in most amplifier applications, particularly those involving high power, circuit designers tend to use the class of operation that gives best efficiency and still meets the requirements of preserving the information contained within the
RF signal. A summary of maximum theoretical efficiencies in various classes of operation is shown in Table 4-1.

As shown in Table 4-1, there are other classes of operation, which are not as widely used as classes A, B, AB, and C. These are Classes D and E, usually categorized as high efficiency modes of operation.\(^1\,7\) Both are so-called switch-mode systems and use MOSFETs almost exclusively due to the absence of charge storage effects inherent in BJTs. This makes faster switching speeds and lower phase delays possible. Even the low frequency MOSFETs are capable of switching in a few nanoseconds, providing that their input capacitances (\(C_{iss}\)) can be charged and discharged at a sufficiently fast rate. Theoretical efficiencies are 100%, but in practice, they are limited to 90 to 95% due to non-ideal switching times, device output capacitances, etc. There are two basic types of Class D amplifiers: 1) a current switching amplifier, which must be driven with a square wave signal; and 2) a voltage switching amplifier, which must be driven with either a square wave or sine wave input, of which the latter is the more common. With sine wave drive, the gate voltage swing must be large enough to ensure a complete saturation and cutoff of the FET. The input and output waveforms are approximately identical in each case, except that the current and voltage waveforms are reversed. The current switching, Class D amplifier is preferred for more demanding applications since its duty cycle is easily defined and is not affected by the amplitude of input drive.

Class E is basically a variation of Class D with an LC network added to its output. It compensates for part of the FET's output capacitance and helps to reduce overlap between the switching currents and voltages, thus improving the efficiency. The improvement can be on the order of 5 to 10%. However, it is a relatively narrow band system due to the LC network, whereas plain Class D can operate at bandwidths of several octaves. Output power of Class D/E amplifiers is limited by the switching speeds of MOSFETs and by the capacitive loads presented to driver stages. A graph of estimated practical output power levels versus carrier frequencies of Class D/E amplifiers is presented in Figure 4-2.

<table>
<thead>
<tr>
<th>Class</th>
<th>Configuration</th>
<th>Efficiency, (\eta(%))</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>All</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>All</td>
<td>78.5</td>
<td></td>
</tr>
<tr>
<td>AB</td>
<td>All</td>
<td>50 to 78.5</td>
<td>Depending on angle of conduction</td>
</tr>
<tr>
<td>C</td>
<td>Nonsaturating</td>
<td>85 to 90</td>
<td>Depending on angle of conduction</td>
</tr>
<tr>
<td>D</td>
<td>All</td>
<td>100</td>
<td>Assumes infinite switching speed</td>
</tr>
<tr>
<td>E</td>
<td>—</td>
<td>100</td>
<td>Assumes no overlap for the output RF currents and voltages</td>
</tr>
</tbody>
</table>
A primary use of radio frequency signals is to transfer information from one point to another. This is the basic function of all communication systems. The difference created by using radio frequencies as “carriers” of the information is to permit the communication system to be wireless. Radio frequencies propagate in space and permit information to be transferred from a transmitter to a receiver when information is “added” to the RF signal by a process called modulation.

There are two basic kinds of modulation used to put information on an RF “carrier.” The first, and most fundamental, is called amplitude modulation, in which the amplitude of the RF signal is made to change as a function of time by a modulating signal composed of a band of frequencies, much lower in value than the frequency of the “carrier.” Such modulation is illustrated in Figure 4-3.\textsuperscript{1,2,4,8} Both the “time domain” signal and its counterpart in the “frequency domain” are illustrated in Figure 4-3. It should be noted that the frequency bandwidth or spectrum required for amplitude modulation is precisely twice the highest permissible modulating frequency. In this type of AM, a full power carrier is modulated up to a maximum of 100% (in practice, up to 60 to 80% depending on the application). With 100% modulation, the RF peak power would reach a value four times the unmodulated carrier power, or

\[
\left(\frac{V_{pp}}{V_{carr}}\right)^2 (P_{carr})
\]

(assuming a sine wave modulation signal).
There are two ways the amplitude modulation can be accomplished. In the so-called low level AM, all the driver stages are modulated, which means that these stages must have linear transfer characteristics in addition to those of the final stage. In high level AM, the final stage is collector/drain modulated via a series element such as a transformer, thereby eliminating the necessity for linearity in the output stage as well as the driver stages. Practical applications require the immediate driver stage to also be modulated in order to reach modulation percentages higher than 70 to 80%. This requirement generally is created by the high saturation voltages and diode voltage drops that exist in the final stage of the high level modulating system.

Another type of AM uses a suppressed carrier and is commonly called double sideband AM (shown in Figure 4-4). Since both sidebands contain identical information except relative to the phase, one sideband is usually removed by filtering or phase cancellation in order to conserve the spectrum. Without modulation, there is ideally no RF output, which would be otherwise proportional to the mod-

---

**FIGURE 4-3**
Amplitude modulation waveforms and sideband positions.

**FIGURE 4-4**
Single sideband (SSB) modulation envelope and sideband positions.
ulation amplitude. The envelope seen in Figure 4-4 can be either a double sideband (DSB) single-tone signal or a single sideband (SSB) two-tone signal, which appear identical. As in the carrier AM, the testing, distortion measurements, etc., are done with a sine wave reference, which is also used to set the specifications. The suppressed carrier signal is generated in low level stages (balanced modulators) or in higher level stages using the phasing method. In either case, all amplifying stages after the sideband generator must be highly linear. Class A is recommended for the low level stages and Class AB for the ones above 1 to 2 W. A Class AB push-pull amplifier in general gives results comparable to a single-ended Class A circuit.

Referring to Figure 4-4, the $E_{\text{rms}} = E_p/\sqrt{2}$ and $\text{PEP} = E_{\text{rms}}^2/\text{Z}_{\text{out}}$. The peak power occurs when the two test frequencies are in phase and the voltages add. Thus, one tone (peak) contains one-fourth ($-6 \, \text{dB}$) of the peak envelope power (PEP). The combined power of both tones would then be 3 dB below PEP, which is the average power, making the average to PEP relationship 1:2, respectively. In both the carrier-modulated AM and SSB, average-to-peak power cannot be defined under voice-modulated conditions because it is dependent on the system linearity, the pattern of the modulating voice, and possible compression factors (SSB).

A second kind of modulation is called frequency modulation, in which the frequency of the RF signal is made to change as a function of time by a modulating signal likewise composed of a band of frequencies, again much lower in value than the fundamental frequency of the “carrier.” This form of modulation is illustrated in Figure 4-5. The frequencies created by frequency modulation (as shown in the “frequency domain” portion of Figure 4-5) extend in theory to zero frequency below and to infinity frequency above the unmodulated carrier frequency. In theory, the amplitude of frequencies extending below and above the carrier beyond a certain point approaches zero, and the bandwidth required for frequency modulation can be limited to the minimum to maximum frequency de-

![Figure 4-5](image.png)

Frequency spectrum is dependent on the modulation index (frequency deviation/modulating frequency)

**FIGURE 4-5**

Frequency modulation carrier wave frequency variations and resultant sidebands.
A term called the modulation index, defined as the maximum deviation in frequency divided by the maximum modulation frequency, will determine the amplitude of each frequency in the so-called frequency spectrum. Frequency modulation is easy to implement since it is always done at a very low signal level, usually at the stage generating the carrier. The only concerns are the linearity of the modulating signal versus the frequency deviation and the maximum deviation as a result of the highest modulating frequency as well as the amplitude of the modulating signal.

When information is contained in the form of amplitude modulation of the RF signal, linear amplification is required in order to preserve the information during the amplification process. If the information is contained in the form of frequency modulation, then non-linear amplification is possible without consequent loss of information in the amplification process. Because Class C amplifiers are more efficient than Class A amplifiers, they are the amplifying "class of choice" for most RF signals involving frequency modulation. Likewise, Class A or AB amplifiers (in spite of their lower efficiency) are necessary in the amplification of RF signals that contain amplitude-modulated information. RF power transistors are characterized either as Class C or Class A/AB, depending on their intended application. Transistors designed for use in analog two-way radio systems are almost always characterized as Class C because the form of modulation used in these systems is FM. Those intended for use in television systems are characterized as Class A or AB because the form of modulation used in these systems is AM.

A logical question would be, “Can Class A-characterized transistors be used as Class C amplifiers?” The obvious answer is yes. Likewise, one might wonder if Class C-characterized transistors can be used in Class A amplifiers. Again, the answer is yes—provided certain conditions are met. These involve a “derating” of the Class C transistor to a lower power level. The amount of derating depends on the class of operation. If a Class C-characterized transistor is used in a truly linear Class A amplifier, it should be derated by a factor of 4. That is to say, if the transistor is capable of delivering 60 watts Class C, it should not be used Class A at a power level greater than 15 watts. If the use is Class AB, a safe derating factor would be 3.

There are two factors that make it necessary to derate RF power transistors characterized Class C when it is desired to use them in a more linear mode. First, linear classes of operation require bias. It is not uncommon for a Class AB high power transistor to be biased at several amperes of current. This bias results in a large amount of power dissipated in the device. Second, the efficiency of more linear forms of amplification decreases as the linearity increases. This means that for the same amount of output power, the power dissipated in the transistor will increase. Dissipated power raises the die temperature of a device (for a given heat sink temperature) and as will be discussed in Chapter 5, “Reliability Considerations,” the die temperature for silicon devices should not be allowed to exceed 200°C.
BIASING TO LINEAR OPERATION

Linearity, Testing, and Applications

All solid state devices and vacuum tubes intended for linear operation must have a certain amount of “forward bias” (D.C. idle current) in order to place their operating points in the linear region of the transfer curve (see Figure 4-6). Perfect linearity means that the power output follows the power input in a linear fashion; that is, a $P_{\text{in}}$ of 1 W produces a $P_{\text{out}}$ of 10 W, a $P_{\text{in}}$ of 2 W results in a $P_{\text{out}}$ of 20 W, etc. This simply means the power gain must be constant from almost zero to the maximum $P_{\text{out}}$ level. The degree of linearity can also be expressed as gain compression in dB or as a third order intercept point, which is widely used in low power and CATV applications. In large signal applications for voice communications, linearity (or the lack thereof) is usually measured as intermodulation distortion (IMD) using two test frequencies (tones) spaced 1 kHz apart as a standard (the lower the IMD, the more linear is the amplifier). In testing amplifying devices for linear use in television, two or three test frequencies can be employed (depending on the specifications) and their spacings are in the MHz range. Three test frequencies (triple beat) are common with low power device specifications and are standard in CATV device testing, where distortion levels are very low. This also allows a wider spectrum to be analyzed, which better simulates multichannel systems.10 (These concepts of linearity are also discussed in Chapter 1.)

The distortion level expressed as IMD is easier to relate to actual numbers and is the quantity usually desired. It is the method by which linearity is initially measured and can then be converted to third order intercept if necessary. The test frequencies are viewed on a spectrum analyzer screen and the distortion products
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**FIGURE 4-6**
A typical input-output transfer curve of a solid state amplifier. Nonlinearity can be seen in the bias region. The purpose of the forward bias is to move the operating point to the linear portion of the curve.
(third, fifth, seventh order, etc.) appear on each side of the test tones. Their amplitudes can be read directly and are expressed either in dB below one of the tones (MIL STD) or below the peak power (EIA standard). There are numerous ways to generate the test tones, some of which are given in the references.\(^\text{11}\) Conversion to third order intercept can be done as:

\[
\text{IP}^3 = P_{\text{out}} + \frac{\text{IMD}}{2}
\]

where \(\text{IP}^3\) = third order intercept point, \(P_{\text{out}}\) = power output (one tone, dBm), IMD = third order intermodulation distortion below one tone (dB). Reversing the equation, IMD = 2(\(\text{IP}^3 - P_{\text{out}}\)). Example: If an amplifier has an IP\(^3\) of +20 dBm and the \(P_{\text{out}} = +5\) dBm/tone, the third order IMD = 2[20 - (+5)] = 30 dB below one of the +5 dBm tones. Either the power input or the power output can be used for the power reference. In circuits having an insertion loss, such as mixers, the \(P_{\text{in}}\) is generally used as a reference. In circuits with power gain, the \(P_{\text{out}}\) is preferred due to a smaller factor of possible error.\(^\text{12}\)

Bipolar devices require a constant voltage source, whereas MOSFETs can be biased with simple resistor divider networks. Both will get more complex, however, if temperature stability is required. In addition, enhancement mode MOSFETs always require some amount of gate bias voltage to overcome the gate threshold (see Chapter 3, “FETs and BJTs: Comparison of Parameters and Circuity”). Exceptions are MOSFETs operated in Class D or in other switchmode classes. In addition to applications requiring amplifier linearity (discussed earlier), examples include all amplitude modulated systems for communications and broadcast, nuclear magnetic resonance, magnetic resonance imaging, digital cellular telephone, and signal sources for instrumentation.

One of the requirements\(^\text{13}\) for transistor linearity is the flatness of \(f_t\) versus \(I_c\) (see Figure 1-17 in Chapter 1). When the collector current varies, it results in a variation of \(f_t\) and, consequently, in a variation in power gain. The low \(I_c\) area is not very critical and produces only crossover distortion, which in most cases can be reduced by increasing the bias idle current. If the “knee” from zero current to maximum \(f_t\) is sharp, a smaller amount of bias or idle current is required. MOSFETs will produce a similar \(f_t\) versus \(I_D\) curve, except that their low current “knee” is not as sharp as that of a BJT; which explains their requirement for higher bias idle currents.

The input signal can drive the transistor to peak current levels that are significantly higher than the bias current. Thus, the slope of the \(f_t\) curve from the bias current level to the maximum current caused by the input signal determines the transistor’s linearity performance at high current. A certain amount of reduction with increasing current can be tolerated (see Figure 1-17 in Chapter 1) without noticeable non-linearities, but excessive “sloping down” would cause early saturation of the amplifier and result in “flat topping” of the output modulation peaks. Note also that the measurements of \(f_t\) versus \(I_c\) are usually done under pulse conditions, which excludes thermal effects. Thus, the \(f_t\) versus \(I_c\) curve shows less “sloping down” than will be experienced in actual use of the transistor.
Bipolar Linear Amplifiers

Since the base current of a bipolar transistor is equal to \( I_c \) (peak)/\( h_{FE} \), the base bias supply must be able to supply this current without considerable excursions in the base-emitter voltage between the no-signal and the maximum signal conditions. This requires a constant voltage source, as variations of a few millivolts represent a large portion of the nominal 0.63- to 0.67-volt typical value. Depending on the specification of a specific application, various degrees of requirements are set for the base bias voltage source. In some instances, a large value capacitor can be connected across the bias voltage supply to further reduce its A.C. impedance. However, this makes the impedance dependent on the frequency of modulation, and is a good and practical solution only in applications in which the modulating frequency is in the medium to high audio frequency range. One of the simplest biasing circuits for bipolar transistors\(^{14-16}\) is shown in Figure 4-7. It uses a clamping diode to provide a low impedance voltage source. The diode forward current must be greater than the peak base current of the transistor. This current is adjusted with \( R_2 \) and the resistance of \( RFC_1 \) and \( R_1 \) is used to reduce the actual base voltage to a slightly lower value than the forward voltage of \( D_1 \). The diode can be mechanically connected to the heat sink or the transistor housing to perform a temperature compensating function to \( Q_1 \). This technique works adequately, although for perfect temperature tracking, \( Q_1 \) and \( D_1 \) should have similar D.C. parameters. One disadvantage with the circuit shown in Figure 4-7 is its inefficiency, especially in biasing high power devices, since \( (V_{CC} - V_B) \times I_B(\text{max}) \) will always be dissipated in the dropping resistors.

The reduced efficiency of the circuit shown in Figure 4-7 can be overcome by amplifying the clamping diode current with an emitter follower,\(^{16}\) as shown in Figure 4-8. Two series diodes (\( D_1 \) and \( D_2 \)) are required since one has to compensate for the \( V_{BE}(f) \) drop in \( Q_1 \). In this case, low current signal diodes can be used and their forward current is equal to \( I(bias)/h_{FE}(Q_1) \). For best results, \( Q_1 \) should

---

**FIGURE 4-7**

A simple biasing circuit using a clamping diode. It is inefficient since a minimum of \( I_B \) (peak) must go through \( D_1 \). \( Q_1 \) is the transistor to be biased.
As in Figure 4-7, a clamping diode scheme is also used, but a low current flows through the diodes and is then amplified by an emitter follower.

have a linear $h_{FE}$ up to the peak bias current required, and in higher power systems, it must be cooled by some means. Ideally, Q1 and one of the series diodes should remain at ambient temperature, whereas the other diode (D1 or D2) can be used for temperature compensation of the RF device. An effective and fast responding system is obtained if the diode (having long leads) is located near the RF transistor. The leads can be suitably formed allowing the body of the diode to be pressed against the ceramic lid of the RF transistor and fastened in place with thermally conductive epoxy. R1 is used to set the bias idle current, and R2 limits its range of adjustment. The value of R2 depends on the supply voltage employed. The function of C1 and the RF choke (RFC) is simply to prevent the RF signal from getting into Q1.

Another fairly simple bipolar bias source\textsuperscript{17} is shown in Figure 4-9. Its output voltage equals the base-emitter junction drop of Q1 plus the drop across R3. R1 must be selected to provide sufficient base drive current for Q2, set by its $h_{FE}$. Normally, this current is in the range of a few milliamperes, and Q1 can be any small signal transistor in a package configuration that can be easily mounted to the heat sink or RF transistor housing for temperature compensation. The only requirement is that its $V_{BE}(f)$ at that current must be lower than that of the RF transistor at its bias current level. The maximum current capability depends on Q2 and R2. The power dissipation of Q2 can be up to a few watts, and in most cases should be heat sunk, but must be electrically isolated from ground. The value of R2 can be calculated as $V_{CE} - V_{CE(sat)}/I_B$. C1 through C3 are a precaution to suppress high frequency oscillations, but may not be necessary depending on the transistors used and the physical circuit layout. Output source impedances for this circuit, when used in conjunction with a 300 W amplifier, have been calculated as low as 200 to 300 mV.

More sophisticated bias sources can include an integrated circuit voltage regulator\textsuperscript{14}. In most instances, a pass transistor is required for current boost and to lower the source impedance. There are high current regulators available today, such as the LM317, LM337, etc., but their suitability for applications such as this is not known. The circuit in Figure 4-10 uses a 723 regulator, which is available.
FIGURE 4-9
This bias circuit features the lowest source impedance of the less complex bias circuits. Therefore, it is recommended for high power device biasing and for other demanding applications.

from several manufacturers with a variety of prefixes. It has been used for bipolar bias sources since the early 1970s and, more recently, for MOSFET biasing as well. The 723 is specified for a minimum \( V_{out} \) of 2 volts, but with certain circuit modifications can be lowered to less than 0.5 V.

The main advantages of the bias source shown in Figure 4-10 are: 1) it provides the lowest source impedance at a relatively low cost, 2) the bias voltage remains independent of variations in the power supply voltage, and 3) temperature compensation is easy to implement. In Figure 4-10, D1 performs this function and should be in thermal contact with the heat source. The same technique discussed with the circuit shown in Figure 4-8 can also be adapted here. Depending on the current requirement and the pass transistor used, Q1 may have to be cooled. It has a positive temperature coefficient to the bias voltage, but the temperature coefficient is negligible compared to the negative coefficient of D1. This permits Q1 to be attached to the main heat sink. R1 and D2 are only necessary if the RF amplifier is operated at a supply voltage higher than 40 V, which is the maximum rating for the regulator.

**Biasing of MOSFETs**

Since MOSFETs have gate threshold voltages up to 5 to 6 volts, they require some gate bias voltage in most applications. They can be operated in Class C (zero gate bias), but at a cost of low power gain. In such cases, the input voltage swing must have an amplitude sufficient to overcome the gate voltage from zero to over the threshold level. The drain efficiency is usually higher than in other
classes of operation. Especially if overdriven, the class of operation can approach Class D. Zero bias is often used in amplifiers intended for signals that do not need linear amplification (such as FM signals and some forms of CW signals), and efficiencies in excess of 80% are not uncommon. In Class B, the gate bias voltage is set just below the threshold, resulting in zero drain idle current flow. The power gain is higher than in Class C but the drain efficiency is 10 to 15% lower. Class B is also suitable only for non-linear amplification. Between classes of operation, one must decide whether the system has power gain to spare and how important efficiency is. At higher frequencies, such as UHF, a good compromise may be Class B or even Class AB. In Class AB, the gate bias voltage is somewhat higher than the device threshold, resulting in drain idle current flow. The idle current required to place the device in the linear mode of operation is usually given in a data sheet. In this respect, MOSFETs are much more sensitive to the level of idle current than are bipolar transistors. They also require somewhat higher current levels compared to bipolars of similar electrical size.

The temperature compensation of MOSFETs can be most readily accomplished with networks consisting of thermistors and resistors. The ratio of the two must be adjusted according to the thermistor characteristics and the $g_{FS}$ of the FET. The changes in the gate threshold voltage are inversely proportional to temperature and amount to approximately 1 mV/°C. These changes have a larger effect on the $I_{DQ}$ of a FET with a high $g_{FS}$ than one with a low $g_{FS}$. Unfortunately, the situation is complicated by the fact that $g_{FS}$ is also reduced at elevated temperatures, making the drain idle current dependent on two variables. In spite of the dependence, this method of temperature compensation can be designed to operate satisfactorily and is repeatable for production. The thermistor is thermally
FIGURE 4-11
A simple MOSFET bias circuit using a thermometer-resistor network for temperature compensation.
Other Factors Affecting Amplifier Design

FIGURE 4-12
A more sophisticated MOSFET bias system with an integrated circuit voltage regulator. It also employs a thermistor for temperature tracking and provides supply voltage regulation like the circuit in Figure 4-10.

FIGURE 4-13
An automatic bias tracking system for MOSFET power amplifiers. It provides automatic temperature compensation without sensors as well as versatility for substituting a variety of electrical sizes of FETs operating at any supply stage.

the positive input of U1, which results in the output of U1 following it in polarity, but not in amplitude. Due to the voltage gain in U1, which operates in D.C. open-loop mode, its output voltage excursions are much higher than those generated across R1. Thus, if the current through R1 tends to increase for any reason, part of the output voltage of U1 fed to the amplifier gate bias input will adjust to
a lower level, holding the current through R1 at its original value. A similar self-adjustment will take place in the opposite direction as well.

The values for the resistive voltage divider R4-R5 have been selected for a suitable range, sufficient to control the amplifier FET gate with the full voltage swing at the output of U1. When the amplifier is RF driven, the current through R1 increases and the bias voltage to the amplifier tends to decrease along with the voltage to the positive input of U1. At the same time, however, Q1 will start conducting, which lowers the effective value of R1 since Q1 is in parallel with it. The turn-on gate voltage for Q1 is obtained from the voltage drop across R2.

Typical values for R1 and R2 are 5 to 10 Ω and 0.1 to 0.2 Ω, respectively. The values of R1 and R2 must be selected according to the characteristics of Q1 along with the exact application and the current levels in question. The higher the current drawn by the amplifier, the harder Q1 will be turned on. For example, if R1 is 5 Ω and Q1 is fully turned on with its $r_{DS(on)}$ of 0.2 Ω, the effective value of R1 will vary between 5 Ω and less than 0.2 Ω, depending on the current drawn. Thus, with the current variable resistor (Q1-R1), it is possible to keep the output of U1 and the resulting amplifier bias voltage relatively stable under varying current conditions. The circuit is ideal for Class A amplifiers, where the drain current remains constant regardless of the RF drive. Q1, R2, and R3 can be omitted for Class A amplifiers and the value of R1 can be made as low as 0.05 to 0.1 Ω.

The circuits presented in this section are of a basic nature. They may require refinement or modification according to specific applications. While all circuit examples have been tested and most are in common use, component values are not given, but are available in the references. 14–18

**OPERATING TRANSISTORS IN A PULSE MODE**

RF energy in the form of pulses is utilized in many applications, including medical electronics, laser excitation, and various types of radar. All of these vary in specifications regarding the carrier frequency, pulse repetition rate, and duty cycle. The carrier frequency is usually much higher than the pulse repetition rate, resulting in the generation of bursts of RF at the carrier frequency whose lengths depend on the pulse width. The pulse repetition rates are typically in the audio range, and duty cycles range between 0.05 and 10%. For low duty cycle applications like radar, special devices have been developed to operate at higher peak powers, while the average power is relatively low, leading to low dissipation. These transistors (UHF to microwave) are almost exclusively of the bipolar type.

BJTs in general have higher peak power capabilities than MOSFETs, but their peak power performance can be further improved by adjusting the emitter ballast resistor values to lower than normally required for CW. The epitaxial layer that controls the transistor’s saturated power is also made thinner than normal since the problem of ruggedness is partly eliminated due to the low average power. With increasing pulse widths, the dissipation will increase, and at pulse widths of
1 millisecond and wider, the device can be considered to operate like a CW signal. This is due to the fact that the temperature time constant of a medium-size RF power die is around 1 ms, beyond which more heat will be transferred into the bulk silicon and through it to the transistor housing.

A graph of thermal resistance versus pulse width is shown in Chapter 5, “Reliability Considerations” (Figure 5-5). If the pulses are short but the repetition rate approaches 1 kHz (1 ms period), the same effect is created. Transistors made exclusively for pulse operation can produce peak power levels of 5 to 6 times the CW rating for a die of a similar size. With standard transistors designed for CW, the multiplying factor is more on the order of 3 to 4. MOSFETs can be used for pulsed power operation, but they have some disadvantages as well as advantages over the BJTs. The disadvantages include “pulse drooping,” which means that the trailing end of the pulse has a lower amplitude than the leading end. It is caused by the decreasing $g_{nS}$ of a MOSFET with temperature. Corrective circuitry can be used to compensate for this, but this adds to the circuit complexity. The advantages include smaller phase delays and faster rise and fall times. Thus, it depends on the application and it is up to the designer to decide which device is the most suitable.

There are several ways to generate RF pulses, but the one illustrated in Figure 4-14 is probably the most common. Figure 4-14 also shows a measuring setup to measure input, reflected and output powers, plus a way to derive the demodulated pulse to permit its examination by means of an oscilloscope. The video output on the power meters shown in Figure 4-14 is used to monitor the pulses for droop and instabilities.

Additional considerations in the design of a pulsed amplifier are 1) energy storage near the device, and 2) minimizing the inductance in the emitter leads. These two items affect the rise time of the pulse and prevent droop resulting from voltage decay during the duration of the pulse. Some tradeoff in these areas will be required because as the emitter inductance to ground is reduced, wideband matching is made more difficult. Also, a minimum amount of inductance is required in the collector circuit to achieve adequate decoupling. It is possible,
however, to achieve pulses with rise times on the order of tens of nanoseconds with devices that deliver up to several hundred watts of power over bandwidths of at least 20 to 30%.
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Reliability Considerations

DIE TEMPERATURE AND ITS EFFECT ON RELIABILITY

Solid state RF power designs in the past were done with little concern for thermal properties. This may have been acceptable with relatively low power transistors (~50 watts), which were the only types available 20 years ago. With today’s RF devices, capable of 10 times those power levels, concerns have arisen about die temperature and its effect on reliability. As a result, thermal aspects must be studied in detail. A low thermal resistance (\( \theta_{JC} = \Delta \text{temperature from junction to case} \)) is essential for a high power transistor in order to keep the junction temperature as low as possible. (See Chapter 1, “Understanding RF Data Sheet Parameters,” for additional discussion of “thermal characteristics.”)

Remember that both conventional silicon bipolar transistors and silicon FETs normally have “bottom-side” collector or drain connections to the die. This dictates that the transistor die must be isolated electrically and requirements to isolate the collector or drain from the heat sink normally dictate the use of an insulating material with good thermal conductivity as the interface between the transistor die and the mounting flange or stud. This material must have its thermal expansion coefficient close to that of silicon and must withstand temperatures in excess of 1,000°C (to withstand brazing temperatures in attaching leads and a heat sink). It must also provide electrical isolation with minimum capacitance, which could affect electrical performance. Beryllium oxide (BeO) has been most extensively used for this purpose, since it meets the requirements stated above and is fairly inexpensive compared to, for example, industrial diamond, which has the best overall characteristics exclusive of cost.

From the viewpoint of reliability, junction temperature of a solid state device should not exceed 200°C. Several factors have led to establishing this value as a safe upper limit for die temperature. First, it is well below the temperature at which silicon becomes intrinsic. Second, above 200°C, diffusion currents in silicon die begin to increase rapidly. Third, above 200°C, metal migration increases rapidly. Fourth, it appears to be a realistic temperature consistent with thermal resistances and power dissipation needed in high power RF devices. However, there is nothing really magic about the value of 200°C. Silicon die will perform above this temperature, but it will perform even better below this temperature. Lower temperatures will only tend to enhance reliability.

The one predictable failure mechanism in RF transistors is metal migration, which is a result of high current densities at high temperatures. This phenomenon
was identified in the late 1960s and was reported to the industry in a classic paper written by Dr. Jim Black of Motorola SPS and published in the *Journal of the IEEE*. Dr. Black’s experiments were confined to aluminum metal, but subsequent work in the industry established appropriate constants to use with other materials such as gold. Dr. Black developed an equation that relates mean time before failure (MTBF) to temperature, current density and type of material. Figure 5-1 shows a plot of MTBF as a function of temperature for three kinds of top metals used in RF semiconductors. This equation is used today by semiconductor manufacturers to establish a safe maximum current level (for a predetermined value of MTBF—generally seven or more years) for a semiconductor device. It is apparent from Figure 5-1 that metal migration increases rapidly with temperature and is at least two orders of magnitude better (at a given temperature) for Au in comparison with Al.

More will be said about other reliability factors later in this chapter. For now, suffice it to say that because die temperature is a factor in reliability, it is important to select a transistor with an adequate thermal resistance rating. The circuit designer must then provide sufficient heat sinking to the device to allow the case temperature to be maintained below a maximum value such that the die temperature never exceeds 200°C.

A die temperature of 200°C will result in an MTBF of several years for most devices, if it is assumed that the temperature distribution along the die is even, which seldom is the case. With a medium-power-size die (100 watts), the temperature difference between the coolest areas and the hot spots can be as much as 40 to 50°C at the 200°C average level. Thus, it is easy to exceed the critical junction temperature in case of slight overdrive or load mismatch conditions, resulting in an unexpected device failure. It is considered good engineering practice to
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**FIGURE 5-1**

Failure rate (MTBF) versus temperature.
limit the maximum junction temperature to 150°C. Most military designs limit this number to 125°C. Junction temperature can be calculated from the formula

\[ T_J(\text{Ave.}) = \frac{P_d}{\theta_{JC}} + T_C \]

where \( T_J \) = junction temperature, \( \theta_{JC} \) = thermal resistance (from the data sheet), \( P_d \) = power dissipation, and \( T_C \) = device case temperature. Note that power dissipation enters into the equation as discussed in some detail in Chapter 1. This leads to a consideration of device efficiency. The efficiency of an amplifier is largely dependent on the output matching, including the quality of the components in the matching network. Also, the saturation voltage—and especially the output capacitance—has an effect on efficiency. The saturation voltage is more or less determined by the emitter ballast resistor values for bipolar transistors and by the resistivity of the starting material for bipolars and FETs and is probably the most fixed parameter. There are larger variations in the output capacitance depending on the die geometries and types of emitter ballast resistors for the bipolar transistors. An “overkill” in the selection of the electrical size of the device would automatically result in a higher output capacitance, whereas a smaller device with its lower output capacitance would result in a higher efficiency. It is a common belief that higher voltage operation always results in a higher efficiency than a low voltage operation at a given power level. This is not the case, except after a certain point, where the increased current levels begin to dominate in the form of high IR losses, especially in high-power 12-volt systems. The efficiency is directly related to the device’s output capacitance, and related to the square of the supply voltage.

\( \theta_{JC} \) can be measured using an infrared microscope (discussed in Chapter 1). A modern version of this measurement method uses the same basic principle, but displays a color picture of the die on a screen, each color shade representing a specific temperature. Measurements of devices intended for use at HF or VHF can be done at D.C., where the device is simply biased up to a known dissipation around its normal operating conditions. At UHF and higher frequencies, the feed structure and the metal pattern of the die usually have sufficient inductance to make the power distribution between the cells or emitter/source fingers uneven, which would necessitate the measurements to be made under actual RF operating conditions. The IR measurements are done only when the device is characterized. The thermal resistance, or a relative number that is representative of it, can also be measured with a \( \Delta V_{BE} \) test. This is done by measuring the forward voltage drop of the base-emitter junction and then forward biasing the junction with a high-current pulse of a specified length and current. By noting the \( V_{BE} \) prior to applying the power pulse and after, one can calculate \( \Delta V_{BE} \), then divide by the temperature coefficient (approximately 2 mV°C) to obtain a corresponding \( \Delta T_J \). If one then divides the temperature rise by the power of the applied D.C. pulse, the thermal resistance is obtained.

A similar technique can be used with FETs by measuring the \( \Delta V \) drop across the intrinsic diode. The junction temperature measured in this manner is more or less an average value and is generally lower than that corresponding to the
Important points about the thermal resistance of RF transistors:

1. The hottest spot on the die. The failure of the $\Delta V_{BE}$ method to measure hotspot temperatures is its main limitation, and, thus, it is not considered a very accurate method to determine $\theta_{JC}$. It is mostly used in production testing to detect units having bad die bonds.

2. We must remember that the thermal resistance of most materials increases with temperature. In a transistor, the die itself and the BeO insulator are the weakest links. The $\theta_{JC}$ numbers given in data sheets are for 25°C case temperature, but in actual use of a device, we are talking about case temperatures around 75°C typically, where the $\theta_{JC}$ would be some 25% higher. Figure 5-2 shows $\theta_{JC}$ versus temperature of a combined thermal resistance of Si and BeO. Although

---

**FIGURE 5-2**
Approximate $\theta_{JC}$ versus case temperature of the combined thermal resistance of Si and BeO in an RF power transistor.

---

**FIGURE 5-3**
A chart showing the $\theta_{JC}$ for various sizes of dice (plot B) and the combined $\theta_{JC}$ for the die and a 60 mil (1.5 mm)-thick BeO insulator (plot A).
each side of the BeO disc is at a different temperature potential, and the numbers are dependent on the BeO thickness and die area, the graph provides accurate enough data for reference purposes. For a given package, the \( \theta_{JC} \) is in direct relation to the die area or, more exactly, the active area. In other words, the larger the die, the lower the \( \theta_{JC} \). Transistors designed for higher power levels have larger dice in general than low power transistors, but UHF and microwave devices with their denser geometries have smaller active areas than lower frequency units for a given power level. As an example, an 80-watt VHF transistor has typically 20 to 22 K mils\(^2\) of die area. From Figure 5-3 we can find the die \( \theta_{JC} \) as 0.3°C/W (plot B). When a 60 mil (1.5 mm) thick BeO insulator is added to the thermal chain (plot A), the total \( \theta_{JC} \) becomes 0.7 to 0.8°C/W.

Of equal importance to the transistor junction to case thermal resistance is the thermal resistance between the transistor case and the heat sink. Each of the interfaces and layers of material in the heat-flow path must be carefully investigated to ensure a proper thermal design. Figure 5-4 is a thermal flowchart of a transistor/heat sink combination. The thermal resistance numbers for case-to-heat sink \( (\theta_{CS}) \) vary for different package configurations as shown below:

Large Gemini: 0.07 to 0.1°C/W  
\( \mu_600/\mu_600 \): 0.08 to 0.1°C/W  
0.50" flange: 0.1°C/W  
Standard push-pull: 0.15°C/W  
0.380" flange: 0.2°C/W  
Small Gemini: 0.2 to 0.3°C/W  
0.50" stud: 0.35°C/W  
0.380" stud: 0.5°C/W  
0.25" stud: 0.9°C/W

The heat sink is responsible for getting rid of the heat to the environment by convection and radiation. Because of all the many heat transfer modes occurring
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The thermal flow path of a transistor mounted to a heat sink. The lighter shading of the thermal resistance symbols represents the diminishing heat radiation farther away from the mounting area.
in the finned heat sink, the accurate way to obtain the exact thermal resistance of the heat sink would be to measure it. However, most heat sink manufacturers today provide information about their extrusions concerning the thermal resistance ($\theta_{SA}$) per unit length. This information can be used to calculate the size and type of heat sink required without having to start “from scratch.” “From scratch” calculations would benefit only a designer planning to use an industry non-standard extrusion or a custom cast design. Some manufacturers even provide $\theta_{SA}$ versus air velocity charts. When the power dissipation and the thermal resistances of all interfaces are known, the requirement for the type and size of the heat sink required can be figured as

$$\theta_{SA} = \frac{(T_j - T_A)/P_d}{(\theta_{JC} + \theta_{CS})}$$

where $\theta_{SA}$ = thermal resistance of the heat sink, $T_j$ = transistor junction temperature (upper limit), $T_A$ = ambient temperature, $P_d$ = dissipated power, $\theta_{JC}$ = transistor thermal resistance (from device data sheet), and $\theta_{CS}$ = thermal resistance case-to-heat sink (as given above for a variety of package types).

Assume the device is mounted to the heat sink with a thermal compound interface (such as Dow Corning 340 or equivalent, which is essential in mounting all power semiconductors) and the $\theta_{CS}$ is 0.1°C/W and $T_j = 150°C$, $T_A = 50°C$, $\theta_{JC} = 0.6°C/W$ and the power dissipation ($P_d$) = 100 W. Then, the $\theta_{SA}$ is $[(150 - 50)/100] - (0.60 + 0.10) = 0.30°C/W$. This means that a sufficient length of suitable extrusion is required to obtain this $\theta_{SA}$ value, which does not include forced air-cooling. The $\theta_{SA}$ of a typical extrusion 4.5" (11.5 cm) wide and 6" (15 cm) long with 1" (25 mm) high fins can be lowered by approximately a factor of 3 with an airflow of 10 ft (300 cm)/second. The forced air-cooling is most efficient if turbulence can be created within the fins. This can be approached by directing the airflow against the cooling fins instead of along them longitudinally. The heat sink material must have good thermal conductivity. Aluminum is the most common material for heat sinks because of its good conductivity and light weight. Copper would, of course, be better because its thermal conductivity is about twice that of aluminum, but it is heavier and more expensive. Fortunately, there is a happy medium. An aluminum heat sink can be equipped with a copper heat spreader, which is a copper plate of around 0.25" (6.3 mm) in thickness fastened to the top of the aluminum heat sink, and against which the transistor(s) are mounted. The heat spreader should extend at least 1 inch (25 mm) beyond the transistor package in each direction. Although an additional thermal interface is created, the area is relatively large and there will still be a considerable improvement in the total $\theta_{SA}$ of the structure.4

In pulse operation (previously discussed in Chapter 4, “Other Factors Affecting Amplifier Design”), several relaxations can be applied to an RF power amplifier design. These include reduced cooling requirements, smaller power supplies, reduction in passive component (especially capacitor) sizes, and selection of a lower power transistor for a given peak power. There are transistors especially developed for pulse operation, most of which are the bipolar type. Their emitter ballast resistors and epitaxial layers have been modified to make it possible for
the device to handle high currents and high peak powers, but they would be very fragile in CW operation.

It is possible to reach peak powers of 3 to 4 times the CW rating of a standard transistor under pulsed conditions depending on the pulse width and duty cycle. The temperature time constant of an RF power die is about 1 ms, but that of the BeO insulator is much longer. From this we can create a series of curves as shown in Figure 5-5, which shows the $\theta_{jc}$ at various pulse widths versus duty cycle of a typical high power transistor. This data is provided for most low frequency MOSFETs intended for switching applications.

In pulse operation of a transistor, a heat sink is not required to dissipate power on a continuous basis. If the pulse width is longer than a few seconds, it may be necessary to consider the thermal time constant of the heat sink as well. The steady state $\theta_{sa}$ is reached in 5 to 30 minutes, again depending on the pulse width and duty cycle. Since the temperature time constant of the heat sink is very slow, the calculations shown earlier for CW are still applicable.

OTHER RELIABILITY CONSIDERATIONS

In addition to excessive die temperature, there are other failure mechanisms in transistors. Some of these failure mechanisms are inherent in the transistor construction and, hopefully, are taken into account by the semiconductor manufacturer. For example, the type of wire used in bonding to the die can result in

**FIGURE 5-5**
The $\theta_{jc}$ of a typical RF power transistor in pulse operation relative to the pulse width and duty cycle.
formation of intermetallic compounds (if the top metal on the die and the wire are dissimilar), or, if the wrong impurity is used in aluminum wire, it can lead to early breakage of the wire at the heel of the bond (metal fatigue resulting from expansion and contraction of the wire with temperature). Other failure mechanisms are associated with the use of the transistor. Some of these are exceeding the reverse base-emitter breakdown (\(B_{V_{EBO}}\)), exceeding the collector-emitter breakdown (\(B_{V_{CE}}/B_{V_{DSS}}\)), and exceeding the maximum allowable dissipation rating (\(P_D\)). We must remember that the rating of the latter parameter is highly temperature dependent and one must include the derating factor when making power dissipation calculations (see Chapter 1).

One of the most common failures in bipolar transistors occurs when the base-emitter reverse voltage (BVEBO) is exceeded. Most silicon bipolar transistors—particularly those designed for use at frequencies below 500 MHz—have BVEBO ratings of 4 to 6 volts minimum. However, higher frequency transistors may have BVEBO values as low as 2 volts. Permitting the base-emitter total voltage to exceed BVEBO even at relatively low currents will result in degradation of hFE, decreased power gain, and eventual failure of the unit. The failure mode of exceeding the BVEBO rating of a BJT is one that most circuit designers find hard to diagnose because there is seldom any visible damage to the transistor die. Exceeding this breakdown voltage is most likely to occur in Class C operation and at VHF or higher frequencies, where the transistor power gain is relatively low and the device base input impedance level is moderately high, resulting in large RF voltage swings at the input to the transistor. The possibility for excessive voltage swings can be reduced, but not completely avoided, by returning the base to ground through a low Q inductance. This technique is used in most circuits shown on device data sheets and is to be preferred over the use of only a resistor, as is the case in some amplifier designs.

Three different base return configurations are shown in Figure 5-6. Figure 5-6A represents a resistive base-to-ground return only and is considered poor engineering practice. In this circuit, part of the RF drive voltage is rectified by the base-emitter junction, and although the resistor is usually of a low value (5 to 10 \(\Omega\)), D.C. voltage developed across the resistor adds to the RF ripple and may build up to a level higher than the BVEBO rating. Figure 5-6B shows an improved base-return scheme where a resistor is used to “de-Q” an inductor. The low internal resistance of the inductor L suppresses the rectification, although it is still possible for the RF voltage peaks to reach the value of BVEBO in some instances. Figure 5-6C is essentially the same as B, except that the inductor L is connected to a bias source of +0.65 to 0.7 volts, which usually has a low enough source impedance to clamp the D.C. voltage to the level of the base bias potential.

Another failure mechanism, which is better known and easier to detect, is exceeding the collector-emitter or drain-source breakdown voltage in normal operation (\(B_{V_{CE}}/B_{V_{DSS}}\)). Exceeding this rating will also not usually destroy the transistor immediately, but it results in increased power dissipation and heat generated, which can lead to long-term failure. However, it is well known that RF breakdown voltages are somewhat higher than those measured at D.C. or very low frequencies, such as the D.C. breakdown voltages specified on most data
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FIGURE 5-6
Base-to-ground return configurations for bipolar transistors. A may lead to exceeding the $BV_{EBO}$ rating and is not recommended. B is recommended for Class C amplifiers, and C for forward biasing in Classes A and AB.

sheets. This is also the case with MOSFETs and is caused by the frequency dependency $\beta$ or $g_{FS}$. The increase of the RF breakdown voltage with increasing frequency is usually rapid up to around the $\beta$ cutoff frequency and the corresponding point for a FET, after which the change is more gradual. Measurements have verified increases up to 35% depending on the device and its initial value of $\beta$ or $g_{FS}$. However, in a BJT, only the $BV_{CEO}$ and $BV_{CER}$ are affected; $BV_{CES}$ remains unchanged.

Although similar measurements have not been made regarding other circuit configurations, it is suspected that the same is true for common base, but with a different frequency-voltage profile. The fact that increased die temperature lowers breakdown voltages (second breakdown) tends to balance the increase in breakdown voltage with frequency, and the actual breakdown voltages under operating conditions may remain more or less constant for most applications. Exceeding the $BV_{CER}$ and $BV_{DSS}$ is difficult to prevent in certain applications, such as power oscillators. Any kind of suppressors or clamping devices usually do not work since they would have to handle high RF currents and considerable amounts of power would be dissipated in them. However, the collector-emitter (or drain-source) breakdown problem can be minimized by proper circuit design, particularly output matching. The actual RF voltage swings at the output of a transistor depend on the loadline presented to the transistor. High loadlines lead to high RF voltage swings; low loadlines create low RF voltage swings. However, high loadlines are needed to achieve high efficiencies, while low loadlines tend to give poor efficiencies. Thus, it is necessary to compromise the circuit design in those instances where breakdown is an issue.

Most transistor failures are usually overdissipation related, which can occur due to overdrive, thermal runaway, self-oscillation, or load mismatches. Overdrive is probably the least likely cause of failure, except during a circuit’s initial design phase or in those instances in which large amounts of drive power are available, such as in the case of add-on booster amplifiers. Overdrive is most
likely caused by an operator error, whereas thermal runaway may be the result of an inadequately designed cooling system, improper transistor mounting to a heat sink, or selection of a wrong device for a specific application. Unwanted self-oscillations can easily destroy a transistor as the result of excessive currents that may flow at each frequency of oscillation. Circuit design and, particularly, circuit layout are critical to prevent oscillations at frequencies that may be either above or below the frequency of oscillation.

Transistor failure caused by a mismatched load is without question the most frequent source of device failure in using high power RF transistors. Load mismatches will vary with application. Some can be prevented, but others cannot be prevented in normal use. It is extremely important to consider the amount of load mismatch anticipated in selecting a transistor for a specific application. As explained in Chapter 1, transistors are available in the industry for a wide variety of load mismatch conditions. Thus, this failure mechanism can frequently be avoided by choosing the right transistor for the job.

A push-pull amplifier tends to be more vulnerable to transistor failures from overdissipation caused by load mismatches than a single ended one. Even if the transistors are well matched and balanced in all of their parameters, the balance can be disturbed under a load mismatch, causing one transistor to dissipate more power than the other. Thus, if a transistor is specified to survive—for example, with a 10:1 load VSWR in a single-ended test circuit—it may not be able to withstand the same amount of load mismatch in a push-pull amplifier. There are techniques to prevent this, for example, fast-acting shutdown circuitry or an automatic level control (ALC) loop, which will be examined in detail in Chapter 9, “After the Power Amplifier.”

MOSFETs have another failure mode, which is unique to them and fairly common. It is rupture of the gate oxide by overvoltage, discussed briefly in Chapter 3, “FETs and BJTs: Comparison of Parameters and Circuitry,” in the context of comparing parameters. Only a pulse on the order of a few nanoseconds in width is required to rupture the gate. The greatest danger is when the gate is open and the FET is being handled by mounting it in a circuit, etc. During such operations, electrostatic discharge (ESD) can damage the gate unless proper grounding procedures are exercised. These include anti-static workbenches and floors as well as grounded tools and personnel. There are other situations in addition to ESD that can subject the gate to a high voltage transient:

1. A transient can be initiated by the signal drive source being switched on and off. It is then amplified by the driver chain and reaches the final gate at a high amplitude.
2. A transient can be generated when the power supply is switched on or off. The transient may be originated by the power supply or it can be generated by charging and discharging capacitances in the circuit itself, including the drivers.
3. A transient can be reflected back to the gate from the output through the feedback capacitance ($C_{rss}$). This is a typical mode of device failure in am-
plifiers driving inductive loads, but is possible in any RF amplifier under certain load mismatch conditions.

How does the device and/or circuit designer prevent transients from damaging the gates of FETs? Some of the low frequency MOSFETs have built-in zener diodes between the gate and the source, but their junction capacitances would be excessive at VHF and higher frequencies. A combination of zener and signal diodes as shown in Figure 5-7 has been used successfully. The zener diodes, which should have their zener voltages 2 to 3 volts below the FET’s maximum $V_{GS}$ rating, allow biasing of the FET to its $V_{GS(th)}$ level and the signal diodes with their low capacitances eliminate the zener capacitance effect. In Figure 5-7, diodes $a$ and $b$ rectify the gate RF drive voltage and a D.C. potential close to the peak-to-peak value of the RF voltage appears across the junctions of $a$ and $c$ (positive) and $b$ and $d$ (negative); however, diode string $ac$ will not limit the negative half cycle, and $bd$ will not limit the positive half-cycle of the RF drive. It is important that inductances associated with series diodes be kept extremely low in order for the circuit to function properly. It may even be advisable to employ leadless pills or other surface mountable packages. Depending on the type of diodes used, charging the zener capacitance in pulsed operation may affect the pulse shape, but this matter has not been investigated in any detail. Pulse shape would also be a function of the pulse width in question.

If gas discharge devices, such as surge arrestors, were available with low enough breakdown voltages, they would make ideal MOSFET gate protectors. They are fast, they can carry high currents after the gas has ionized, and their electrode capacitance can be $<0.5 \text{ pF}$. There are gases with ionization potentials of around 20 volts, but there are other factors that also determine the breakdown voltage of a gas discharge device, and the industry probably has not seen sufficient demand for a low voltage unit.

![FIGURE 5-7](image)

**FIGURE 5-7**
Low capacitance gate protection circuit for MOSFETs. The upper frequency is limited by the series inductance of the diodes and the type of diodes used for $a$ and $b$. 
References


[9] All RF MOSFET Data Sheets, Motorola Semiconductor Sector, Phoenix, AZ.
Construction Techniques

TYPES OF PACKAGES

Parasitic reactances, material losses, and—for higher power devices—thermal limitations combine to make package selection for RF transistors a technically challenging undertaking. It has been said the best RF package is NO package. While this is understandable, it is not practical. Thus, the job for the semiconductor manufacturer is to design a package that protects the RF die, heat sinks it, and makes connections to the “outside world” with minimal deleterious effects.

Primary characteristics of packages suitable for use with high power devices at RF frequencies are shown below. Thermally, the package must allow the user to maintain die temperature below a prescribed maximum, generally 150°C for plastic packages (low power) and 200°C for metal-ceramic-type packages (typically used for high power devices). Low power devices have their die mounted on the collector portion of the package lead frame encapsulated in plastic. For power dissipations less than 250 mW, no difficulties are typically encountered. Packages with thicker lead frames (an example is the Motorola Power Macro package) have been created to increase power dissipation limits to over 1 watt. The desirable characteristics of good RF power packages are:

1. Good thermal properties
2. Low interelectrode capacitance
3. Low parasitic inductance
4. High electrical conductivity
5. Reliability
6. Low cost
7. Form factor suitable for customer application

Low power packages come in a variety of choices for the circuit designer. The choices extend from metal can hermetic packages (such as the TO-39), to plastic encapsulated packages (such as the TO-92 and the Macro-X), to plastic, surface mount packages of various sizes and power dissipation ratings, and, finally, to metal-ceramic, hermetic packages for the most severe environmental requirements. A collection of plastic, surface mount, and metal-hermetic packages for low power is shown in Figure 6-1. Typically, however, when the power level exceeds 1 watt, the RF die is mounted in a metal ceramic package that is con-
FIGURE 6-1
Various types of packages for low power transistors.

constructed with a ceramic material that has excellent thermal characteristics such as BeO.

Several electrical requirements are imposed on an RF package in addition to the thermal requirements. Objectively, the semiconductor manufacturer wishes to make contact with the die while keeping parasitic capacitance and inductance along with conductivity losses at a minimum. The package design—location of external leads, thickness of the ceramic material, choice of plating materials, and the path length from die to external lead connections—allows the device manufacturer to approach these desired results. Another key objective is to keep lead length from die to the external circuit as short as possible. Leads (including current paths on the ceramic) must be sufficiently wide to prevent excess inductance. And, most importantly, the plating on both ceramic and leads must be low loss and sufficiently thick in skin depths to minimize series resistance to RF current flow.

Other factors in addition to thermal and electrical enter into the package design. These involve such matters as reliability, cost, and customer convenience. Customer convenience includes items such as type of heat sink (stud or flange) and form factor (surface mount, machine insertable, microstrip compatible, etc.). Reliability covers die attach, wire attach, hermeticity, and lead solderability. Both die and wire attach are dependent on plating. High power die attach must have void-free, low thermal resistance bonds (typically silicon-gold eutectic) to prevent thermal hot spots, and these bonds can be achieved most readily with an adequate amount of smooth, pure gold in the die attach area of the package.

Most modern-day transistors are constructed with silicon nitride die passivation. Many also use gold (Au) “top” metal and Au wire, which alleviates the need
to keep moisture and foreign material from coming in contact with the die and wire bonds. However, if packages are subjected to contaminants (such as those found in vapor phase soldering and subsequent flux removal solutions), gross leak hermeticity is important to prevent particles from getting inside the transistor, where long-term chemical action could result in premature device failure. Most RF power packages used today include an epoxy seal between the ceramic cap and the package “header,” which includes the ceramic substrate and heat sink.

In the early 1960s, as transistors began to deliver watts of power at frequencies greater than 50 MHz, a new RF power package evolved that was suitable for microstrip circuit applications (see Figure 6-2). It was called Stripline Opposed Emitter (SOE), after its planar lead construction. The package contains two opposing leads tied to the common element, which is the emitter in transistors intended for use as common emitter amplifiers. A raised bridge over the collector metalization ties the two common element leads together and allows the shortest possible wires from the die to the common element leads. Today, this package—or variations of it—is the basic package used for almost ALL high power RF discrete transistors.

One of the first variations that Motorola pioneered in the early 1970s was to add an additional metalization path on the ceramic substrate between common element leads. Together with the raised bridge, this path provided a means of “dual bonding” the common element wires and thereby reducing common ele-

**FIGURE 6-2**
Stripline Opposed Emitter (SOE) RF power transistor package.
ment inductance. The package, shown in Figure 6-3, is called a Dual Emitter Bond package (DEB). The ultimate reduction of common element inductance was achieved by the “isolated collector package” originated by Microwave Semiconductor Corporation in the early 1970s. Here, as shown in Figure 6-4, the die (which is located on the collector “island”) is surrounded by common element metal. Dual emitter bonds (or base bonds) can be attached to this metalization and the metal can be “wrapped around,” or in some other manner attached, to the bottom side of the ceramic, which is generally at ground potential.

An interesting variation of the “isolated collector package” is one using internal matching for the input and/or output. One of the first internally matched package types (without use of the isolated collector) is shown in Figure 6-5. Internal matching utilizes the inductance of wire bonds along with metal over semiconductor (MOS) capacitors to form low-pass “matching” networks that ideally transform input (and/or output) impedances to higher real values and
lower imaginary values (which means lower Qs). Internally matched parts are sometimes referred to as “j0” or “CQ” parts, names that reflect the intent of the internal matching process.

Packages with isolated collectors are ideal for internal matching because the common element metalization allows the placement of MOS capacitors on both the input and output sides of the die. Wires can then be used to attach the input and output leads to the die. At the same time they serve as part of the matching networks. Note that packages with six leads (such as that shown in Figure 6-5) are really SOEs with the common element leads on each side of the package split and re-directed toward the input and output. Also note that it is not uncommon to refer to the package as SOE even when it is used for common base BJTs or even FETs.

With the advent of high frequency, high power parts and their use in broadband circuits, a company called Communication Transistor Corporation (CTC) created a unique variation of the SOE package by placing two such packages on a common flange (see Figure 6-6). They called the package “Gemini,” which means twins. An evolution of the original package resulted in a single piece of ceramic containing metalization for two separate transistors. Because the transistors are used in “push-pull” circuits, the packages are commonly referred to as “push-pull packages.” The primary advantage of push-pull packages is the characteristic of minimum inductance between common elements of the two transistors (see the next section for a more complete discussion of common element inductance).

Cost considerations led to the addition of ceramic (BeO) to a conventional TO-39 package (shown in Figure 6-7). This package, called a common-emitter (CE) TO-39, allows BJT die to be isolated from the TO-39 metal and, simultane-
ously, allows the emitter of the die to be “tied” to the header. A similar use of
the package for vertical structure MOSFETs could result in a common-source
TO-39. What the CETO-39 package did was to make a significant reduction in
package costs for parts in the medium power range of 1 to 4 watts for VHF and 1
to 3 watts for UHF. The power dissipation capabilities of the package in addition
to the multiple wire bonds that would be required for larger die restrict its use to
the power levels listed above. Package parasitics make this kind of package un-
desirable for use at frequencies higher than 500 MHz.

FIGURE 6-7
The common-emitter (CE) TO-39 transistor package.
A popular high power plastic package called the TO-220 is used at low frequencies and can be adapted for “common emitter” operation by the addition of ceramic in a manner similar to the TO-39. Such a package, called the CETO-220, has never achieved widespread use at RF because of the increased complexity (and higher costs) of multiple wire bonds required for large-size RF die. The added costs of assembly offset to a large extent the lower package costs (compared with SOEs). Also, the configuration of the leads and internal wire bonding result in excessive package parasitics and high-Q impedances in both the input and output of the transistor.

Hermetic packages for power transistors have requirements contrary to those of good RF packages. The lead length through the hermetic seal is usually longer and more “lossy” than the length required for similar non-hermetic packages. In most other respects, hermetic packages are identical to conventional packages. Today, hermeticity is seldom warranted for commercial applications. Cost of hermetic packages is prohibitive except for those special applications—typically military and space—in which severe environments are encountered and ultra-reliability is essential.

**THE EMITTER/SOURCE INDUCTANCE**

For simplicity, we will concentrate on the common emitter/source amplifier configuration. It should be realized that in a common base circuit, the base-to-ground inductance is equally critical, but for a different reason (see Chapter 3, “FETs and BJTs: Comparison of Parameters and Circuitry”). To obtain the maximum power gain of a given device, the emitter/source-to-ground inductance must be kept as low as possible. Minimizing inductance is most critical in low impedance devices, which means high power transistors operating at low voltages. Inside the package, two factors affect emitter/source inductance. One is die design, the other is package construction.

A small signal transistor die is small (die size is 20 mils, or 0.5 mm square or less) and generally involves a single bond pad for attaching a wire to the emitter/source portion of the transistor. An example is shown in Figure 6-8. A power transistor die is, in reality, created by combining large numbers of “small signal” transistor cells on a single die and interconnecting these cells by means of a metal “feed structure” as shown in Figure 6-9. Note that several bond pads are made available for attaching wires to the emitter/source portions of the transistor die.

Bond pad sizes in RF die are made relatively small to minimize parasitic capacitances, which results in the largest wire sizes used in RF transistors to be approximately 2 mils (50 μm). Many higher frequency transistors designed to use 1½ mil (37 μm) or even 1 mil (25 μm) wire. A 2-mil wire over a ground plane has an inductance associated with it of approximately 20 nanohenries per inch of length. Thus, it is essential that both die and package design be coordinated to result in minimum inductance from bond wires. In die for high power transistors,
this is achieved by making the die long and narrow with a large number of bond pads. Types of packages were discussed in the previous section of this chapter.

The emitter/source inductance outside the transistor consists of the transistor lead inductance to ground and the inductance of the circuit board ground plane. Thickness of the circuit board copper clad foil could have an effect in determining maximum power gain, but in practice it has been proven to be negligible, except in special cases such as very high power and low voltage applications. In most professional designs, a double-foil-sided circuit board is employed, which provides a continuous ground plane at the bottom side of the board. It is electri-
FIGURE 6-10
Emitter grounding method for a transistor in a “CQ” (controlled Q) package. (A) designates plated-through holes or feed-through eyelets to the bottom ground plane of the board. Alternatively, wrap-around metal foil straps (B) can be used.

cally accessible by plated-through holes or feed-through eyelets around the transistor mount opening, near the emitter/source area. If a designer lacks the facilities to obtain plated-through holes, the emitter/source areas in the transistor mount opening can be wrapped around with straps of metal foil, connecting these areas on the top of the board to the ground plane (see Figure 6-10). Ground feed-throughs, in addition to being achieved with plated-through holes and feed-through eyelets, can also by created by using small lengths of hook-up wire placed through holes drilled in the printed circuit board and then soldered to each side.

In some cases—such as low frequency 3- to 4-octave bandwidth linear designs that include biasing circuitry and feedback networks, etc.—the ground plane must be the top layer of the circuit board, thus eliminating the need for feed-through connections for the emitter/source grounding. When RF transistors are characterized by semiconductor manufacturers, great care is taken to minimize emitter/source inductance because higher inductance, in addition to causing reduced power gain, would also lead to errors in input impedance values.

In order to minimize lead inductance, the transistor mount opening in the circuit board, which is necessary to allow the device to be attached to a heat sink, should not be made larger than necessary for a given package type. The emitter/source inductance affects the device’s power gain to the same extent as that created by an unbypassed resistance having a value equal to the inductive reactance in question, with the only differences being that the inductive reactance does not generate a D.C. voltage drop and its effective value is more frequency dependent. If the lead inductance is converted to reactance at the frequency of operation, its effect can be compared to that of an equal value resistance between the emitter/source and ground. For small signal amplifiers, the voltage gain is simply defined as $R_L / R_{E(S)}$, where $R_L$ = load impedance and $R_{E(S)}$ = external emitter/source resistance or reactance. However, with power devices at high frequencies, the situation becomes more complex because of phase errors, generally greater reac-
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tance values, and lower device impedances. The effect of emitter/source inductance on the power gain of an RF power transistor can be calculated using S-parameters, for example, if available. A detailed model such as that shown in Chapter 7, “Power Amplifier Design,” would be helpful in computer-aided designs.

The transistor wire bond (for a specified number of bond pads) and lead frame inductances are usually fixed by package dimensions, and can only be reduced by selecting the physically smallest package in which the die can be mounted. However, if the package is made too small, it is possible to increase thermal resistance\(^5\) (see Chapter 2, “RF Transistor Fundamentals”). Sometimes, the same transistor die is housed in various package styles—for example, the standard 0.380 SOE, 0.500 SOE, or plastic TO-220. Out of these three, it would be possible to achieve the highest power gain with the 0.380 style since the internal package inductance is lower than in the two other case styles. The stud-mounted packages, although not as good thermally as the flange types, allow closer access to the ground plane, since no openings for the flange ears are required. However, many devices are not available in these packages, nor could they be used in designs where the rear side of the heat sink is not accessible.

In a push-pull configuration, the emitter/source-to-ground inductance becomes less important and the ground path only provides the D.C. supply to the devices. Analyzing the push-pull operation reveals that the RF current is now flowing from emitter to emitter (or source to source). For this reason, the devices should be physically mounted as close to each other as possible. If this cannot be done due to existing circuit layout or other reasons, some improvement can be obtained by connecting all the emitters or sources together with a wide metal strip placed over the transistor caps (see Figure 6-11). With flange-mounted devices, each emitter can be connected to the flange using solder lugs or wire loops under the mounting screws, enabling the heat sink to provide a low inductance connection between emitter leads. Since the emitter-to-emitter (or source-to-source) inductance can in practice be made lower than emitter/source-to-ground inductance, it is obvious that a push-pull circuit will exhibit a higher power gain.

FIGURE 6-11
An example of how emitter-to-emitter inductance can be reduced in a push-pull circuit. (A) represents the heat sink, (B) the circuit board, and (C) points to one of the emitter leads. (D) is a metal strap of 0.25 to 0.3\(^\circ\) in width (usually copper), formed to allow the ends and the center part to be soldered on top of the emitter or source leads.
than a single-ended one using the same devices.\(^3,4\) For push-pull operation at VHF and UHF, special packages have been developed in which two transistor dice are attached next to each other, thus limiting the emitter-to-emitter inductance to that of the bonding wires. This is probably the only practical approach to using push-pull techniques at UHF frequencies, particularly at higher power levels.

**LAYING OUT A CIRCUIT BOARD**

Depending on frequency, power level, and voltage of operation, different requirements are dictated for RF circuit layouts. Practically all solid state RF circuits today use some type of laminate of dielectric material and metal foil (usually copper). This circuit board laminate is referred to in the industry as copper clad laminate and is available either with the foil attached to only one side or to both sides. The foil thickness is measured in ounces per square foot. Half-ounce laminate is the thinnest standard and converts to a foil thickness of 0.0007", or 0.018 mm. Similarly, 1 ounce would be 0.0014", or 0.036 mm, etc. For small signal circuit layouts, the half-ounce laminate is sufficient, and in some instances can be used at higher power levels at UHF to microwaves, where the skin depth is shallow. As most readers know, A.C. current is concentrated in the surface layer of a conductor, which is the result of the phenomenon known as “skin effect.” The lower the frequency, the deeper this layer extends (or the thicker it is), and vice versa. However, part of the current also passes below the top layer, and, thus, one can think of a conductor as having a number of layers, each one of a thickness of one skin depth.

By definition, a skin depth is the distance in inches (or meters) in which the current decreases to a value of 1/e or 36.8% of its initial value.\(^6\) It is analogous to sigma in a Gaussian distribution. That is to say, all current for practical purposes is contained in about five or six layers, each having the thickness of a skin depth. The skin depth (\(\delta\)) of a copper conductor is approximately 0.00035", or 0.009 mm, at 100 MHz. Using the skin depth of copper at a frequency of 100 MHz as a reference, the skin depth versus frequency can then, for practical purposes, be figured as:

\[
\delta = 0.00035 \times \sqrt{\frac{1}{f/100}}
\]

where \(\delta\) is the skin depth in inches or mm, \(f\) is the actual frequency in MHz, and 100 = the reference frequency in MHz. From the formula above we can conclude that low frequencies require heavier foil thicknesses than high frequencies do. However, there are also other factors to be considered in assessing total circuit losses. Some of these are dielectric losses, IR losses in the RF circuitry, and IR losses in the D.C.-carrying conductors.

The single-sided circuit board is used primarily in circuits designed for very low frequencies where the ground plane inductance is not critical. It can also be used at UHF and microwave circuits where the so-called coplanar striplines
(waveguides) are used for impedance matching or other functions. Since there is no ground plane, the coplanar waveguide is most practical where relatively high impedances are involved.

A two-sided circuit board laminate is the most commonly used material. It is useful in applications requiring a ground plane on the top of the board with other circuitry underneath it (method #1). Openings to the top ground plane can be made in locations requiring clearances for component lead feed-throughs. Probably the most common circuits requiring two-sided laminate board layouts are the ones designed for higher frequencies (VHF to microwave), with a continuous ground plane on the bottom side of the circuit board (method #2). This may be required to provide solid grounding points for the components on the top by means of feed-throughs, or to establish a specific impedance for a microstrip. Stripline has its major applications in constructing filters, hybrid couplers, and other passive components.) Sometimes it may be advantageous to combine the two grounding methods described above and have a partial ground plane on each side of the board (see Figure 6-12). In lower frequency applications, two-sided circuit boards are used to reduce the emitter-to-ground inductance for increased power gain (see preceding section).

There are a variety of dielectric materials employed in making a printed circuit board (PCB). In a single-sided laminate, the quality of the dielectric and the way in which the foil adheres to it at elevated temperatures are more important than the material’s relative dielectric constant ($\varepsilon_r$), except in designs with high impedance lines or relatively high Q-resonating elements (relative dielectric constant of a material is defined as the material’s actual dielectric constant referred to the dielectric constant of a vacuum, $[\varepsilon_0]$). The dielectric constants most commonly used for insulating mediums in circuit board laminates range from 2 to 7, although aluminum oxide with its $\varepsilon_r$ of 9.5 has gained popularity due to advances...

FIGURE 6-12
An example of a partial ground plane on each side of a circuit board. The black rectangle (bottom) is connected to the top ground plane (shaded area) via feed-through.
in ceramic technology, laser machining, and metal deposition on such substrates. The higher \( \varepsilon_r \) of \( \text{Al}_2\text{O}_3 \) results in more compact circuit designs and circuits capable of withstanding high temperatures without changes in performance compared to ones using organic-based dielectrics.

The dielectric constant of a material is, in reality, a complex number consisting of a real and imaginary part. The imaginary part, sometimes referred to as \( \varepsilon'' \), when divided by the real part, sometimes referred to as \( \varepsilon' \), is called the loss tangent of the material. The term \( \varepsilon'' \) is referred to as the "loss factor," which is a measure of the "lossiness" of the material. In most cases, the real part \( \varepsilon' \) is normalized to the dielectric constant of a vacuum \( (\varepsilon_0) \) and is referred to as \( \varepsilon_r \). In all insulating materials, \( \varepsilon_r \) is temperature and frequency dependent. The changes are largest in high loss materials like phenolic and epoxy fiberglass and lowest in materials such as Teflon™ (TFE) and \( \text{Al}_2\text{O}_3 \). This is true for both the real and imaginary parts of \( \varepsilon_r \), which results in phenolic materials being usable only at audio or ultrasonic frequencies, or perhaps to frequencies of 10 to 20 MHz, particularly in small signal applications. Epoxy fiberglass is usable to about 200 MHz, but beyond that frequency area, glass TFE, Duroid™, or plain TFE should be used. Figure 6-13 shows the relationship of \( \varepsilon_r \) to the characteristic impedance of microstrip. There are rather complex formulas to calculate microstrip impedance, when \( \varepsilon \) and \( H \) (the height—see Figure 6-14) are known. As a matter of fact, the graph of Figure 6-13 has been plotted from data obtained by such calculations and should be accurate enough for most applications. The term "H" in the expression \( W/H \) is confusing to many, but it actually refers to the thickness of the dielectric medium (Figure 6-14). It can be noticed that for a given characteristic impedance, the line gets wider with a dielectric medium of low \( \varepsilon_r \) and vice versa. As a point of comparison, air is assumed to have an \( \varepsilon_r \) of 1.0. Materials with the \( \varepsilon_r \)'s in the range of 100 and higher have been used for dielectrics in capacitors.

**FIGURE 6-13**
Microstrip impedance versus width/height for some of the most popular dielectric materials.
FIGURE 6-14
Cross-section of a microstrip. Although not shown here, in practical circuits, the backside metal and the dielectric must extend a minimum of two line widths to each side.

for many years. However, only recently high dielectric ceramics (most of them barium-titanium oxide-based substances) have been developed, which are sufficiently stable with temperature to be used for microstrip substrates. It should also be noted that for high values of $\varepsilon_r$, the line width decreases and, thus, more accurate dimensioning is required.7,11

Electrical wavelength in transmission lines that have a relative dielectric constant greater than 1 is reduced by a factor that is related to the square root of the dielectric constant. That is to say,

$$\lambda_m = \frac{\lambda_0}{\sqrt{\varepsilon_r}}$$

where $\lambda_m$ = the wavelength in the dielectric, $\lambda_0$ = the wavelength in free space and $\varepsilon_r$ is the relative dielectric constant of the transmission line. Sometimes this wavelength reduction is thought of as a reduction in velocity of the propagated wave (which it is) and one refers to a “velocity factor” for the dielectric material. Velocity factors for typical materials are given below from the lowest to the highest ratio:

- Duroid™: 0.68 to 0.66
- Teflon™: 0.65 to 0.63
- Glass-epoxy: 0.52 to 0.49
- $\text{Al}_2\text{O}_3$: 0.36 to 0.32

In UHF and microwave circuit layouts using coplanar waveguides, striplines, or microstriplines, sharp corners (as shown in Figure 6-15A) in folded lines should be avoided because they create standing waves in these areas and result in the line having an irregular impedance along its length. A common practice to
Making a fold in a microstrip incorrectly is shown in (A), whereas (B) represents a correct procedure that provides a constant characteristic impedance along the line.

Avoid this discontinuity is illustrated in Figure 6-15B. In case of a folded microstrip, a length correction factor must be entered as:

\[
L = \frac{W_n}{\sqrt{2}}
\]

where \(L\) = the calculated line length, \(W\) = line width, and \(n\) = number of folds.

As recently as 1980, circuit board layouts had to be made with black adhesive tape laid down on a transparent or opaque Mylar foil, or for more demanding applications by cutting and peeling a red “ruby” coating from its Mylar backing. Since the ruby peel-off layer is very thin, more precise layouts can be realized with this method than with the adhesive tape. The tape and ruby layouts are typically done oversize (\(\times 2\) to \(\times 8\)) and reduced to normal size by photolithography. This process yields very accurate dimensioning required for microwave and other microstrip designs. The ruby printed circuit (PC) artwork technique is still used for the most demanding circuit designs.

Today, most circuit board layouts are made using computers. There is special software available from a variety of sources designed especially for this purpose. Depending on the hardware, accurate dimensioning is possible, especially if the initial artwork is made in an expanded scale. The image can be printed with a suitable printer to produce black and white artwork, which can be photographed and reduced for the final layout film. The computer image can also be directly transferred to a PC board-manufacturing facility via a modem, which in some cases speeds up the procedure but does not guarantee accuracy. Note that printers such as a “Laserwriter” can change the artwork dimensions typically in a negative direction by 1 to 2%, thus requiring a correction factor to be used.

Low frequency and high power amplifier circuits are frequently realized in push-pull configurations with wideband transformers as matching elements, even if only single frequency operation is desired. Such designs are much easier to implement and more reliable than either a push-pull or a single-ended one with narrow-band LC-matching networks. In the latter case, the L’s would reach very
low values and the C’s would be required to carry high RF currents, resulting in excessive heating of the components and possibly even heating the solder to its melting point.

Transistor manufacturers frequently show single-ended narrow-band circuits as test circuits in the device data sheets, but not many of the circuits (for very high power devices) are suitable for continuous operation, although they may permit achieving the rated peak performance of the device. In the characterization of a 600-watt transistor, where narrow-band test circuits were required for three frequencies (3 to 30 MHz), problems similar to those described above were encountered. These circuits barely held intact during a 2- to 3-minute tune-up operation, even when forced air-cooling on the passive components was provided.

It should be remembered that even at low frequencies (such as 2 to 30 MHz), when one is designing a high power amplifier (such as 300 watts), ground planes and circuit layout are just as important as they are at higher frequencies (such as 500 MHz) for lower power amplifiers (say 50 watts). This is true because impedance levels in these two instances are comparable, both being relatively low. And if wideband transformers are used, attention must be paid to minimize especially the inductance between the device’s output terminal and the transformer’s connection points. Excessive series inductance here would result in loss of output power along with early saturation and deterioration in wideband performance. The latter would also be affected by excessive series inductance on the input side in the form of possible resonances within the passband. However, it is not necessary to have exact 50 Ω lines at the inputs and outputs of amplifiers below VHF, because the line lengths are only a fraction of the wavelength and, therefore, the discontinuities would not noticeably affect circuit performance.

In addition to the RF-carrying conductors, attention must be paid to the D.C. circuitry. At a power level of 300 W, for example, and with a 28-volt supply, typical D.C. currents are approximately 16 A, assuming a 50% efficiency. In pulsed operation, over twice the power output of CW can be obtained from the same device under certain conditions, meaning that the peak D.C. current can be as high as 40 A. Especially in pulsed operation, any IR voltage drops would—in addition to reducing the peak power output—deform the shape of the pulse. Thus, it may be necessary to specify for the RF circuitry a laminate foil thickness heavier than normally required.

**TIPS FOR SYSTEMATIC PC LAYOUT DESIGN**

Assuming the frequency or frequency range of operation, power output level desired, supply voltage, and circuit details are known:

1. Determine whether a double-sided design is necessary and if partial ground plane on each side would benefit the design (for example, by saving board space).
2. Select the laminate with proper dielectric characteristics and foil thickness according to the specifications above.

3. Make a rough sketch to see how much area is required. If there is a size-limit, some parts of the layout—such as the widths of the RF- and D.C.-carrying foil runners—may have to be compromised.

4. Remember, in intermittent operation such as two-way communications or in pulse operation, much less stress is placed on the passive components than in applications that tend to have longer “on” durations, like TV or FM broadcast. Thus, in applications intended for intermittent operation, many components (such as capacitors) can have lower RF current ratings, which allow them to be smaller in size.

5. Provide as many grounding feed-throughs as possible within practical limits. Too many is always better than too few!

6. In a push-pull circuit, locate the transistors as close to each other as physically possible. This will give the most optimum power gain and broadband performance.

7. Most of the laminates with organic dielectric materials have a much higher temperature expansion coefficient than that of the transistor. If the circuit board becomes very large, it is recommended that it be divided into two separate sections, one for the input and one for the output. By splitting the input and output boards, the expansion will minimize the stresses on the transistor leads and their solder joints. This procedure is especially useful in high power push-pull designs.

MOUNTING RF DEVICES

Power Transistors

RF power transistors are reliable devices, capable of operating in excess of 100,000 hours without a failure when proper mounting techniques and electrical specifications are observed. Excessive torque in mounting both the stud-mounted and the flange-mounted devices has been noted to be a relatively common cause of premature transistor failures. Measurements have shown that overtorque—especially with the flange-mounted devices—makes the thermal contact to the heat sink worse than undertorque. Overtorque prevents the flange from expanding longitudinally with heat, resulting in upwards bowing and separation of its center area from the heat sink. The maximum recommended screw torques are as follows: 6.5 and 11.0 in.-lbs. for the 8-32 and 10-32 stud-mounted packages, respectively, and 5.0 in.-lbs. for the flange-mounted packages. In all cases, split-lock washers and flat washers are recommended, of which the latter should be in immediate contact with the flange’s top surface or with the bottom of the heat sink when using stud packages. Some equipment manufacturers use the so-called “Belleville” washers along with flat washers. The Belleville washer is one made of a thin steel sheet that is “bowed” 10° to 30°. It is available in a variety of
torque ratings and, thus, probably provides the most constant and controlled pressure for the flange-mounted devices.

There have also been controversies about the metric system hardware with its finer threads when compared with the British standard hardware (#4 = 3 mm, #6 = 4 mm). According to experts in thermal studies, a difference could be noticeable only if proper mounting torque and selection of other mounting hardware are not observed.\(^{17}\)

Certain transistor packages are less critical in their mounting procedures than others. An example is one having the flange made of mechanically hard material such as a copper-tungsten mixture, commonly referred to as Elkonite\(^{TM}\).\(^{18}\) This material, although not as good a heat conductor as copper, is often used because its thermal expansion coefficient is a closer match to the expansion coefficient of ceramics than is that of pure copper.

On the other hand, large push-pull packages (Gemini), which can be up to 1.5" (40 mm) in length and have flange thicknesses of only 0.06" (1.5 mm), are more critical in mounting than normal flange packages. With these headers, excessive torque of the mounting screws and an excessive amount of thermal compound can make the flange bow upwards in the center, and in addition to resulting in a bad thermal interface, may cause fractures in the BeO insulators and the dice.\(^{19}\)

Good deburring of the mounting holes, whether a stud- or flange-mounted device, is of utmost importance. One must insure that the transistor makes a good physical contact to the heat sink instead of “sitting” on burrs that may surround the mounting holes. Also, flatness required of the heat sink depends on the transistor package type. Most flange-mounted transistors have an unpublished flatness standard of \(\pm 1\) mil or \(\pm 0.25\) \(\mu\)m. This means that the heat sink surface at the mounting area should have at least the same flatness, which is not difficult to achieve.

In addition to hardware-mounted transistor packages, some devices come in “pill” headers, which are conventional headers with standard lead configurations without the mounting stud or the flange. Pills are mounted to the heat sink by soldering, using heat-conductive epoxy or pressing the “pill” against the heat sink by some mechanical means with a thermal compound interface. The soldering technique yields the best thermal interface of all mounting methods and is, therefore, common practice in most high reliability equipment. Figure 6-16 shows two common mounting methods of RF power transistors. Both are equally good and are used in the industry; except in Figure 6-16B, the heat sink surface is thinner by the amount of the depth of the recess. If the ratio of the recess to the total thickness is 1:4 or more, there will not be an appreciable difference in thermal transfer.\(^{20,21}\)

In order to improve the reliability and to minimize the lead inductance, the seating plane of the transistor lead frame should be close to that of the circuit board. Figure 6-17C shows a correct relationship for the two. In Figure 6-17C, the lead ends have been bent upwards to aid the soldering process and to make removal of the device easier in case of a failure. It should be noted that if the circuit board is very large and the soldered area of leads is small, a long-term failure mechanism may develop. Depending on the temperature excursions, a
FIGURE 6-16
Two possible mounting methods for RF transistors. Stud-mounted devices are shown for simplicity. In (A), the transistor is mounted directly on the top surface of the heat sink, with the circuit board spaced an appropriate distance to be at the same level as the package leads. In (B), the circuit board is flush-mounted to the heat sink, into which a recess has been cast or machined. Note that for stud packages, the upper portion of the stud is shaped like the letter “D” to provide a self-locating key.

difference in thermal expansion coefficients may result in eventual separation of the electrical connection due to the phenomenon of solder fatigue. Gold plating on the transistor leads is approximately 50 to 100 μm or 1.25 to 2.5 μm in thickness and is essential in manufacturing RF power transistors since they are exposed to temperatures of 425 to 450°C during die bonding. This temperature would oxidize or liquify most metals that have good properties of solderability. However, gold forms a very brittle intermetallic compound with tin (present in most solders), thereby making the immediate interface of the leads to the solder a more likely candidate of the solder fatigue problem. Use of a large amount of solder helps to some extent, but in military projects, the transistor leads are generally pre-tinned in order to “leach” the gold out of the solder joint before mounting. If formation of intermetallics turns out to be a serious problem, it is recommended that any tin-based solders be switched, for example, to ones having an indium base.

Some military specifications call for strain reliefs in the transistor lead frame in the form of small loops formed in the leads, close to the transistor housing; however, these are generally difficult to implement effectively. Some improper transistor-mounting procedures are shown in Figure 6-17A and B. Both may lead

FIGURE 6-17
(A) and (B) show improper mounting of RF power transistors. Both have increased lead inductance, and (B) may have reliability problems due to breaking the epoxy seal of the cap. (C) is a proper mounting method in which board and lead heights are equal. The lead ends are bent upwards to make lead soldering and removal of the device easier.
to long-term reliability problems in addition to resulting in excessive lead inductance. The procedure shown in Figure 6-17B should especially be avoided since the joint between ceramic cap and the BeO ceramic disc is composed of a plastic sealing material, which loses strength above 175°C. While the strength of the material returns upon cooling, any force applied to the cap at high temperature may result in failure of the cap-to-BeO joint.

RF power transistors should always be fastened to the heat sink prior to soldering leads to the circuit board, although in some cases the opposite procedure may make automated assembly easier in production. If the leads are soldered first, it is almost impossible to achieve tolerances tight enough to prevent tensions that push the leads up, down, or sideways, and in such cases semiconductor manufacturers usually limit their responsibility for failed devices.

The leads of RF semiconductors are made of material such as Kovar or other nickel-based alloys, which have their thermal expansion coefficients close to those of ceramics. These alloys are hard, have low ductility, and they harden easily. Thus, the leads need only a few sharp bends in a given area to break. Breakage usually occurs in the lead-to-ceramic interface. If repeated bends cannot be avoided, they should be done as far from the transistor housing as possible.

A unique method, which is solderless, can be used for mounting flanged devices. An example of such an arrangement is shown in Figure 6-18 for a 0.5" SOE package. The flange is first fastened to the heat sink with spacers. The transistor leads are pressed against contacts on the circuit board surface by a Teflon™ ring, followed by silicone rubber and aluminum rings. It is important that the circuit board contact areas are clean. Solder plating is acceptable, but gold plating would be best in the areas of contact. The figure itself is self-explanatory regarding the mounting process. Depending on the rigidity of the circuit board and the locations of its mounting points to the heat sink, additional support may be required to prevent the board from bending downwards from pressure. An advantage with this type of transistor mounting technique is that it allows for various degrees of expansion of the heat sink, circuit board, and the transistor with temperature.

As discussed earlier, the more standard method of mounting (which involves soldered lead connections) does not allow for any movement due to expansions caused by temperature. This results in mechanical tensions in the transistor leads. Breakage of the leads or separation of the solder joints may occur, which can lead to long-term failures. Since there is no guarantee that the transistor leads make a positive contact to the circuit board surface at uniform distances from the transistor housing, the solderless method of transistor mounting just described is not recommended for use at frequencies higher than 100 to 150 MHz because the circuit series inductances of the leads become increasingly critical. Mechanically clamping transistors has been tested in a 2-kW prototype RF amplifier (Figure 6-19) for a period of 10 years with over 5,000 hours of operation without failures.

It is common practice with stud mounted transistors to tighten the mounting nut while holding the device by the leads to prevent it from turning. This should never be permitted! Stud mounted transistors generally have a “wrench flat” at
A Brief Summary: Do's and Don'ts of RF Power Transistor Mounting

1. Control the torque of mounting screws and observe the manufacturer’s specifications. Avoid overtorque, which usually results in worse thermal interface than undertorque. Use proper mounting hardware.
2. Avoid applying an excessive amount of thermal compound. This results in a poor thermal interface and may deform the flange in some device types.
3. When soldering down the leads, apply solder abundantly. This will leach most of the gold from the leads and prevent formation of a brittle joint.
4. The device should never be mounted in such a manner as to apply force on the leads in a vertical direction towards the cap.

FIGURE 6-18
Solderless method of mounting flanged devices.
Radio Frequency Transistors

5. The device should never be mounted in such a manner as to place ceramic-to-metal joints in tension.
6. Make sure that device-mounting holes are deburred.
7. Always fasten the device to the heat sink prior to soldering the leads.
8. Avoid bending the leads repeatedly to prevent their breakage.
9. When fastening stud-mounted devices, do not hold the leads to prevent device rotation while tightening the nut. A wrench flat is provided for this purpose.
10. Leave sufficient clearance between the circuit board opening and the device body (0.05", or 1.25 mm, is considered adequate).

Low Power Transistors

Low power transistors are much less critical in mounting because of their low power dissipation. In many cases, the transistor is suspended in air with its leads attached to the RF circuitry. While in most cases thermal considerations are unimportant, it is essential that lead length be kept to a minimum to prevent excessive parasitic inductance.

Some moderate power packages such as common-emitter TO-39s should have their case soldered to a heat sink not only to take advantage of the potentially higher thermal rating of these packages, but also to achieve the lower common element inductance which leads to higher device gain.

Plastic packages such as Macro-X and surface-mount types like SOT-23 and SOT-143 have the die mounted on the lead frame. If power dissipation levels approach the thermal rating of the packages, care must be taken in providing ade-
RF MODULES

Two kinds of modules are common in today’s RF world. One is a linear amplifier type used primarily for overcoming line losses in cable television systems. The second type is a power amplifier generally used in the transmitter portion of two-way radios. The former module requires little care in mounting other than to minimize lead inductances, provided that the temperature of the heat sink portion of the amplifier (generally a block of aluminum) is maintained at less than the maximum value specified on the data sheet. The amount of power to be dissipated can be predicted by the amount of D.C. power required by the amplifier, since the actual RF output power of these amplifiers is generally on the order of a few milliwatts.

Mounting power modules can be similar in complexity to that of flange-type power transistors. Two types of substrates are currently used in the industry. If the substrate is ceramic, then flatness of the heat sink over the mounting surface is more critical than if the substrate is PCB. Ceramic substrate modules usually require heat sink flatnesses on the order of ±0.003 inches, while PCB substrate modules are at least two to three times less critical.

When mounting power modules, care must be taken to prevent “bending” the flange by tightening the mounting screw at one end of the module before tightening the screw at the opposite end of the module. This same consideration must also be taken when mounting flange-type power transistors. The proper sequence in applying torque is to alternately “snub down” each end of the module to a “finger-tight” condition and then torque each mounting screw to its proper specification limit.

Power modules generally have their maximum case temperature specified and do not specify thermal resistances from die (inside the module)-to-case as is done for discrete transistors. The manufacturer has taken thermal resistances into its design considerations and has arrived at maximum-case temperatures such that device temperatures will always remain at safe levels provided case temperature limits are not exceeded. Here again, to determine power dissipation, it is necessary to consider ALL input powers—both RF and D.C.—and then subtract RF output power.

The RF circuitry in both linear and power modules is made available to the “outside world” by means of round or flat leads (pins). These leads have a typical inductance of up to 20 nanohenries per inch, which explains why keeping the lead length at a minimum is essential to satisfactory RF performance, particularly at higher and higher frequencies.

Soldering the leads of linear or power modules must be done carefully to prevent melting the solder connections inside the module. Earlier comments about soldering that were made when discussing power transistors apply with modules.
also (comments about “embrittlement”). However, unlike discrete transistors that are constructed at very high temperatures (die bonds over 400°C and package leads attached by brazing at temperatures over 800°C), modules are typically constructed using solders that have a melting point close to 200°C. Therefore, soldering leads must be done quickly to prevent raising the temperature of the substrate to any value over 180°C.
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Power Amplifier Design

SINGLE-ENDED, PARALLEL, OR PUSH-PULL

Each of the major power amplifier configurations—single-ended, parallel, or push-pull—has its own application with regards to frequency spectrum, bandwidth, and power level. A single-ended narrow-band amplifier usually produces optimum performance of a device. These circuits are employed when power gain or other information must be compiled for a specific application, or if an amplifier for single frequency operation is required. Lumped constant matching networks can be used up to about 500 MHz and stripline designs are common at 100 to 200 MHz and higher, and, in fact, are the most practical design concepts at UHF and microwave. At VHF and low UHF, etched air-line inductors—which resemble lumped constant elements—may be the best solution for inductance, particularly with respect to production repeatability. With proper techniques, it is possible to achieve bandwidths of an octave or more.1,2

Paralleling transistors are usually employed when higher power levels than are attainable from single transistors are desired. The paralleling technique is in fact widely used at microwaves, where push-pull designs for reaching higher power levels become too critical. Many problems can be encountered in paralleling transistors (such as extremely low impedance levels and uneven power sharing if the devices are not closely matched) and it is because of these problems that paralleling is not usually recommended.2,3 However, it can be done successfully by following the special guidelines to be given.

At low band and up to UHF, push-pull circuits are common because they offer certain advantages over the other two circuit configurations. The most important of these is probably the feature of suppressing the even order harmonics, but its effectiveness depends on the matching of the two devices. Other advantages are wider bandwidths, higher input/output impedances, and less critical bypassing, especially in the output circuitry.1

SINGLE-ENDED RF AMPLIFIER DESIGNS:
LUMPED CIRCUIT REALIZATION

If a single frequency or relatively narrow-band RF amplifier will fulfill a required application, one designed with lumped constant LC elements is probably the
most economical and easiest to design, especially since the capacitances—and in some cases the inductances—can be made variable. Suitable matching networks for these circuits are discussed later in this chapter. The circuits, using lumped constant elements for impedance matching from the device’s input and output to 50 $\Omega$, are widely used for transistor test circuits up to about 300 MHz (or up to 900 to 1000 MHz for low power designs) since the variable elements allow for adjustments to achieve optimum performance and compensate for transistor parameter tolerances that occur from unit to unit. An example of such a circuit is shown in Figure 7-1A. Although shown as a Class C configuration, it can be biased to Classes A, AB, or B as well with proper biasing arrangements (see Chapter 4, “Other Factors Affecting Amplifier Design”).

Good emitter grounding is essential, and it is recommended that a lower ground plane be provided at least in the immediate area where a transistor is mounted. Depending on the exact circuit layout, it may be a good idea to provide a continuous ground plane just to give low inductance grounding points for the C’s through feed-throughs to the top of the circuit board. Foil pads are usually provided in appropriate locations for element interconnections to be soldered down. Since all L’s and C’s are surface mounted, there is a danger that at higher power levels and at continuous operation, some circuit elements will heat up to temperatures high enough to melt the solder. This is a disadvantage of the lumped constant approach in an RF power amplifier design, although it may be lessened by providing some air flow to these elements.

The advantages and disadvantages of the lumped element approach to single-ended amplifier designs can be summarized as follows:

**Advantages:** Adjustable components permit achieving a transistor’s best performance at a specific frequency; no special components required; relatively inexpensive

**Disadvantages:** Not suitable for continuous operation at high power levels; limited power output capability; limited frequency range; poor repeatability for mass production

**DISTRIBUTED CIRCUIT REALIZATION**

Figure 7-1B represents a typical UHF or microwave common base amplifier circuit. The impedance matching is done completely with microstrip transmission lines. In designing these circuits (and common emitter circuits also), the exact dielectric constant ($\varepsilon_r$) of the substrate material must be known. The maximum ripple tolerable within a specified bandwidth determines the number of reactive elements (n) required in matching the input and output to 50 $\Omega$. Inductors are formed by lengths of microstrip of specified widths and lengths and capacitors by open stubs at specific points on the lines. There is a 3- to 4-dB difference in
FIGURE 7-1
Examples of single-ended RF amplifier circuit configurations. In (A), the lumped constant matching technique limits its use to relatively narrow band applications and frequencies up to VHF or low UHF; (B) is a typical UHF or microwave common base circuit where the impedance matching is done completely with microstrips; (C) represents a wideband amplifier where transformers are used for impedance matching. It is usable up to UHF in small signal designs.

the ripple between n = 1 and n = 4, but after that only 1/2 dB to n = \infty. Manually, the reactive elements can be designed as Chebyscheff lumped constant matching networks, which are then converted to microstrip format.

Today there are numerous computer programs available that calculate the line and stub dimensions directly. For prototype development, the line and stub dimensions can be modified by “cutting off” metal or adding copper foil with conductive adhesive backing specially developed for these kinds of applications.
There is no need for feed-throughs to the circuit board bottom ground plane as was required in lumped circuit, lower frequency designs, since the capacitors are formed with stubs. The stubs are shown in the schematic (Figure 7-1B) as “a,” “b,” and “c.” Exceptions are shorted stubs and ground returns for the input RF choke and collector supply bypass capacitors.

For stability reasons, it is extremely important to keep the base-to-ground inductance at its minimum (see Chapter 6, “Construction Techniques”). This is relatively easy with modern transistors if a package configuration is chosen with base leads connected directly to the mounting flange, which, in turn, is grounded to the heat sink along with the circuit board ground. Common-emitter amplifier configurations also are usually concerned with minimum emitter-to-ground inductance, but for a different reason—to prevent loss of gain. Again dual-emitter packages (such as SOE) and/or packages with “wrap around” emitter metalization (no external emitter leads) will minimize the effect of common element inductance.

Here are some advantages and disadvantages of the microstrip design approach for single-ended amplifiers:

**Advantages:**
- Easy design procedure; low number of components; good repeatability for mass production

**Disadvantages:**
- Limited to a narrow frequency spectrum without redesign; expensive substrate material; power handling capability limited at CW (used mostly for pulsed operation at higher power levels)

### QUASI-LUMPED ELEMENT REALIZATION

The circuit in Figure 7-1C is mostly suited for low frequency operation up to power levels of 50 W, or perhaps up to 500 MHz in small signal use (up to 100 to 200 mW) where the impedance levels are high. This circuit uses conventional, wideband transformers (T1 and T2), which are limited in bandwidth compared to transmission line types (see Chapter 10, “Wideband Impedance Matching”). However, this is not the main problem. 50- to 75-W amplifiers up to frequencies of 30 MHz have been designed using the circuit configuration shown in Figure 7–1C, but good bypassing of the transformer ground return is difficult to achieve even if multiple capacitors of mixed values are employed in parallel since the impedance levels are extremely low and the RF currents extremely high at these points. If the circuit is biased to any class requiring a positive base voltage, the same problems would exist on the input side as the input transformer ground returns cannot be D.C. coupled and would have to be similarly bypassed to ground. Good-quality chip capacitors will improve the situation, but then connections to a solid ground become even more important than in other circuits, such as the circuit shown in Figure 7-1A.
The advantages and disadvantages of the wideband transformer approach to realizing single-ended amplifier designs are listed below:

**Advantages:**
- Broadband performance (3 to 5 octaves);
- Inexpensive;
- Good repeatability for mass production;
- Can be designed to achieve peak performance from the transistors.

**Disadvantages:**
- Limited power output capability;
- Critical circuit layout for optimum performance (large signal);
- Limited frequency range;
- Requirement for special components.

### Parallel Transistor Amplifiers: Bipolar Transistors

The purpose of paralleling transistors in RF power amplifiers is to achieve a higher power output than what can be obtained from a single transistor. Paralleling is usually done with the highest power devices available for a given application; otherwise, it would be more economical and simpler merely to select a higher power single device for the job. For this reason, the impedance levels (especially at the input) would become extremely low if the devices were directly paralleled. To avoid creating such low impedances, which would make matching networks lossy and make their design difficult into 50 Ω, it is customary first to perform an impedance transformation for each device to an intermediate level, such as 10 to 25 Ω. These intermediate impedance points are then paralleled and the resultant is transformed to 50 Ω by additional matching networks. (See Figure 7-2A.)

Paralleling more than two devices is rarely attempted.

The primary reason for using an intermediate impedance point when paralleling two transistors has to do with the resulting improvement in bandwidth that can be obtained by reducing the circuit Q of the matching network. To illustrate, let’s assume we have two transistors whose input impedances are each 10 Ω. We wish to design a matching network that matches these paralleled transistors to 50 Ω. One solution would be to transform each transistor to 100 Ω and then tie in parallel. If we use the Q formulas given in Figure 7-12 later in this chapter, we can show that the resulting circuit Q would be 3 [Q = (100/10 − 1)\(^{1/2}\)].

If instead each device were matched to 31.6 Ω in an intermediate matching step, paralleled and again matched to 50 Ω, the resulting circuit Q would be just under 1.5! [For the first network, Q = (31.6/10 − 1)\(^{1/2}\) = 1.5; and for the second network, Q = (50/15.8 − 1)\(^{1/2}\) = 1.5 also.]

The larger the number of transistors paralleled, the more impractical the situation gets. In addition to the intermediate impedance getting lower, all transistors must be closely matched in power gain and output capacitance. In addition for Class A or AB, the V\(_{BE}\) (forward) and h\(_{FE}\) must be matched unless the devices are individually biased. The intermediate impedances for each device must also be identical, which is difficult to achieve except in microstrip designs.
FIGURE 7-2
RF power solid state amplifier circuits using paralleled transistor configurations. In (A), part of the impedance matching is done separately for each branch. The final matching is then done from an intermediate impedance level to $50 \, \Omega$. The circuit in (B) demonstrates a paralleling technique for MOSFETs. Note the presence of gate isolation resistors (R1 and R2) to prevent high frequency spurious oscillations.

Paralleling many transistors in low power applications can be feasible, for example, if the desired power output is moderately low (say 2 to 5 watts) and the designer wishes to use inexpensive 1-watt devices in a TO-39 or similar header. The transistor paralleling technique described can be used from low-band to microwaves and is commonly seen in L-band radar equipment.

The advantages and disadvantages of paralleling bipolar devices are as follows:

**Advantages:** High power output is possible by using two or more devices; circuit repeatability is good in microstrip designs; does not require $180^\circ$ phase shift in input and output
Disadvantages: Requires closely matched devices and tight passive component tolerances; no even order harmonic suppression; at lower frequencies, the design is more critical than push-pull

MOSFETs

Many designers who have tried to parallel MOSFETs have, to their surprise, experienced some unusual and seemingly unexplainable behavior. Devices can “blow” when biased to a low idle current, or if not biased, when RF drive is applied. There is an explanation for this: the parallel configuration forms an oscillator comparable to the emitter coupled multivibrator known from bipolar circuit technology. MOSFETs have a high enough unit gain frequency that the inductance formed by the gate/source bonding wires, the leads, and their external connection—together with the device’s internal capacitances—form a resonant circuit that permits oscillations to occur. These oscillations are usually at a frequency beyond the passband of the intended amplifier. The resonant frequency can be as high as 400 to 500 MHz for higher power devices, and as high as 1,000 to 1,500 MHz for lower power ones. High currents can flow at the oscillating frequency resulting in the destruction of the device. Unless the designer accidentally detects the oscillations (usually with a spectrum analyzer) and takes corrective action, many devices may be lost and headaches experienced.

MOSFETs can be paralleled, but their gates must be isolated and the Q value of the resonant circuit lowered by some means. This can be done with resistors as shown in Figure 7-2B or comparable values of low Q inductive reactances. It is obvious that either method affects the device’s high frequency performance, since an RC or LC low-pass filter is actually formed between the outside input terminal and the gates because the C is the device’s Ciss. This limits the frequency of operation of the configuration to VHF at best, where the input impedance levels are still relatively high, even with the isolation components added. Because FETs have higher input/output impedance values, it is not necessary to employ the impedance matching procedure described earlier for bipolar transistors (shown in Figure 7-2A). However, it may be possible for the intermediate matching technique to provide the gate isolation necessary, but it has not been pursued by the authors.

As mentioned earlier, the isolation scheme limits the high frequency performance of an amplifier. For example, with devices rated for a power output of 150 watts, a resistance or comparable value of low Q inductive reactance of 3 to 5 Ω would be required at the gate of each transistor. This would limit the maximum frequency of operation to below 100 MHz. With smaller devices (30 to 40 W), these resistance or reactance values would be on the order of 10 to 20 Ω. The above discussion indicates that paralleled MOSFETs are suitable only for applications up to low VHF. The gate isolation is also applicable to push-pull circuits, which will be discussed later in this section.

The advantages and disadvantages of paralleled MOSFETs are:
Advantages: High power output is possible by using two or more devices; no intermediate impedance matching required; excellent power sharing even with poorly matched devices

Disadvantages: Limited high frequency operation due to necessary gate isolation

PUSH-PULL AMPLIFIERS

A push-pull circuit configuration offers certain advantages over single-ended and parallel transistor designs. A push-pull circuit can be designed as a narrow-band system using lumped constant elements or some microstrip techniques at higher frequencies. These circuits are rather critical, however, requiring extreme symmetry between each side. Wideband designs using transformers for impedance matching are much more tolerable in this respect due to a “floating” center tap that can be provided.

A “floating” center tap, whether in the input or output transformer, means that no physical center tap is provided. A 180° phase shift across the transformer winding exists in either case. In a center-tapped design, the ground reference is well defined, but any imbalance between the two winding halves is reflected to the transistors. The imbalance would result in an amplitude difference in the drive signals to each side of the balanced circuit or in unequal loads to the transistors in the output.

In the input of a push-pull amplifier, a transformer with a floating (or physically nonexistent) center tap provides a much more balanced drive to the two transistor inputs. The return ground path for the “on” transistor, when using a floating transformer, is created by the input capacitance of the “off” unit. Assuming that the input capacitances of both devices are equal, and since the RF voltage amplitude across the whole winding is twice that from one side to a center tap, amplitudes to both the “on” and “off” transistors are equal in each case. No change in the input return loss should occur either. In the output, the same conditions exist, except we do not rely on the output capacitance of the “off” transistor, which is at the power supply voltage potential (D.C.), while the “on” unit is at “ground.”

Thus, there is always a voltage close to the D.C. supply superimposed by the RF voltage swing across the output transformer primary. Peak voltages as high as five times the D.C. supply across the transformer winding are common. This voltage (collector-collector or drain-drain) is twice the peak RF voltage that exists from the collector/drain of a single device to ground, which represents a 4:1 difference in impedance. In the output matching of a push-pull circuit, the symmetry is more important than in the input matching. In addition to the well-known suppression of the even harmonics, the balance affects the amplifier’s stability, efficiency, and susceptibility against mismatched loads. One of the best ways to reach a good balanced condition in wideband transistor output matching is to employ a separate collector/drain structure as shown in reference 1 at the end of this chapter.
FIGURE 7-3
Push-pull circuit configurations. In (A), part of the impedance matching is done with individual matching networks such as microstrips. Transformers are used for further impedance matching and generation of a 180° phase shift. (B) represents a straightforward push-pull circuit using conventional transformers to provide the phase shift and input/output impedance matching. 4:1 and 1:4 transmission line transformers are used in (C) to provide the functions above. With the impedance ratios shown, the circuit is useful for operation from high supply voltages where the output impedance is relatively high.
Push-pull circuits with only lumped constant elements are not really considered feasible since creating the exact 180° phase shift becomes too critical and every unit would have to be individually adjusted in production. A hybrid design (shown in Figure 7-3A) is a much better choice. The initial matching to an intermediate impedance is done with LC networks (as in Figure 7-2A), while the 180° phase shift is realized with simple and well-performing 4:1 and 1:4 transmission line transformers. The intermediate matching networks can also be microstrips, which designs are common in UHF amplifiers. Another possibility is to bring the impedances of each device directly to 50 Ω, in which case only a 1:1 balun would be required to provide the phase shift.

Figure 7-3B shows an amplifier circuit best suited for low frequency applications up to 50 to 100 MHz. The upper frequency limit is determined by the exact types of transformers used. If they are the so-called conventional type, the upper frequency limit is usually 30 to 50 MHz. There are some conventional type RF transformers that will perform up to 200 to 300 MHz, but these will be discussed in Chapter 10. Both circuits shown in Figure 7-3A and 3B are for Class C. With proper base-forward biasing they can be converted to linear amplifiers (Class A or AB). If transmission line transformers were used in the design of Figure 7-3B to extend the bandwidth, the circuit would become fairly complex, since impedance ratios such as 16:1 and 25:1 would be required, especially in high power and low voltage applications.

Figure 7-3C is a typical push-pull amplifier designed with MOSFETs. Since the impedances of MOSFETs are higher than those of BJTs in general (at least up to UHF), their impedance matching is easier. As shown, the circuit configuration of Figure 7-3C is directly adaptable for a 300-watt VHF amplifier design, although the compensation capacitors for the transformer’s leakage inductance have been omitted. Even if low frequency operation is not required, it is recommended that T1 be loaded with suitable magnetic material to provide the isolation necessary between the FET gates (see parallel operation of MOSFETs above). In all push-pull circuits, the $h_{FE}/g_{FS}$ should be matched. In MOSFET circuits also, the $V_{GS(th)}$'s must be matched if biased from a single voltage source. A difference of 50 mV is acceptable for devices with their $g_{FS}$'s of 4 to 6 mhos. Since the drain idle current is directly related to the $g_{FS}$ versus $V_{GS(th)}$, matching becomes less critical with lower power devices (30 to 40 W) where values of $g_{FS}$ are in the 1 mho range. In such cases, differences of 100 to 150 mV between the $V_{GS(th)}$'s can be tolerated.

Here are the advantages and disadvantages of push-pull amplifier configurations:

**Advantages:** Even order harmonic suppression; easier input/output matching over single-ended and parallel designs due to higher impedance levels; emitter/source grounding and collector/drain bypassing less critical; automatically combines the power outputs of two devices

**Disadvantages:** Requires matched devices; creating the required 180° phase shift becomes more critical at increasing frequencies, which makes the configuration impractical at high frequencies (for example, microwaves)
IMPEDANCES AND MATCHING NETWORKS

Many designers of RF equipment with vacuum tubes or solid state small signal circuits are not familiar with solid state RF power designs, and the importance of many factors in developing suitable hardware. We will concentrate on RF power because the design guidelines are far more critical than those for low power and small signal design. It is true that the same rules apply in each case, but the physical layout of RF power circuits is much more critical due to the low input and output impedance levels involved. The important factors are the device impedance dependence on frequency, operating voltage, and power level. As a rule, for a given voltage of operation and power level, the normalized input impedances and output impedances of unmatched devices get divided by a factor of approximately 2 with every octave of increasing frequency. However, the inductive reactances increase at the same rate, making the impedance matching more complex at the higher frequencies. This applies to both BJTs and FETs, except that the input impedance of the FET is higher by an order of magnitude and at very low frequencies approaches infinity since the gate represents only a pure capacitance.

On the other hand, a BJT has a base-emitter diode junction, which must be forward biased to turn the transistor “on.” Thus, the base input impedance—even at low frequencies—depends on the conduction angle and base forward bias. When RF transistors are characterized by the manufacturer (also described in Chapter 1, “Understanding RF Data Sheet Parameters”)—for example, the impedance values are measured along with other parameters such as power gain, linearity, and efficiency—the unit is usually inserted into an optimized test circuit. The connections to the transistor are made with as short lead lengths as possible and a clamping structure is used to temporarily mount the device. This allows a number of units to be tested with easy insertion and removal. The test circuit should have the necessary elements for fine adjustment of the input return loss to its maximum and the power output to a specified level while maintaining a desired efficiency.

After the test and adjustments, the transistor is removed from the test circuit and resistive terminations are connected to the circuit’s input and output. A special probe consisting of a lead frame of the same type the transistor has is clamped in the circuit in place of the transistor. Connections from the probe to a network analyzer are made with short lengths of precision coaxial cable, such as the semi-rigid type. The numbers obtained from the network analyzer are the conjugates of those given in data sheets (see Chapter 1). A number of devices are usually tested and measured in the manner described to ensure consistency of the parameters. Since the values measured may be extremely low, errors in the form of stray inductances, etc., may limit the accuracy to about ±20%, and in most cases are only guidelines for a designer.

Although there are other methods to determine transistor impedances, the one described here, known as the indirect method, is by far the most common. (A similar description including figures is also given in Chapter 1.) In some in-
stances, especially at UHF and microwaves, so-called “load pull” contours are plotted on a Smith Chart to indicate the device’s behavior at multiple frequency points. All Smith Chart data of impedances given in the data sheets is in serial form, but in some cases—especially for low frequency designs—it is advantageous to convert it to parallel form to determine the actual resistive and reactive components. This can be done with formulas:

\[
R_p = R_s[1 + (X_s/R_s)^2]
\]

and

\[
X_p = \frac{R_p}{(X_s/R_s)}
\]

where \(R\) is the resistive component and \(X\) is the reactive component. In most cases, if the value of \(X\) is not very large compared to the value of \(R\), a fairly accurate composite impedance (\(Z\)) can be obtained as:

\[
\sqrt{R_s^2 + X_s^2}
\]

or

\[
\sqrt{R_p^2 + X_p^2}
\]

S-parameters are standard with small signal Class A devices and sometimes with Class A power devices. However, power devices are seldom characterized with S-parameters because most experts question their accuracy and usefulness under large signal conditions except for Class A and stability calculations. SPICE parameter modeling, which is a newer approach to describe RF transistor behavior by a model suitable for use with computer-aided design programs, is claimed to give more accurate results. Again, this is more likely to be true for linear operation rather than for non-linear operation. The so-called “Gummel-Poon” model of a bipolar transistor (used in Berkeley SPICE) is a linear model and it would not be applicable to large signal, non-linear bipolar transistors. It also does not include package parasitics. A “macro-model” can be created for high power, non-linear parts but the problem is determining a model that would apply for more than one set of operating conditions.

Figure 7-4 shows a MOSFET model. The model consists of data involving die parameters, package stray inductances and capacitances, and wire-bond inductances. This data is generated by the device die designers in conjunction with applications engineers, who characterize the device. Building the model is a rather time-consuming operation, and its accuracy for multiple applications is questionable. These are reasons why such data is not presently included in most device data sheets.

For the output, the impedance levels are more or less dictated by the supply voltage and the level of power output. The output impedances with each type device are capacitive at lower frequencies, but turn inductive when the wire-bond
inductances become dominant, which is mainly determined by the device’s output capacitance. Output impedance matching into 50 Ω is usually easier than input impedance matching due to its higher level in most cases. Output impedance also remains capacitive up to higher frequencies than input impedance. At low frequencies, the output impedance can be determined with a fair accuracy as

$$\frac{(V_{CC} - V_{SAT})^2}{P_{out}}$$

or

$$\frac{[V_{DD} - V_{DS(on)}]^2}{P_{out}}$$

but beyond 100 MHz or so—depending on the device’s electrical size—the complex impedance values must be taken into account.\(^1,5\) The nature of the output impedance and its matching is more critical than the input impedance since it also determines the overall efficiency of operation, whereas input matching only relates to the input return loss.

One of the problems facing a circuit designer is the design of high frequency matching networks. Developing networks that will accomplish the required matching, harmonic suppression, bandwidth, etc.—and consist of components having realizable values—can result in many hours of design time unless the design engineer has access to a computer aided design capability (see Chapter 8, “Computer-Aided Design Programs”). The design of matching networks involves an infinite number of possibilities, and any kind of tabulation of all possible network solutions would be virtually impossible.\(^6-8\)

Some commonly used matching networks are shown in Figure 7-5. These networks can be used for matching in transistor RF power amplifier circuits that have a wide variety of source and load impedances. All networks are reversible,
FIGURE 7-5
Narrow-band LC matching networks applicable up to UHF. Although shown for output matching only, all configurations can be reversed. They can also be used for interstage matching depending on the impedances involved. In certain cases, the component values may be physically or electrically impractical.
but the $R_1$ side is in general more suitable for matching into a higher impedance. They can be used for interstage matching as well, but with modifications, since $R_1$ becomes a complex function. An alternate approach is to utilize intermediate impedance values as discussed earlier in this section. Finally, one must determine whether the component values remain within practical limits. $R_1$ and $C_{out}$ represent the complex input or output impedance of a transistor. These complex impedances are shown in series form for A, C, and E, and in parallel form for B and D. However, each network can be converted to either form if more convenient for a particular application.

In Figure 7-5, network A is applicable only when $R_1$ is less than 50 $\Omega$. When $R_1$ approaches 50 $\Omega$, the reactance of $C_1$ approaches infinity. Network B is the “PI” network widely used for matching at higher impedance levels. It may be impractical for use where $R_1$ is small. For values of $R_1$ of less than 50 $\Omega$, the inductance of L becomes impractically small, while the capacitances of both $C_1$ and $C_2$ become very large. Networks C and D have very similar characteristics. In both, $R_1$ must be less than 50 $\Omega$. However, it must be stressed that these network configurations often yield the most practical component values where low values of $R_1$ must be matched. Network E is a “T” network. This network is useful in matching impedances of greater than 50 $\Omega$ and, therefore, is especially applicable to small signal circuit design. It has also been observed in laboratory tests that this network yields very high efficiencies when used for output matching in transistor RF power amplifiers.

The ability to achieve broadband matching is significantly affected by load $Q$’s and the number of matching networks that can be used to affect the impedance transformation. A simple example of this, with formulas, can be given when the load is real. From the formulas given in Figure 7-12 later in this chapter, it can be shown that $R_{source} = R_{load} (1 + Q^2)$; or $Q = (R_{source}/R_{load} - 1)^{1/2}$. Thus, if $R_{source} = 50 \Omega$ and $R_1 = 1 \Omega$, then $Q = 7$ and $X_L = QR_L = 7$ also. A single LC circuit can be used to transform 1 $\Omega$ to 50 $\Omega$; however, the circuit $Q$ is quite high. An example for $f = 850$ MHz is shown in Figure 7-6.

Figure 7-7 gives formulas for “$n$” matching sections and component values for the case in which $n = 2$. Note that using two matching sections reduces the network $Q$ to a value of approximately 2.5.

**INTERSTAGE IMPEDANCE MATCHING**

In a lineup of transistor stages, it is necessary to match the output impedance of one transistor to the input impedance of the following transistor. One way to do this is to first match each impedance to 50 $\Omega$. However, such a process usually takes more space and matching components.

In general, there is no constraint on interstage matching, and one can treat the source impedance as the output of the first stage and the load impedance as the input of the second stage. All that is necessary then is to design a matching net-
Assume a load impedance of 1 Ω and a source impedance of 50 Ω. Consider single and double LC circuit matching.

**Single LC Circuit**

From our formulas of series and parallel circuits,

\[ R_{\text{source}} = R_{\text{load}} (1 + Q^2) \text{ or } Q = \sqrt{\frac{R_{\text{source}}}{R_{\text{load}}}} - 1 \]

Thus, \( Q = \sqrt{50 - 1} = 7 \) and \( X_L = Q R_L = 7 \) (1) = 7

\[ L = \frac{X_L}{2\pi f} \text{ and for a frequency of 850 MHz,} \]

\[ L = \frac{7}{2\pi(850 \times 10^6)} = 1.31 \text{nH} \]

Also \( C = \frac{1}{2\pi f X_L (1 + 1/Q^2)} = 26.3 \text{ pF} \)

**FIGURE 7-6**

Matching real loads to sources.

work that transforms the load impedance (of the first stage) to the source impedance (of the second stage) over the desired band of frequencies. It is necessary to provide a blocking capacitor to isolate the D.C. collector feed choke on the first stage from the input of the second stage.

A good example of interstage matching is shown in Figure 7-8. Here, a Motorola MRF630 (3 watts, 12 volts, 470 MHz) is used to drive an MRF654 (15 watts, 12 volts, 470 MHz). The input impedance of the MRF654 is the “load” impedance, while the output impedance of the MRF630 is the source impedance.

It can be shown, for the general case of “n” matching sections (using constant Q technique), that:

\[ Q = \sqrt[n]{\frac{R_{\text{source}}}{R_{\text{load}}} - 1} \]

\[ L_i = \frac{R_{\text{load}} Q}{2\pi f} \left( \sqrt{\frac{R_{\text{source}}}{R_{\text{load}}}} \right)^{i-1} \]

\[ C_i = \frac{Q}{2\pi f} \left( \sqrt{\frac{R_{\text{source}}}{R_{\text{load}}}} \right)^{i-1} \]

**FIGURE 7-7**

Formulas for “n” matching sections.
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<table>
<thead>
<tr>
<th>Freq.</th>
<th>$Z_{\text{OL}}$ (MRF630)</th>
<th>$Z_{\text{in}}$ (MRF654)</th>
</tr>
</thead>
<tbody>
<tr>
<td>440 MHz</td>
<td>11.5 + j8.5</td>
<td>2.7 + j3.0</td>
</tr>
<tr>
<td>470 MHz</td>
<td>11.0 + j5.7</td>
<td>2.7 + j3.2</td>
</tr>
<tr>
<td>490 MHz</td>
<td>11.0 + j5.0</td>
<td>2.7 + j3.6</td>
</tr>
<tr>
<td>512 MHz</td>
<td>10.6 + j5.0</td>
<td>2.5 + j3.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Freq.</th>
<th>$Z_1$</th>
<th>$Z_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>440 MHz</td>
<td>10.43 + j6.92</td>
<td>11.97 + j5.44</td>
</tr>
<tr>
<td>470 MHz</td>
<td>10.89 + j6.25</td>
<td>11.70 + j5.23</td>
</tr>
<tr>
<td>490 MHz</td>
<td>10.92 + j4.69</td>
<td>10.56 + j4.72</td>
</tr>
<tr>
<td>512 MHz</td>
<td>10.75 + j3.46</td>
<td>9.73 + j4.88</td>
</tr>
</tbody>
</table>

**FIGURE 7-8**

An example of interstage matching.

Shown in Figure 7-8 are two configurations, each determined by using the MIMP program described in Chapter 8. Note that $Z_{\text{OL}}$ for the MRF630 is given as a function of frequency. This data is taken directly from the data sheet that presents $Z_{\text{OL}}$. Likewise, $Z_{\text{in}}$ for the MRF654 is taken directly from its data sheet as a function of frequency. In both matching networks, the return loss (RL) for the matching network (which is a measure of the quality of the match) is never less than 25 dB over the entire frequency band.

**A PRACTICAL DESIGN EXAMPLE OF A SINGLE STAGE**

Another design example can illustrate the use of the circuits shown in Figure 7-5. Assume an amplifier of $P_{\text{out}} = 125$ W at 100 MHz is to be designed. The supply voltage is 28 V, and the power gain required is 40 dB. Browsing through various device data books, we can notice that the 40-dB gain requirement at 100 MHz can be met with two stages if MOSFETs are used. For example, the MRF174 has an indicated power gain of 14 dB at $f = 100$ MHz, meaning that 5 watts are required to drive it to a $P_{\text{out}}$ of 125 W. As a driver, the MRF134 will do nicely with its 27-dB power gain at 100 MHz. These two stages should thus satisfy the 40-dB gain requirement. Next, we need to establish which matching network configuration to use. From the data sheets, we find the MRF134 output impedance as $20.1 \text{ - } j4.7$ $\Omega$ ($P_{\text{out}} = 5$ W) and input impedance of MRF174 as $1.33 \text{ - } j2.98$ $\Omega$ at 100 MHz. These converted to parallel form are $130 \text{ - } j55(Z_p = 140)$ and $8.0 \text{ - } j3.6$ $\Omega$ ($Z_p = 8.8$), respectively.
Since the output impedance of the driver is relatively high, the most suitable networks are B and E (of Figure 7-5). In this case, B may provide a more versatile function, since C₁ and C₂ can both be made variable elements, whereas low value L's are difficult to make adjustable except with a very limited range. The Q is defined as \( R_1 / X_{C_1} \) and since \( R_1 = 130 \Omega \), \( C_1 \) would need to become extremely small in value if the Q is to be kept low. On the other hand, if the Q is high, instability problems may be encountered and the bandwidth would get narrow. A Q of 5 will give \( X_{C_1} \) as 26 \( \Omega \) or \( C_1 \) as 60 pF and, as established earlier, \( X_{C_{out}} = 55 \Omega \) (28 pF), \( R_L = 8.8 \Omega \). Then:

\[
X_{C_2} = 8.8 \sqrt{\frac{130/8.8}{(5^2 + 1) - (130/8.8)}} = 10.1 \Omega \text{ or } 158 \text{ pF}
\]

and

\[
X_{L_1} = \left[ 5 \times 130 + (130 \times 8.8/10.1) \right]/26 = 29.4 \Omega \text{ or } 47 \text{ nH}
\]

We now have the values for all three elements as:

\[
C_{1(\text{actual})} = C_1 - C_{\text{out}} = 60 - 28 = 32 \text{ pF}
\]

\[
C_2 = 158 \text{ pF}
\]

\[
L_1 = 47 \text{ nH}
\]

**COMPONENT CONSIDERATIONS**

Each of the matching networks presented here has its own limitations. Although the network configuration is normally up to the discretion of the designer, it is sometimes necessary to use one configuration in preference to another in order to obtain component values that are more realistic from a practical viewpoint. Component selection in the VHF and UHF frequency ranges often becomes a major problem, and the network configurations to obtain realistic component values are of vital importance to a design engineer. Design calculations for matching networks can become completely meaningless unless the network components are measured at the operating frequency.

For example, a 100-pF silver mica capacitor that meets all specifications at 1 MHz can have as much capacitance as 300 pF at 100 MHz due to its series inductance. At some frequency, the capacitor’s series inductance will finally tune out the capacitance, thus leaving the capacitor with a net inductive reactance. Values of inductance in the low nanohenry range are also difficult to achieve, since the inductance of a 1-inch (25-mm) straight piece of AWG #20 solid copper wire is approximately 20 nH. Component tolerances have no meaning at VHF frequencies and above unless they are specified at the operating frequency. It cannot be emphasized enough that components *must* be measured at their operating frequency.
The unencapsulated mica capacitors (known under such names as “Unelco,” “Underwood,” “Standex,” “Elmenco,” “Semco,” etc.) widely used in RF designs from low band to UHF, are more rugged than ceramic chip capacitors, but have higher series inductances. “Unelco” is a common name in the industry for these capacitors, which come in two basic physical sizes shown in Figure 7-9. When used at VHF or UHF, their real values must be adjusted according to the frequency of operation. Parasitic inductances for the “Unelco” and “Miniunelco” are 1.5 to 2 nH and 1 to 1.2 nH, respectively. The following equation has been proven to have sufficient accuracy for determining the required low frequency value when the effective value and frequency are known:

$$C_{\text{nom}} = \frac{C}{1 + [(2\pi f)^2 LC]^{10^{-9}}}$$

where

- $C$ = effective capacitance required in pF
- $L$ = parasitic series inductance in nH
- $f$ = frequency in MHz

Assume a capacitance of 100 pF is required at 400 MHz and we wish to use a “Miniunelco.” Substituting the values:

$$C_{\text{actual}} = \frac{100}{[1 + (2512^2 \times 1.0 \times 100 \times 10^{-9})]} = 61.3 \text{ pF}$$

**FIGURE 7-9**

Various types of capacitors used in RF power circuits. From left to right (upper): a multilayer ceramic chip, “Miniunelco,” standard “Unelco,” and two types of compression mica variables. Lower center is a so-called dipped mica or silver mica suitable for use up to VHF with very short leads.
From the above calculations, we notice that the actual low frequency value of the capacitor required for a 100 pF effective value is almost 40% lower. The nominal value at 150 MHz would be 91.8 pF (as a comparison), which is well within the standard 10% tolerance limits for these components. The nominal value of any type of capacitor can be calculated in a similar manner using the equation above as long as its parasitic inductance is known.

CAPACITORS AT RADIO FREQUENCIES

Because discrete components are so critical in building an RF power amplifier, additional comments are in order. All discrete capacitors at radio frequencies have both resistance and inductance. These must be taken into account in selecting and modeling the capacitor. Series resistance in a capacitor is determinable by knowing the Q of the capacitor at the frequency of operation.

Manufacturers of chip capacitors, for example, can tell you the Q of their capacitors as a function of frequency and capacitance, as shown in Figure 7-10. As can be seen in the chart in Figure 7-10, for a particular kind of chip capacitor, a 97-pF capacitor at 470 MHz has a Q of 55, which translates to a series resistance of 64 milli-ohms.

![Figure 7-10](image-url)

**FIGURE 7-10**

Q vs. capacitance.
If you were to parallel two similar capacitors, each having a value of 48.5 pF, the resulting Q would be 75, which translates to a net series resistance of 47 milli-ohms. This is precisely why one should use two C’s in parallel at the input of a high power transistor (as the first matching element) wherever possible.

Capacitors also have inductance, and this series inductance causes a self-resonance to occur within the capacitor, above which frequency the capacitor is really an inductor (as described previously). An example of effective capacitance versus frequency is shown in Figure 7-11. Note that the inductance increases the effective capacitance of the capacitor. For example, if we assume that each 48.5 pF capacitor described in the preceding paragraph had a series inductance of 0.5 nH, the capacitor value necessary to achieve an effective capacitance of 48.5 pF is only 40 pF, which (from the chart) would have a corresponding Q of 85. *Once again, these examples make it obvious why it is essential that design engineers know the effective values of their components at the frequency of application.*

**THE FIRST MATCHING ELEMENT: A SHUNT C**

Let’s continue looking at capacitors at RF and, in particular, the first matching element at the input of a high power RF transistor. Because the input (and output) impedances of transistors are inductive, the first matching element at the input of
most high power transistors is a capacitor. This shunt capacitor resonates with
the equivalent shunt input inductance, resulting in the flow of high circulating
currents through the capacitor. In turn, the circulating currents create IR loss in
the capacitor because of the finite $Q_c$ of the capacitor (that is, the series resis-
tance of the capacitor). These losses will detract from the input power applied to
the transistor and make the resulting gain of the transistor seem less than it really
is. It is for this reason that it is necessary to keep the $Q_c$ of the first matching ca-
pacitors as high as possible.

**THE INPUT IMPEDANCE OF A HIGH POWER RF TRANSISTOR**

First, let’s consider the input impedance of a high power RF transistor. Most data
sheets will give the input impedance of a high power transistor (at various fre-
quencies) by stating the series input impedance, $Z_{in}$. This input impedance can be
converted to an equivalent parallel impedance by using the formulas shown in
Figure 7-12.

The value of circulating currents that flow through the first matching element
of a transistor is affected by the input $Q$ of the transistor. Since circulating cur-
rents translate into input power losses, it is desirable to keep the input $Q$ of a
transistor as low as possible. This is the primary reason why one goes to great
pains to place the first matching elements (shunt capacitors) as close to the body
of a transistor as possible. The further out from the transistor that one locates the
shunt capacitors, the higher the effective input $Q$ of the transistor.

An example using the Motorola MRF650 (a 50-watt, 12.5-volt UHF transis-
tor) will illustrate the matter of input $Q$’s, capacitor $Q$’s, and circulating currents.
From the MRF650 data sheet, one can find that at 470 MHz, the $Z_{in} = 0.8 + j3.3 \ \Omega$. Thus, using Figure 7-12, the $Q_{in} = 4.125$. The effective shunt resistance

![Diagram](image)

**FIGURE 7-12**
Formulas for series/parallel conversions.
is $R_{\text{eff}} = R_{\text{in}} \left(1 + Q^2\right) = 14.41 \, \Omega$. One can also calculate the shunt reactance as $X_{\text{shunt}} = X_{\text{in}} \left(1 + 1/Q^2\right) = 3.5 \, \Omega$.

Now, the typical input power level of the MRF650 is 13 watts. This will produce the rated 50-watts output at minimum gain. Using the 13 watts as input power, one can determine the voltage across the input capacitor to the transistor. Basic formulas of power, voltage, and resistance lead to the formula $V_{\text{in}} = (P_{\text{in}} R_{\text{eff}})^{1/2} = 13.7 \, \text{volts}$. The resulting circulating current through the capacitor is $|I_{\text{circ}}| = V_{\text{in}} / X_{\text{shunt}} = 3.9 \, \text{amps}$.

If we use two shunt capacitors as described above, each having a value of 40 pF and a resulting Q of 85, we wind up with a total $R_s$ of 41 milli-ohms. It is easy to determine from these values that the power lost in the input matching capacitors will be about 0.6 watts. Since the gain of the transistor is nominally 6 dB, this results in a loss of output power of 2.4 watts.

In summary, one should use the following guidelines in matching the input of a high power RF transistor:

1. Place the first matching capacitors as close to the transistor as possible.
2. Use capacitors with as high a value of Q as possible.
3. Use two capacitors in parallel.
4. Always know the capacitor’s effective value at the frequency of operation.

**MODELING CAPACITORS AT LOW IMPEDANCES**

Another problem with chip capacitors when used at radio frequencies is that their physical size can result in significant errors in estimating their effect, particularly as frequencies increase and impedance levels decrease. In reality, the capacitor is *not* lumped; it is distributed along the transmission line on which it is placed. The example shown in Figure 7-13 will illustrate the point. Here, a microstrip transmission line has a characteristic impedance of 20 $\Omega$. The input impedance of the RF power transistor (which is the load impedance for the transmission line) is $2 + j3.47 \, \Omega$. The chip capacitor is 34.5 pF in value and is 100 mils in physical length. The microstrip has a dielectric material of alumina with an assumed relative dielectric constant of 10.0. Thus, the chip cap can be shown to have a fractional wavelength of 0.024 $\lambda$. The question is: How do you correctly model the capacitor?

If you were to treat the capacitor as a lumped element, $Z_{\text{in}}$ of the transmission line would be $8 - j0 \, \Omega$. If you treated it as a lumped element at the end of a 20 $\Omega$ transmission line having a length of 0.024 $\lambda$, then $Z_{\text{in}}$ becomes $5.4 - j9.5 \, \Omega$. A better way would be to treat the capacitor in, say, three parts, each having a value of 11.5 pF and each separated by a length of transmission line of 0.0078 $\lambda$. The resulting input impedance becomes $13.5 - j3.0 \, \Omega$. This finite, lumped but partly distributed, solution is closer to reality.

The ultimate distributed solution was first proposed at Motorola by Dan Moline, who originated the concept of the distributed capacitance transmission line.
FIGURE 7-13
Modeling capacitors at low impedances.

(DTL) in which the capacitance of the chip capacitor is added to the per unit capacitance of the distributed transmission line. To illustrate the point we will use the example already cited. Here, using basic transmission line equations, one can show that the per unit capacitance and per unit inductance of the 20 Ω transmission line, \( R = 10 \), \( Z_0 = 20 \) \( \) and frequency = 1 GHz \( (\lambda = 4.2 \text{ in.}) \) are 11.8 pF/in and 4.27 nH/in. When adding the 100 mil capacitor, one can recalculate \( Z_0 = 3.64 \) \( \Omega \) and \( \lambda = 0.77 \) in.

If the new transmission line is now used to transform the load impedance, the result is \( Z_{in} = 12.5 - j3.7 \) \( \Omega \). The distributed capacitance transmission line is one of the matching elements available in the Motorola Impedance Matching Program, described in Chapter 8.

INDUCTORS

Inductors are realizable in RF circuits sometimes as lumped elements, sometimes as a printed circuit, and sometimes as transmission lines. There are some rather complicated equations that express inductance of a length of wire when treated as a lumped circuit or of a ribbon conductor when printed on a printed circuit board. The first approximation is shown in Figure 7-14 and uses the wire inductance formula for a wire\(^{13}\) of diameter “d,” a height above a ground plane of “h,” and a length of “l.” Using this formula, one can see that a 25 mil diameter wire
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\[ L = 5.08 \times 10^{-3} \times l \times \left[ \ln \left( \frac{4 \times h}{d} \right) + \ln \left( \frac{1 + \sqrt{1 + \frac{d^2}{4}}}{l + \sqrt{1 + \frac{4 \times h^2}{l^2}}} \right) + \sqrt{1 + \frac{1}{4 \times l^2}} \right] \]

**FIGURE 7-14**
Formula for a lumped circuit inductor.

(14 gauge), 64 mils in length above a ground plane (thickness of a PCB), having a length of 70 mils would produce an inductor of 0.47 nH.

Figure 7-15 shows the formula for inductance of a ribbon on a PCB where "W" is the width of the ribbon, "t" is the thickness of the ribbon, "l" is the length of the ribbon, and "h" is the height of the ribbon above a ground plane. The same 0.47 nH inductor can be achieved with a 0.140" long, 2-ounce conductor on a 32-mil thick PCB (100 mil line width). And the length could be reduced to 0.120" if a 64-mil PCB were used.

Inductors also have resistance, which leads to circuit losses. Again, the concept of Q is used to determine the lossiness, which depends on the material used, the thickness of the material, and the frequency of application (skin effect). Formulas exist to approximate the resistance of wire inductances and ribbon inductances. These formulas are given in Figure 7-16.

As an example of Q in inductors, let's use the previous 0.47 nH inductor realized in lumped circuit and printed circuit form. Assume the frequency is 850 MHz and the conductors are copper. Using the formulas stated in Figure 7-16 will lead to the resistance of the wire inductor and the ribbon inductor, with the resulting values of Q, as shown in Figure 7-17.

**STABILITY CONSIDERATIONS**

Instability in solid state amplifiers may well be the most difficult problem a designer must face. We talk about unconditional stability, which means that—no matter what the amplifier load is—it does not exhibit spurious oscillations even with drive levels and supply voltages outside their nominal values. In reality, such conditions rarely exist with RF amplifiers, except possibly in low power Class A designs. Instabilities in RF amplifiers can be observed in several ways. Without instruments such as a spectrum analyzer or an oscilloscope, one may notice evidence of erratic tuning (if tuning elements are provided) or current being drawn when the drive power is removed. Some types of instabilities may be too

\[ L = (5.08 \times 10^{-3}) \times l \times \left[ \ln \left( \frac{1}{W + t} \right) + 1.193 + 0.2235 \times \frac{W + t}{l} \right] \times Kg \]

Where Kg = 0.57 - 0.145 ln(W/h); where W/h > 0.05

**FIGURE 7-15**
Formula for a printed circuit inductor.
The RF resistance formula stated below accounts for skin effect; however, the sheet resistance \( r_s \) for the conductor is needed.

\[ r_s = 2.61 \times 10^{-7} f^{1/2} \times (\mu_r \rho/\rho_c)^{1/2} \text{ohms} \]

where

\( r_s \) is the relative permeability of the conductor material. It has a value of 1 for non-magnetic materials

\( \rho_c \) is the resistivity of copper at 20°C

For wire inductances: \( R = r_s l/\pi d \); For ribbon inductances:

\[ R = \frac{Kr_s l}{2(W + t)} \]

Where \( K = 1.4 + 0.217 \ln (W/5t); 5 < W/t < 100 \)

**FIGURE 7-16**

RF resistance of inductors.

Assume we are still looking at a 0.47 nH indicator. Further assume the frequency is 850 MHz and the conductors are copper. Using the formulas for a wire and for a ribbon inductance:

**WIRE**—

\[ R = \frac{2.61 \times 10^{-7} \times \sqrt{850 \times 10^6 \times 70}}{\pi \times 25} = 0.00678 \text{Ω} \]

\[ Q = \frac{2.5}{0.00678} = 370 \]

**RIBBON**—

\[ R = \frac{2.61 \times 10^{-7} \times \sqrt{850 \times 10^6}}{2(100 + 2)} \times \left[ 1.4 + 0.217 \ln \left( \frac{100}{5(2)} \right) \right] \times 120 = 0.0091 \text{Ω} \]

\[ Q = \frac{2.5}{0.0091} = 275 \]

**FIGURE 7-17**

An example of \( Q \) of inductors.
Many designers have spent sleepless nights and hundreds of hours trying to get an amplifier to meet a stability specification even at 3:1 load mismatch. Forgetting the drive level and supply voltage variables for now, it is relatively easy to reach stability in an amplifier operating into a resistive (usually 50 Ω) load. In real life, however, there is always some type of a load mismatch. In communications, for example, the load is an antenna connected to the amplifier output through a harmonic filter. In industrial and medical applications, the load can consist of various types of matching networks presenting—at least momentarily—an undefinable load to the amplifier. In amplifiers to be designed for frequency modulated communications, there is one less variable because the power input remains constant. This should make the design of stable amplifiers for FM somewhat easier than for AM.

There are several types of instability in RF amplifiers. Some of them are circuit or layout oriented, some are device oriented, some are a combination of both. Many of the modes of oscillation depend strongly on nonlinear effects. That makes them very difficult to analyze compared with small signal feedback-type oscillations, which are adaptable to linear circuit analysis. In a power transistor, the ratio of feedback capacitance to the input impedance (feedback capacitance to the input capacitance in a MOSFET) determines much of the stability criteria. The lower the ratio is, the more possibility for stability the device has. Normally, the feedback capacitance would introduce negative feedback, reducing the power gain, but at certain frequencies, the feedback will turn positive due to phase delays, etc. Thus, it is evident that devices with lower ratios of feedback capacitance to input impedance exhibit the most stability.

Transistors processed for low voltage operation in general have higher ratios of these capacitances, making stability in 12.5-volt systems more difficult to achieve than it would be in, for example, a 50-volt design. For bipolar transistors, the feedback capacitance is not given in data sheets because it is not easy to measure. It is a function of many parameters, such as the device geometry, the types and values of emitter ballast resistors, and the silicon material resistivity. The ratio of input impedance/capacitance to feedback capacitance is somewhat higher with MOSFETs than BJTs (or the ratio of feedback capacitance to input capacitance is lower), concluding that the MOSFETs are more stable in this respect.

**Bias Networks and Stability**

It is obvious that high gain RF transistors in conjunction with feedback paths constitute excellent conditions for an oscillator. Feedback may occur through ground paths or the transistor itself. In general, the problem can be significantly reduced by paying close attention to the design of input and output bias networks. Ideal bias networks should present a very high impedance within the operating band and a low, resistive (lossy) impedance outside the band. Bias networks should have high impedances—greater than 10 times the effective input and/or output impedances of the device—in order to prevent interference with the impedance matching networks themselves.
Radio Frequency Transistors

The input bias network used in an RF high power transistor circuit is typically an inductor to ground. Usually, this inductor will have a resonant frequency (a pole) below the operating band. At or near the resonant frequency, the impedance of the inductor is high and it can combine with the high gain of the transistor at these low frequencies to create an oscillation. Generally, it is necessary to “de-Q” the inductor by placing a ferrite bead on the ground lead of the inductor or by adding a low value resistor in parallel with the inductor.

One of the most common instabilities occurs at low frequencies (1 to 10 MHz), where the device power gain (assuming use of VHF or higher frequency transistors) can be as high as 30 to 40 dB. This oscillation can be strong, but noticeable only by its mixing products with the fundamental \( f_o \), as seen in Figure 7-18. In professional circles, this display is referred to as a “Christmas tree,” the width of its skirts depending on the amplifier bandwidth. The frequency of oscillation \( f_1 \) (Figure 7-18), although high in amplitude, may not be detected on a spectrum analyzer due to bandwidth limitations of the circuit. In some instances, this low frequency oscillation can be strong enough to cause a transistor to exceed its dissipation limits and destroy itself.\(^2,11\) This mode of instability is almost completely circuit oriented and is mostly preventable by controlling the low frequency power gain of the amplifier. It is helpful to select a transistor with low \( h_{FE} \), which controls its low frequency gain, but has a minimal effect at high frequencies. Conversely, the emitter/source inductance and resistance have a larger effect in the device’s high frequency gain and a lesser effect at low frequencies. Thus, it is advisable to keep these values at their minimum regarding the amplifier’s high frequency performance.\(^9,10\)

Although the available gain of the device itself remains unchanged, the low frequency gain of the amplifier can be lowered by certain simple design practices. In Figure 7-19, L1 and L3 are the most critical DC feed elements. Their

![FIGURE 7-18](image_url)

A display of low frequency instability. Frequency \( f_1 \) is mixed with the carrier \( f_o \), which produces a series of sidebands around \( f_o \).
values should be selected to bypass (provide a low impedance to) the low frequencies, where the device gain is considerably higher than it is at the frequency to be amplified. Their values should be as low as possible without resulting in any loss in power gain or efficiency. To be on the safe side, their reactances should not exceed 5 to 10 times the impedances at the base and collector.

The Q values of L1 and L3 must also be controllable. If this cannot be done with lossy ferrite beads (L2 for example), parallel resistances can be used. It is a common practice to wind these chokes (L1 and L3) over low valued (10 to 50 $\Omega$) non-inductive resistors. This practice should be applied especially to the collector feed choke (L3), where a lossy ferrite bead may face excessive heating due to the high power level. C1 (see Figure 7-19) must have a large enough value to bypass these low frequencies to ground. To avoid possible resonances, multiple capacitors of different values (0.01 and 0.1 $\mu$F, for example) are sometimes paralleled. L4 (see Figure 7-19) has a high enough reactance to pass a minimum of the low frequencies. In fact, it should be as large in value as possible up to the point where IR losses start producing an excessive D.C. voltage drop. C2 and C3 again are two different values and are paralleled to avoid resonances, and their values should be large enough to bypass all low frequencies to ground. The purpose of the L4/C2/C3 network is to prevent any RF from feeding back to the DC power source.

Another, and more effective, means of reducing the low frequency gain of an RF amplifier is to introduce negative feedback. In Figure 7-19, this is accomplished by the network C4/R1/L5. C4 is merely a D.C. blocking capacitor and its value is not critical, except the value must be large enough to provide a low reactance at the low frequencies. The feedback slope is controlled by L5. The function it plays is based on its increasing reactance with frequency. A value of L5 is determined to produce minimum feedback at the operating frequency and the maximum feedback at low frequencies, where its reactance is low. R1 (see Fig-
ure 7-19) is used to control the overall level of the feedback. Its value is normally very low, except in cases where R1 is used in conjunction with L5 to control the gain slope.

Another cause for low frequency instabilities can be the physical layout of the circuit.2,4,9 The most important point in an RF amplifier layout is to provide a good and solid ground plane. It will minimize the possibilities of generating RF ground loops that can feed RF energy back to the input in a suitable phase to make an oscillator out of the amplifier. In most cases, this problem cannot be fixed except by making a new circuit layout, which generally proves to be costly. Also, excessively high Q’s of the matching networks and high Q’s of the D.C. feed networks (if the input and output networks happen to resonate) can result in self-oscillations at some intermediate frequency. However, these high Q’s can be prevented by following proper design guidelines for RF amplifiers. Such guidelines were discussed in Chapter 6.

An instability that can be prevented by following the proper RF design guidelines is an inductively induced feedback.10 It is more common in HF and VHF amplifiers using lumped constant matching elements than, for example, in microstrip designs. Enough RF energy can be coupled to the inductor(s) of the input matching network from the output to trigger an oscillation. The oscillation occurs at a frequency where the input-output phases approach 360°. It may not be of a level high enough to destroy the transistor, and when input drive is applied, the oscillation usually disappears and “snaps” to the driven frequency. Helpful hints to prevent this type of instability are to locate the input and output matching networks as far apart from each other as physically possible and orient the inductors of the input and output networks in 90° angles. One might also try electrostatic shielding, although it has only been proven effective in small-signal designs.

A completely different type of instability is caused by the so-called varactor effect.2,9,10 It is known that a varactor multiplier in addition to multiplication can generate sub-frequencies as well if a selective circuit is provided for those frequencies. This is what is known as the varactor effect instability. Varactor effect instability would imply also that there are 2xf₀ and 3xf₀ products present, but they would fall on the harmonics and would be hard to distinguish. Their amplitudes are probably much lower than that of the ½f₀, since the system power gain is much lower at these higher frequencies. Instead, a stronger ½f₀ spur is generated since in most cases the bandwidth extends to those frequencies and sufficient power gain is available (see Figure 7-20). The ½f₀ oscillation is usually of a fairly low amplitude and does not affect the amplifier’s performance noticeably. There is no real cure for the ½f₀ instability, and it is most likely to occur in low gain amplifiers of Class B and C. One possibility may be to add a half frequency band reject filter to the amplifier output, but this only works in relatively narrow band designs. In Class AB and A, the diode junctions do not go out of forward conduction and the ½f₀ phenomenon does not usually occur.

It would be ideal to provide a proper resistive load to the amplifier at its harmonic frequencies, even if there is a load mismatch at f₀.9 This can be accom-
FIGURE 7-20
A display of the so-called \( \frac{1}{2} f_0 \) instability, which is caused by varactor effects primarily in the base-emitter junction.

plished with a diplexer, which is discussed in Chapter 9, “After the Power Amplifier.” Another common practice for RF amplifier stabilization is inserting a resistive attenuator between the amplifier output and the load. The attenuation need be only 1 to 2 dB, but there is always a power loss. Thus, this technique is practical where the stability is more important than the system efficiency. An advantage of resistive loading is that in addition to isolation, the resistive load (although not 50 \( \Omega \)) is provided to the amplifier at all frequencies. For 1 dB attenuation, the resistor would have a value of 440 \( \Omega \), while for 2 dB the value would become 220 \( \Omega \).

Testing an amplifier for instabilities can be accomplished using a spectrum analyzer to see the spurious responses (if any) and an LC network to simulate a load mismatch having a reflection coefficient of near unity in magnitude and all possible phase angles. A description of such a network and formulas to calculate the component values of the network are given in Chapter 9. Any value of load mismatch can be realized by inserting an attenuator between the amplifier output and the “complete mismatch” simulator (see Figure 7-21). (This is illustrated in Chapter 9, Figure 9-7 and formulas of the attenuator values for various amounts of load VSWR are given in the text.) Generally, at UHF and microwave frequencies, the desired magnitude of reflection coefficient is achieved by a transmission line attenuator terminated in a short circuit. Variation in phase angle of the load reflection coefficient is accomplished by means of a line stretcher.

It has been noted that Class C amplifiers operating at low voltages are the least stable, and that high voltage units of Class A and AB exhibit the best stability. Complete stability (no spurious oscillations) of a low voltage Class C ampli-
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Computer-Aided Design Programs

GENERAL

The process of impedance matching the input and output of high power RF transistors is best performed using computer-aided design programs such as EEsof’s TOUCHSTONE™ or Optotek’s MMICAD™. This is particularly true when matching involves a band of frequencies instead of a single frequency. It is not the intent of the authors, however, to describe the details of a particular computer-aided design (CAD) program. Detailed instruction manuals accompany any CAD program, and these describe the inputs required and the sequential steps involved in achieving a particular optimized matching network. There is still a place, though, for the use of the Smith Chart as a tool in the initial phase of the matching process. A most unique program to aid the design engineer in using the Smith Chart has been created at Motorola. It has been given the name Motorola Impedance Matching Program (MIMP), and it is available free of charge to anyone who desires a copy.

What the program does is to provide a simple environment for entering and analyzing impedance matching circuitry. It focuses solely on impedance transformations. A standard library of passive circuit elements is provided by MIMP, including various combinations of capacitors, inductors, and transmission lines in both series and shunt configurations. It also contains a unique “distributed capacitance element” that models a capacitor distributed along a transmission line.

The real nucleus of MIMP is its computer-aided Smith Chart. It is uncommon for CAD programs to incorporate the benefits of manipulating actual impedance transformations on a Smith Chart. MIMP’s Smith Chart facility provides this electronically. It also displays each circuit element’s contribution to the total impedance transformations. Included in MIMP is an auxiliary database in which are tabulated the input and output impedances for many of the RF power transistors contained in Motorola’s RF Data Book.

Details of MIMP are contained later in this chapter. Copies of the actual program suitable for use on IBM compatible personal computers can be obtained from Motorola Semiconductor Products by contacting their nearest sales office and requesting DK107. Requirements to successfully use the data disk are an IBM compatible (MS-DOS) personal computer with at least 640K of RAM, a 80286 or higher processor, and a VGA graphics adapter. A “mouse” is recommended.

The following paragraphs describe the combination of MIMP and a CAD program to design matching networks for the input and output of a high power UHF...
Let's start with the MRF658 RF power transistor. This device is intended to provide 65 watts of output power from 400 to 520 MHz while operating from a 12.5-volt supply. The first step is to take the impedance data supplied by the manufacturer (re-stated in Figure 8-1) and use the impedance matching program (MIMP) to generate lumped element matching networks (see Figure 8-2) to provide high return loss (the goal was 20 dB) over the frequency band from 470 to 512 MHz. In this instance, the number of matching elements was determined experimentally through an iterative process of “cut and try.” Filter theory can be used to predict the number of matching elements needed to obtain a “passband” response that covers the desired frequency range and has a “ripple” in the passband no greater than the equivalent specified amount of return loss. However, in this instance, MIMP allows you to start with a single element and add experimentally additional elements until you achieve suitable return loss (an indication of impedance match) over the desired frequency band.

The next step in the design of the amplifier is to convert the design to a microstrip transmission line configuration and add the bias circuitry. Some of this can be accomplished with MIMP and the rest through the use of transmission line equations (such as the one given in Chapter 9, “After the Power Amplifier”) that determine a microstrip equivalent for a specified value of inductance L. Figure 8-3

FIGURE 8-1
Input and output transistor impedances for MRF658. $P_{out} = 65$ watts and $V_{dc} = 12.5$ volts.

<table>
<thead>
<tr>
<th>FREQ MHz</th>
<th>$Z_{IN}$ ohms</th>
<th>$Z_{OL}$ ohms</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.62+j2.8</td>
<td>1.2+j2.5</td>
</tr>
<tr>
<td>440</td>
<td>0.72+j3.1</td>
<td>1.1+j2.8</td>
</tr>
<tr>
<td>470</td>
<td>0.79+j3.3</td>
<td>0.98+j3.0</td>
</tr>
<tr>
<td>490</td>
<td>0.84+j3.4</td>
<td>0.91+j3.2</td>
</tr>
<tr>
<td>512</td>
<td>0.88+j3.5</td>
<td>0.84+j3.3</td>
</tr>
<tr>
<td>520</td>
<td>0.90+j3.6</td>
<td>0.80+j3.4</td>
</tr>
</tbody>
</table>

FIGURE 8-2
Lumped element matching networks from 470 to 512 MHz, determined experimentally by using MIMP.
FIGURE 8-3
Microstrip configuration of amplifier design.
shows the initial microstrip configuration of the design and the predicted performance using the program called ACADEMY™. The need for optimization is readily apparent from Figure 8-3C and D, which show the return loss to be less than desired over the frequency band of interest.

Modifications to the values of some of the matching elements is next accomplished by use of CAD optimizing programs such as TOUCHSTONE™ or MMICAD™. ACADEMY™ will also optimize and automatically generate a board layout from a schematic diagram. Normally, input- and output-matching networks are optimized separately. Usually, the optimization goal for the input network can be stated in terms of return loss. In the example given, the goal was an input return loss (IRL) of at least 18 dB across the frequency band of interest. Generally, the output matching network is optimized for best gain and efficiency across the frequency band.

Figures 8-4 and 8-5 show the schematic diagrams optimized by MMICAD™ and ACADEMY™. Figure 8-6 shows the final schematic diagram of the amplifier, and Figure 8-7 is a diagram of the actual circuit layout. Finally, Figure 8-8

**FIGURE 8-4**

Optimized input-matching network from ACADEMY™.
FIGURE 8-5
Optimized output-matching network from ACADEMY™.

shows the performance obtained from a series of amplifiers constructed from the ACADEMY™ circuit layout.

INSIDE MOTOROLA'S IMPEDANCE MATCHING PROGRAM

MIMP is a specialized form of CAD specifically developed for RF power amplifier circuit design. It provides a simple environment for entering and analyzing impedance matching circuitry. Commercially available programs include a multitude of circuit elements and provide numerous analytical capabilities. However, MIMP focuses only on impedance transformations. This is typical of most RF power amplifier design problems, since data sheets for RF devices only present large signal impedances measured at a single combination of frequency, voltage,
power level, and power dissipation. These impedances generally must be transformed to another set of impedances, such as 50 Ω or the input/output impedance of another device. To do this, MIMP provides a standard library of passive circuit elements, including various combinations of capacitors, inductors, and transmission lines in both series and shunt configurations. It also contains a unique

**FIGURE 8-6**
Schematic diagram of a completed Class C UHF power amplifier.

**FIGURE 8-7**
Diagram of an assembled RF power amplifier.
Computer-Aided Design Programs

The real nucleus of MIMP is its computer-aided Smith Chart. It is uncommon for CAD programs to incorporate the benefits of manipulating actual impedance transformations on a Smith Chart. If commercially available programs were used merely for impedance matching, a typical final result of a computer run would be $S_{11}$ versus frequency. To supplement this, many RF designers still keep a Smith Chart, compass, straight edge, and pencil handy so they can pictorially represent each circuit component’s contribution to the total transformation. MIMP’s Smith Chart facility provides this service electronically. It also displays each circuit element’s contribution to the total impedance transformations. Here are some additional advantages of the Smith Chart display function:

1. The Smith Chart can be instantly “re-normalized” to any characteristic impedance. All impedances (with interconnecting arcs) are automatically recalculated and displayed.
2. There is an option for overlaying constant return loss circles for any complex source impedance independent of the normalized characteristic impedance. (Most other programs constrain the use of constant return loss circles to the center of the Smith Chart.)
3. Multiple transmission line transformations (each with different characteristic impedances) are displayed simultaneously and in exact graphical relationships to each other, independent of the Smith Chart’s normalized impedance. (Drawing transmission line transformations by hand requires an iterative denormalize/renormalize/replot/redraw procedure.)
4. A tabular impedance display is provided to view the impedance at any “node.”

FIGURE 8-8
(a) Average gain, VSWR, and efficiency for six amplifiers, and (b) output power versus input power.
5. Constant Q arcs can be added to the Smith Chart.
6. Real-time changes in the impedance transformation are displayed, while individual circuit elements are tuned. This utility is provided to perform manual circuit optimization. A scalar display of input return loss is updated simultaneously as an additional tool for optimization.
7. If Motorola’s RF power transistors are used in the design, then an auxiliary database containing the input and output impedances for many such devices can be accessed.

**MIMP DESCRIPTION**

MIMP is divided into three screens: the *impedance entry screen*, the *circuit entry screen*, and the *Smith Chart display*. A mouse is recommended for easy entry and manipulation of data, although there are keyboard equivalents for most of the mouse functions.

Once the program is “launched” on the computer, the screen in Figure 8-9 is displayed. This is the Impedance Entry screen, which is separated into four basic sections:

1. frequency table
2. load impedance table

**FIGURE 8-9**
The Impedance Entry screen in MIMP.
MIMP first prompts the user for the number of frequencies to be entered. The program will only accept values less than or equal to 11. (If zero is entered, the program advances to a standard device entry sequence, as will be described later.) After the number of frequencies has been supplied, each frequency should be entered sequentially, starting with the lowest value. When the last frequency has been entered, the user is prompted to supply the load impedance data for each frequency. An option to specify 50 Ω is supported by pressing the ENTER key. After all the load impedance data is furnished, the source impedance data is requested. Again, there is an option to display 50 Ω by pressing ENTER. (Parallel equivalents are calculated and displayed for all impedances.) After the data is entered, the user may proceed to the Circuit Entry screen or edit any of the frequency or impedance data.

If a standard device is to be selected as the load impedance, users can select from the 2N, MRF, JO, and TP prefixes and then enter the remainder of the number. The program next prompts the user to select either the device’s input or output impedance as a load. If the requested device is included in the database, the impedance information is displayed at their corresponding frequencies. The source impedance is entered manually. Editing can be performed on any fre-
frequency or impedance before proceeding to the Circuit Entry screen. Figure 8-10 shows the Circuit Entry screen. It is separated into three parts:

1. the component library
2. data entry keypad
3. circuit display area

A component is selected by clicking it with the mouse or pressing the appropriate keys. Immediately after a component is selected, the numeric keypad is activated and the user is prompted to enter component values. Inductors are recognized in nanohenries and capacitors in picofarads, and inductive/capacitance reactance can be specified.

A transmission line is defined by its characteristic impedance in ohms and its electrical length in fractions of a wavelength. The electrical length needs to be referenced to a specific frequency in MHz. Transmission lines (microstrip) may also be classified in physical terms. MIMP will prompt users for the conductor’s width and length. Whenever the first transmission line is selected (whether defined in electrical or physical properties), MIMP will also request information on relative dielectric constant, dielectric thickness, and conductor thickness. This information is assumed to be the same for all subsequent transmission lines and is displayed in the upper right-hand corner of the display. To change these values, all existing transmission line data must be deleted.

Most CAD programs assume that a capacitor has no width; that is, it contacts the circuit at a single point. As frequencies increase, this assumption introduces a significant error in circuit analysis, particularly at low impedances. Since a capacitor is typically mounted on a transmission line, a significant phase shift can occur across its width at higher frequencies. A 100-mil capacitor can have an electrical width of 0.02 \( \lambda \) at 1 GHz if mounted on \( \text{Al}_2\text{O}_3 \). This error can be reduced by modeling a capacitor as a “distributed” component. On most CAD programs, this involves subdividing the capacitor and transmission line into several smaller sections to comprehend the collective capacitive effects and transmission line transformation. MIMP provides a component, called the DISTRIBUTED CAPACITOR, which first prompts the user for a capacitor value along with any accompanying series lead inductance. It next asks for the characteristic impedance of the transmission line on which the capacitor is mounted. Finally, it asks for the transmission line’s electrical length (in fractional wavelengths) for that portion of the transmission line on which the capacitor is mounted. MIMP then calculates the combined effect of the two.

Figure 8-11 shows the Smith Chart display. It is divided into four sections:

1. the Smith Chart
2. the menu bar
3. the nodal impedance display
4. the scalar input return loss graph

The Smith Chart graphically displays the impedances transformed by each shunt or series element. These impedances are represented by small “x” letters.
FIGURE 8-11
The Smith Chart display screen in MIMP.

Each frequency is depicted by a different color. If there are multiple series or shunt elements, the combined effect of all elements is lumped together as one element.

There are several default conditions set whenever the Smith Chart display is entered. The conjugate of the source impedance is shown by a series of yellow “x” letters encircled by a −20 dB return loss circle (the conjugate is the desired transformed impedance). The Smith Chart is initially normalized to 10 Ω. The constant Q arcs are set to 0, and the nodal impedances are listed for the last node. The first circuit element is selected for tuning. These default conditions may be altered by making selections from the menu bar and by using the mouse or keyboard to change the conditions and values. The menu bar is also used to select and tune the various circuit elements.

The nodal impedance display shows the actual transformed impedance produced by each circuit element. Multiple series or shunt elements are lumped together. (Note: these are not really nodal impedances. It is the transformed circuit impedance, starting from the load up to and including the selected element.) Different points in the circuit can be selected, and as the “node” is changed, the corresponding “x” letters are highlighted.

The return loss display shows on a scalar chart how well the transformed impedance matches the source impedance. The reference return loss is indicated by the yellow line on the scalar display and the yellow circle on the Smith Chart display. If the source impedance is frequency dependent, the circles on the Smith Chart will be relocated for each frequency.
SMITH CHARTS AND MIMP

The accepted practice for plotting impedance transformations on Smith Charts requires that each circuit impedance be first normalized to its respective transmission line’s characteristic impedance. Once normalized, the impedances can be plotted (and transformed) on a similarly normalized Smith Chart. Each time a new transmission line is encountered in the circuit, the impedances must then be denormalized using the old $Z_0$ and renormalized with the new $Z_0$ before additional graphical manipulations can be accomplished. The normalized Smith Chart (typically 1 $\Omega$) remains unchanged with each new transmission line transformation. This results in a series of noncontiguous impedance transforms whose visual relationships have little or no value. See Figure 8-12.

One of the unique features of MIMP’s Smith Chart display is its ability to have various transmission lines with different characteristic impedances displayed together on one Smith Chart. Instead of constantly denormalizing and renormalizing circuit impedances and plotting them on the same normalized Smith Chart, the reflection coefficient plane for each transmission line transformation is renormalized instead. The locus of points representing the transmission line’s impedance transformation is remapped into this new plane. The origin of the reflection coefficient (RC) plane is repositioned along the real axis, and the magnitude of the RC is rescaled. In effect, a second Smith Chart of an adjusted

**FIGURE 8-12**
Conventional impedance transforms for different values of $Z_0$. 
size is overlayed on the original Smith Chart. Figure 8-13 shows this. This ap-

FIGURE 8-13
MIMP display for impedance transforms with different values of $Z_0$.
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VSWR PROTECTION OF SOLID STATE AMPLIFIERS

Most transistor failures in solid state amplifiers occur at load mismatch phase angles presenting a high current mode of operation to the output transistor(s), which results in an increase in the power dissipated by the transistor(s). Since the temperature time constant of a typical RF power transistor die is 0.5 to 1.0 ms, any protection system employed (including all delays in the AGC/ALC loop) must react faster than this time. Although there are a number of methods to accomplish solid state RF power amplifier protection against load mismatches, the reflectometer VSWR sensing is the most commonly used method. The reflectometer is usually located in series between the amplifier output and the load. A voltage proportional to the amount of output mismatch is obtained from the reflectometer, which is processed accordingly, and fed back to either the power amplifier input or one of the preceding stages in a manner to gradually reduce the power gain or to completely shut down the amplifier.

A standard reflectometer principle, presented in numerous publications over the years, is used in this design to detect the RF power amplifier output mismatch. It is also commonly known as a VSWR bridge, and its use can be extended to microwave frequencies (greater than 1 GHz) with proper mechanical design. The UHF and microwave designs generally employ microstrip transmission line techniques, whereas lower frequency circuits favor lumped constant implementations. In fact, up to UHF, the lumped constant concept is probably the most practical means to approach the coupling coefficient required between the current line (amplifier output) and the sample line in order to produce an output voltage of moderate amplitude. A tight coupling in a lumped constant system is achieved by passing the current line through a multiturn pickup coil, thus forming a transformer, where the current line is the primary and the multiturn coil the secondary. The multiturn winding is usually in the form of a toroid, which allows magnetic material to be used as the core to increase the low frequency response. The inductive reactance of the multiturn winding must be greater than the load impedance of the current line at the lowest frequency of operation. However, the ports are usually terminated into low reactance dummy loads of a value equal to the characteristic impedance of the system, which in most cases is 50 Ω. The high frequency limit of the VSWR bridge is determined by leakage inductances and the physical length of the multiturn winding. There will be resonances whenever the length of the secondary winding (sample line) equals a wavelength di-
vided by \(2^n\), where \(n\) is an integer 1, 2, 3, etc. However, the amplitudes of the resonances diminish as \(n\) increases. If the length of the sample line is kept shorter than \(\lambda/16\), the amplitudes of any resonances are negligible.\(^1\,\!\!^2\)

The principle of operation is as follows: the voltage across the multturn secondary of the transformer is proportional to the current passing through the current line and the number of turns in the sample line. When the amplifier has a perfect load (at J2, see Figure 9-1) the RMS RF voltage measured across the forward port (terminated with 50 \(\Omega\)) would be \(V_{\text{rms}}/R_L\) decreased by the amount of coupling (\(C_p\)) between the current line and the sample line. Similarly, the RF voltage at the reflected port is related to the RF power reflected at the output port (J2). When the load at the output port is totally mismatched (that is, open or shorted), the voltage at the reflected port will equal the voltage at the forward port.

In order to produce a voltage of a practical level in either the forward or reflected port, the coupling coefficient (\(C_p\)) should not be higher than 30 to 40 dB for power levels in the main line of 100 to 1000 watts. For example, if \(C_p = 30\) dB, and we have a 100 W amplifier, the power appearing at the forward port of the sample line will be 100 mW and the voltage will be \(\sqrt{P_{\text{RL}}} = \sqrt{0.1 \times 50} = 2.24\) V. The coupling coefficient (\(C_p\)) can be figured as

\[
C_p = 20\log\left(\frac{1 + (1/2N^2)}{1/N}\right)
\]

where \(N\) = number of turns in the sample line. Reversing the equation: \(N = 10^{C_p/20}\), where \(C_p\) = port coupling coefficient required in dB. Then if \(C_p = 30\) dB: \(N = 10^{30/20} = 32\) turns (for 1 turn primary).

---

**FIGURE 9-1**

Schematic diagram of VSWR protection circuit described. See the text for details. Referred to in subsequent figures as “VSWR sensor.”
Input – Output insertion loss = $20\log[1 + (1/2N^2)] = 0.0042$ dB
Input return loss = $20\log(2N^2 + 1) = 66$ dB

In addition to the voltage derived from the secondary of the toroidal transformer, a voltage sample is taken from the current line by means of a capacitive divider C1-C2 (see Figure 9-1). Half-wave-rectified voltages are created at the junction of C1 and C2 by the transformer secondary. These voltages are 180° out of phase in case of a non-mismatched load. The amplitudes are adjusted equal with C2, which reduces the voltage to near zero at the junction of C1 and C2 until a mismatch in the load is present, which results in the phase shift deviating from 180°.

There are mechanical restrictions that clearly place a limit to the bandwidth of the circuit. It is difficult to design extremely wideband and high power systems, since for high frequencies the toroidal pickup coil should be as small as possible, and for low frequencies it should be large enough for the minimum reactance required. High permeability ($\mu = 100$ and higher) ferrites in the toroid are usually too lossy at high frequencies and will heat up even at moderate power levels. For example, at 150 MHz, materials with $\mu$ of 15 or less have been found acceptable.

A Faraday shield is usually employed between the current line and toroidal winding to prevent capacitive coupling between the two. It can be best accomplished with a length of coaxial cable of proper characteristic impedance, where the inner conductor forms the current line and the outer conductor the Faraday shield. Normally, only one end of the Faraday shield is grounded to prevent formation of a shorted RF loop. However, if length of the Faraday shield is considerably smaller than the ground loop, the shield can be grounded at both ends (if desirable for mechanical reasons, for example). The circuit details of the unit described here are shown in Figure 9-1. The forward port has been omitted since the system is not intended for forward power measurements. For good high frequency performance, a solid ground plane in the “current line” and “sample line” area is extremely important. Otherwise, the resulting ground loops may reduce the frequency response of the circuit or result in uneven response characteristics as a function of frequency.

The circuit shown in Figure 9-1 has been tested simulating a load mismatch of 5:1 at a power level of 1 kW at 30 MHz and up to 200 W at 220 MHz. Some of the data is shown in Figures 9-2 and 9-3. If a fast operational amplifier such as MC34071 (which has a 13V/µs slew rate) is used, the output switching can be accomplished in 2 ms, which is fast enough to protect most RF power amplifiers. Most operational amplifiers are capable of sinking currents up to 20 mA. This output is sufficient to be used directly to turn off the bias voltage of an enhancement mode MOSFET for example, or an emitter follower can be added for higher current requirements. The output of the operational amplifier can in fact be made the main bias source to provide the MOSFET gate bias voltage. Controlling the gate voltage of a MOSFET for a gradual gain reduction would not be possible in linear operation since a steady idle current is required. In such cases,
some type of voltage or current controlled RF attenuator must be used, preferably in the low level pre-stages (usually operating in class A), which are insensitive to variations in the output load. Using attenuators would be the only way to control the power gain of bipolar transistor amplifiers since the AGC function of MOSFETs is not available. (One possibility is a PIN diode attenuator shown in Figure 9-6.) Depending on the attenuator characteristics and the power level, the power output can be adjusted as desired for a given output mismatch with the combination of R2 and R5 (see Figure 9-1). For this (as well as the circuit in Fig-

![FIGURE 9-2](image1)

**FIGURE 9-2**
RF envelope and amplifier output of VSWR sensor. Horizontal scale: 2µs/division. Vertical scale: 5.0 V/division.

![FIGURE 9-3](image2)

**FIGURE 9-3**
Sensitivity versus frequency response of the VSWR sensor at 5:1 load mismatch.
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FIGURE 9-4
A typical application for the VSWR sensor (shown in Figure 9-1), where its output directly controls a MOSFET gate bias voltage at a low level stage.

ure 9-5) D2 (in Figure 9-1) must be shorted in order to employ the output of IC1 for a voltage “pull-up” function. If only a fast shutdown of the amplifier is desired, without linearity requirements, circuits in Figures 9-4 and 9-5 are not only adequate but also simple. It is recommended that an early stage in the amplifier chain be controlled since low power MOSFETs have low gate input capacitances, which speeds up the shutoff. In Figure 9-4, the FET bias is supplied by an external source, whereas in Figure 9-5, the bias source is the operational-amplifier output of the VSWR sensor.

TESTING THE CIRCUIT

Specific amounts of load mismatch must be developed for testing a system such as the one described here. For example, in some applications, a fold-back may be desired at 3:1 or 5:1 output VSWR, whereas in others, a load VSWR of 10:1 may be tolerable. Since an infinite mismatch cannot be reached due to component losses, a value of 30:1 has been adapted as a standard for “infinite mismatch” by

FIGURE 9-5
Similar to Figure 9-4, but in this circuit, the VSWR sensor acts as the gate bias voltage source for the FET in addition to providing a shutoff function.
FIGURE 9-6
A PIN diode switch is used here and is adaptable with either MOSFET or BJT amplifiers. A current boost for the diodes may be necessary to drive them into full conduction, depending on the type of diodes used and the signal level.

the industry. As the scale is logarithmic, there is not much practical difference between 30:1 (or even 20:1) and infinite. A 30:1 mismatch covering all phase angles and the R from nearly zero to open circuit can be simulated with an LC network shown in Figure 9-7. C consists of two similar variable (air) capacitors, their voltage ratings depending on the RF power level. C can also be a butterfly dual capacitor, where the wiper can be used for the ground contact. The minimum-maximum capacitance ratio should be at least 5 to 6 in order to obtain a coverage for all phase angles and values of R. The initial maximum capacitance values are

FIGURE 9-7
An LC circuit designed to simulate 30:1 load mismatch. L1 and L2 should not have mutual coupling for proper operation. The attenuator (ATN) has been added to provide mismatches at various levels of SWR.
not critical and will only slightly affect the circuit Q and the values of L. Typical values for 30 MHz are 300 to 400 pF, for 100 MHz 40 to 50 pF, and for 200 MHz 10 to 15 pF. The L’s are usually air-wound inductors physically large enough to handle the RF currents at the power level in question. The L values can be calculated as

\[
L_1 = \frac{1}{(2\pi f)^2 C_{\text{min}}} \quad L_2 = \frac{1}{(2\pi f)^2 C_{\text{max}}}
\]

Example: \(f = 100\) MHz, \(C_{\text{min}} = 7\) pF, \(C_{\text{max}} = 40\) pF, then:

\[
L_1 = \frac{1}{628^2 \times 7} = 362\ \text{nH} \quad L_2 = \frac{1}{628^2 \times 40} = 63\ \text{nH}
\]

The same function can be accomplished with a single inductor and a differential capacitor, where one section is at its minimum capacitance, while the other section is at its maximum. Their capacitance ratios are roughly the same as the inductance ratios in the network previously described. This circuit is in the familiar “pi” network configuration and is widely used for testing amplifier stability. The 30:1 mismatch provided by this circuit (see Figure 9-7) can be reduced to any desired amount by inserting a power attenuator between the circuit (see ATN in Figure 9-7) and the amplifier output through the VSWR sensor. The attenuator must, of course, be able to handle the power level in question. However, remember that an attenuator only dissipates part of the power fed into it. A 1-dB attenuator, for example, dissipates only 10% of the power and, therefore, one with a 100 W rating could be used at a power level of 1 kW, providing its resistor elements can handle the current. An attenuation in dB to produce a specific VSWR between a signal source and a 30:1 load mismatch can be figured as follows:

First we obtain a value for the magnitude of the voltage reflection coefficient \((\Gamma)\) as:

\[
|\Gamma| = \frac{\text{VSWR} - 1}{\text{VSWR} + 1}
\]

Then

\[
RL = 10 \log_{10} \frac{1}{|\Gamma|^2}
\]

where \(RL = \) return loss.

For the condition of a load return loss of 0 dB (load is open or shorted), then the value of attenuation in front of the open/shorted load needed to achieve a desired VSWR is equal to one-half the return loss that is created by the desired VSWR.

For example, if we wish to create a 5:1 “load” VSWR when the actual load is a short circuit, \(|\Gamma| = 4/6 = 0.67\) and \(RL = 10 \log_{10} \left[1/(0.67)^2\right] = 3.5\) dB. Then the value of ATN is 3.5 dB/2 = 1.75 dB.
The VSWR simulator can be made to function over about 30% bandwidth. In a case of such broadband design, the value of L1 should be calculated for the high frequency limit and the value of L2 for the low frequency limit. Thus, for testing multi-octave bandwidth amplifiers, a series of these networks would be required. An advantage of this type of setup to create load mismatches is that it can be adjusted to any phase angle, and different phase angles are needed to simulate loads that may exist in applications such as laser drivers, plasma generators, communications equipment, and certain medical instrumentation. For the VSWR sensor described, a PC layout, component placement diagram, and component values are available.6

**OUTPUT FILTERING**

Filtering for output harmonic reduction is required virtually with all solid state RF power amplifiers and especially those intended for radio communications. The specifications depend on the application, frequency of operation, and the power level. Wideband amplifiers have much higher harmonic content than narrow-band ones, the worst cases existing at the lowest frequencies. An amplifier with a bandwidth of 10 to 175 MHz, for example, would not only pass the second harmonic up to 85 to 90 MHz and the third harmonic up to about 60 MHz, but these frequencies will be amplified along with the fundamental frequency. The harmonics generated at higher than these frequencies fall outside the amplifier’s bandwidth and their amplitudes will gradually diminish at increasing frequencies. The rate of decrease depends on the amplifier’s gain characteristics outside its intended passband. At 10 MHz, the same amplifier would pass and amplify signals all the way up to the seventh even and fourth odd order harmonic. Viewing the fundamental waveform on an oscilloscope, we would find it to resemble a squarewave more than a sinewave, which is normal considering the wide distribution of harmonics. In a single-ended amplifier, the second harmonic is the most troublesome, but in a push-pull amplifier of 4 to 5 octave bandwidth, the amplitude of the second harmonic can be 30 to 50 dB below the fundamental depending on the circuit balance, but the third order harmonic may be attenuated only 10 to 12 dB.

Although bandpass filters can be used for RF power amplifier output harmonic filtering in narrow-band systems, such filtering is almost exclusively done with low pass filters. The purpose of this section is to familiarize the designer in using the so-called normalized tables for designing low pass filters. These tables are available in a number of textbooks and other publications, and can be used for designing filters of high pass, bandpass, or low pass varieties. Only a few simple calculations are necessary to derive the normalized values from the tables. The filters designed in this manner can later be computer analyzed to verify their accuracy to any required specifications. Although the examples given here are for the HF band, this technique of filter design is applicable up to frequencies where lumped constant elements cease to be practical.

However, at high UHF and microwave frequencies, microstrip techniques can be employed to realize the components needed in the low pass filter design. Chip
capacitors can be used to frequencies as high as 800 to 1,000 MHz, but lumped inductors become ineffective above 500 MHz. When calculating lengths of line in microstrip to obtain distributed L’s and C’s, one must remember that microstrip is not a true transverse electric magnetic (TEM) mode of propagation. The velocity of propagation is reduced by the medium in a manner similar to that encountered in true TEM mode transmission lines, such as coaxial cable and stripline (however, to lesser extent). Velocity reduction was discussed briefly in Chapter 6, “Construction Techniques,” where it was stated that \( \lambda_m = \lambda_0 / \sqrt{\varepsilon_r} \). An identical relationship exists for velocity: \( v_m = v_0 / \sqrt{\varepsilon_r} \).

In the case of microstrip, one usually talks about an “effective” relative dielectric constant \( \varepsilon_{eff} \), which is related to \( \varepsilon_r \) by a formula involving the \( W/h \) ratio of the microstrip line. The formula says

\[
\varepsilon_{eff} = \frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2} \left( 1 + 12 \frac{h}{W} \right)^{-1/2}
\]

It is apparent from the formula that \( \varepsilon_{eff} \) approaches \( \varepsilon_r \) as the term \( h/W \) becomes small, which is the condition occurring as the characteristic impedance of the line approaches zero. It is common when designing microstrip circuits to use curves that show the effective relative dielectric constant as a function of \( W/h \) of the microstrip as shown in Figure 9-8. By using the “effective relative dielectric constant,” one can still refer to a velocity \( v_{eff} \) in the medium that is given by the expression:

\[
v_{eff} = v_0 / \sqrt{\varepsilon_{eff}}
\]

**FIGURE 9-8**

Effective dielectric constant versus the width-to-height ratio for some of the most popular microstrip substrate materials.
FIGURE 9-9
A graph showing a conversion of microstrip line impedance to inductance per unit length. The scale at the right shows the $\varepsilon_{\text{eff}}$ relative to $\varepsilon_r$ versus line impedance.

where $v_o = \text{velocity of light in a vacuum (}3 \times 10^8 \text{ m/sec)}$ and $\varepsilon_{\text{eff}} = \text{effective relative dielectric constant.}$

The length $l$ of a microstrip line for a specific inductance is:

$$l = \frac{L \sqrt{\varepsilon_{\text{eff}}}}{Z_o}$$

where $L = \text{inductance in nH}$, $v_{\text{eff}} = \text{effective velocity in the medium given in the expression above}$, and $Z_o$ is the characteristic impedance of the line in ohms. If we select the desired value of $L$ to be 2.5 nH and use microstrip line made with alumina ($\varepsilon_r = 10$) having a $Z_o = 10 \text{ ohms}$, then $\varepsilon_{\text{eff}} = 8.9$ (see Figure 9-8) and $v_{\text{eff}} = 30/\sqrt{8.9} = 10.1 \text{ cm/ns}$. From the formula stated above, $l = (2.5 \times 10.1)/10 = 2.53 \text{ cm (0.99“)}$. A plot of inductance for different line impedances is shown in Figure 9-9. For convenience, $\varepsilon_{\text{eff}}$ normalized to $\varepsilon_r$ is also plotted on the vertical axis. Figure 9-9 clearly shows how the value of $\varepsilon_{\text{eff}}$ approaches $\varepsilon_r$ as line impedance approaches zero.

Note that in the example given above, $Z_o = 10 \text{ ohms}$ and $Z_{\text{in}}$ and $Z_{\text{out}}$ are assumed to be 50 ohms. Figure 6-13 in Chapter 6 as well as other references give $W/h = 10$ for 10 ohm line if the dielectric material has a relative dielectric constant of 10. In practice, if the line impedance is not more than 10% of $Z_{\text{in}}$ and $Z_{\text{out}}$ (that is, less than 5 ohms), the value of $\varepsilon_{\text{eff}}$ can be assumed equal to $\varepsilon_r$. Because the characteristic impedance of 50 $\Omega$ is an industry standard for RF power test systems and equipment, all subsequent material and data refer to this impedance unless otherwise noted.

TYPES OF LOW PASS FILTERS

There are two basic types of low pass filters commonly used to suppress harmonics of the desired frequency in the RF output of solid state amplifiers: the Cheby-
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FIGURE 9-10
A typical response curve of a six-element elliptic function low-pass filter. The A and f designations refer to the definitions given in the text.

Shev and Butterworth designs. There are several variations of each, which include the elliptic function filter (also called the Cauer-parameter filter), the constant-K filter, and the m-derived filter. Each has its own characteristics, performance, advantages, and disadvantages. In addition, these can be divided into inductive input and capacitive input categories. In RF power applications, the most commonly used configurations are either a straight Chebyshev or one modified to provide the elliptic function characteristics. The elliptic function design has a sharper cutoff, but lower far band attenuation (see Figures 9-10 and 9-11). It also provides deep and sharp notches in the out-of-band attenuation. Some of these notches can be fine-tuned to the specific harmonic frequencies to improve the out-of-band attenuation, but at a cost of decreased return loss. It is also only practical in fixed frequency or very narrow frequency range applications. With a plain Chebyshev or Butterworth filter, it would be difficult to obtain sufficient attenuation, especially for the second harmonic, except in the case of a well-balanced push-pull circuit, which provides even order harmonic suppression by itself due to the cancellation effect of the push-pull configuration, as mentioned earlier.

FIGURE 9-11
Schematic of a six-element L-input elliptic function low-pass filter. The relays RL1 and RL2 were added to make possible the switching of multiple filters.
Low pass filters have—in general—the characteristic that unwanted harmonics are attenuated by reflecting them back to the source. This results in an alteration of the impedance for the harmonics, which originally was 50 Ω without the filter. If the low pass filter is a series L input type, it presents a high impedance for the harmonics. If it is a shunt C input type, the harmonics will see a low impedance load. In each case, the linearity and efficiency of the signal source are affected depending on the original harmonic amplitude.

It has been stated\(^\text{11}\) that a series L input low pass filter, when used in conjunction with a solid state amplifier, has superior efficiency characteristics. On the other hand, the shunt C input filter would result in better linearity and harmonic suppression, but it has been noted that the shunt C input results in abnormally high RF currents in the line connecting the signal source to the filter. Since in the shunt C input filter, the harmonics are directed to ground, the amplifier will see a lower than optimum load line, especially at the harmonic frequencies.

The effect of the shunt C input is reduced when inductance is added between the amplifier output and the filter input. Also, a transmission line will convert the shunt C input to a series L input type. In a series L input filter, the harmonics are either dissipated in the series inductance of the filter or reflected back to the amplifier output, thus presenting a higher than normal load line to the amplifier. How severe the above characteristics are for each filter depends on the initial harmonic content of the amplifier and on the frequency of operation in the passband of the filter. The exact conditions under load mismatch in each case depend on the phase angle of the mismatched load in addition to the phase delay of the filter.

One solution to avoid the problems described in the preceding paragraph is to use a diplexer in the amplifier output.\(^\text{12}\) A diplexer is nothing but a dual set of filters, one low pass and one high pass. Their cutoff frequencies are designed so that the low pass filter passes only the fundamental frequency to the primary load. The high pass filter presents a high impedance to the fundamental, but passes the harmonics and “dumps” them into a secondary load. This would be an ideal solution, since 50 Ω loads would be presented to both the fundamental frequency and the harmonics. The secondary load is only required to handle the power level of the harmonics, which is typically up to about 10% of the power level at the primary load. In spite of its advantages, the diplexer is practical only in single frequency or extremely narrow spectrum applications, except for certain military equipment where space and economy are of less importance.

## THE DESIGN PROCEDURE

The design of low pass filters using tables of normalized element values is relatively straightforward. All that is required is to set the specifications (refer to Figure 9-10):

1. the cutoff frequency \( f_p \) (in MHz)
2. the stop-band frequency \( f_s \) (in MHz)
3. the reference low pass \( W_s = f_s/f_p \)
4. the required stop-band attenuation \( A_s \) (in dB) at frequency \( f_s \)
5. the allowable return loss \( RL \) (in dB) or voltage reflection coefficient \( |\Gamma| \) (in %), which determines the bandpass ripple \( A_p \) (in dB)
6. the input and output impedances (Z)

Tables for normalized element values are available from several sources. \(^9,12-14\) From the tables, one can select a filter type and determine its degrees (how many elements are required to satisfy the conditions specified). Sometimes, a compromise is necessary in order to reduce the number of elements and the complexity of the filter, which results in only a minor degradation in performance characteristics. Normally, eight filters are required to cover the 1.6 to 30 MHz HF frequency spectrum without gaps, even if the sharper cutoff elliptic designs are used. However, sometimes frequency bands such as the ham radio spectrum up to 30 MHz (1.6, 3.5, 7.0, 14, 21, and 30 MHz) can be covered with only six filters of the same type because continuous coverage is not required.

Let us examine a low pass filter design with \( f_p = 32 \) MHz and the lowest usable frequency of 24 MHz for example. Then \( f_p \) would be 2 \( \times \) 24 or 48 MHz, resulting in \( \Omega_s = f_s/f_p = 48/32 = 1.50 \). \( A_s \) is set at \(-45\) dB and the maximum allowable reflection coefficient \( |\Gamma| \) at 10%. Due to the reasons discussed earlier, a series L input type filter was selected. There are two different configurations of such filters: one designed with series LC shunt elements and the other with shunt LC series elements. The latter is far more popular and is easier to implement in practice, since it uses a lower number of inductors. In order to make the filter a series L input type, it must be an even degree, meaning that it must have an even number of elements. For an even degree filter, the tables of normalized values for elliptic low pass filters indicate that at least six elements are required for \( A_s = -45 \) dB, \( |\Gamma| = 5\% \) and \( \Omega_s = 1.50 \). If the reflection coefficient \( |\Gamma| \) is converted into a decimal: \( 5/100 = 0.050 \), the mismatch loss or passband ripple can be calculated as \(-10\log_{10}[1 - (0.05)^2] = 0.011 \) dB. This (as well as the actual values) is theoretical, assuming an infinite \( Q \) for the elements. There will not be a large change if the loaded \( Q \) is 100, but a \( Q \) of 20 would result in a considerable loss in \( A_p \) and a 1 to 2 dB decrease in \( A_s \). The largest influence of the reduced \( Q \) can be noticed in the depth of the notches, which are not of primary importance.

Next we find the reference L and C values for \( R = 50 \) \( \Omega \).

\[
L_{\text{ref}} = \frac{R}{2 \pi f_p} = \frac{50}{201 \times 10^6} = 249 \text{ nH}
\]

and

\[
C_{\text{ref}} = \frac{1/R}{2 \pi f_p} = \frac{0.020}{201 \times 10^6} = 99.5 \text{ pF}
\]

These values multiplied by the numbers from the normalized tables will result in the actual L and C values required for the filter elements. This makes the values of the actual elements of the filter shown in Figure 9-11 to be as follows:
L1 = 225 nH, C1 = 119.0 pF, L2 = 280.0 nH, C2 = 43.0 pF, L3 = 295 nH, C3 = 23.0 pF, C4 = 131.0 pF, and C5 = 70.0 pF. The component values for six filters covering the 1.6 to 30 MHz spectrum are given in Table 9-1. In a practical design, these numbers can be rounded to the nearest standard values. The inductors are somewhat limited in their tolerances, since fractions of turns of course cannot be realized and the capacitor tolerances are 5% at best as standard stock items.

The normalized values as well as the actual values of the low pass filters are shown in the lower part of the table. The upper part shows the specified numbers from which the normalized and actual values are derived.

### THE COMPONENTS

Although paralleled multiple capacitors in filters are not recommended in some literature, the concept was used in this design. No abnormalities were noticed when the responses were checked with a sweeper and a spectrum analyzer, although this may not be the case at higher frequencies. Paralleling of multiple capacitors provides a means to increase their current carrying capabilities and allows the use of inexpensive disc types. In addition, it is easier to compose values closer to the non-standards required in many instances. High voltage (3,000 V) types were selected, since under certain load mismatch conditions they may be
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FIGURE 9-12
An example of the layout of a low pass filter described in the text. Note the 90° positioning of the inductors and the paralleled capacitors in C1 through C5. Gray area represents a ground plane on top of the board. RL1 and RL2 are provided for switching of multiple filters.

subjected to high RF voltages. Typically, the RF voltage ratings of such capacitors are approximately 30 to 35% of their D.C. voltage ratings. The inductors should be located so that the adjacent ones are at 90° angles to each other, which minimizes the possibility of mutual coupling. L1 here is an air-wound inductor and L2 and L3 are wound on phenolic, non-magnetic toroids only for their more convenient shape factor. At lower frequencies (below 15 MHz), all inductors can be toroidal to reduce their physical sizes. The toroid material permeabilities (μr) should be 10 or less, limiting the selection to powdered iron since the minimum μr of ferrites is around 30.

Filter switching at HF can be done with relays (Figures 9-11 and 9-12), but they should be of a low contact inductance type such as Omron G2R or equivalent manufactured by Magnecraft and several other companies. A photo of the low pass filter illustrated in Figure 9-12 is shown in Figure 9-13. At higher frequencies, where excessive parasitic inductances become increasingly critical, PIN diode switches are probably the only choice for a designer. Finally, a computer plot of the expected response of the filter shown in Figure 9-11 and with the stated component values is presented in Figure 9-14.

Calculation of the RF voltages and currents in each element of the filter would tell us the wire size required for the inductors and what the ratings for the capacitors should be. For certain elements such as L1, C1, and C5 (Figure 9-11), a manual calculation would be fairly simple and straightforward. However, for the remainder, it would take several pages and will not be presented within the context of this book. There are some programs for the PC and Macintosh on the market, which optimize existing designs and plot the S11 and S21, etc. Other programs designate a more comprehensive design and calculate the nodal currents and voltages as well.
FIGURE 9-13
Photograph of switched filter shown in Figure 9-11.

In the design example, L2 and C4 are exposed to the highest currents, and C3 (Figure 9-11) is subjected to the highest RF voltage. At a power level of 2000 W, for example, the numbers are 11.7, 11.4 A, and 556 V, respectively. Since the current-carrying capability of copper wire under RF conditions is frequency dependent due to the so-called “skin effect,” it would be advisable to employ as

FIGURE 9-14
A computer analysis of the response of the 30 MHz filter shown in Figures 9-10 and 9-11 with the component values given in the text. The marker is set at 32 MHz and the response is shown up to 100 MHz. S21 is the actual filter response versus frequency and S11 is the return loss in dB.
heavy gauge wire as practically possible to increase the conductor’s surface area. (Skin effect is discussed in more detail in Chapter 6.) In addition to heating effects, the conductor size affects the inductor Q values. The skin depth ($d$) of a copper conductor is approximately $0.00035"$ at 100 MHz. Based on this reference, the skin depth versus frequency can then, for practical purposes, be figured as:

$$d = 0.00035 \times \sqrt{\frac{1}{f/100}}$$

where $f =$ actual frequency in MHz and $100 =$ reference frequency in MHz. The final numbers for 1.6 and 30 MHz are obtained as $0.0028"$ and $0.00064"$ (0.071 mm and 0.016 mm), respectively. Usually five to six skin depths are considered adequate for good engineering practice, although the RF current-carrying capabilities diminish in the deeper layers. For more scientific calculations of these numbers, formulas are presented in references 9, 10, and 18.

Prompted by the numbers given above, experiments have been conducted with the inductor wire sizes of AWG #16 and #14, but no significant differences in the performance or operation of the filter were noticed. However, regarding the high RF voltages in high power filter elements, it is recommended that the wire wound on ferrite or powdered iron toroids be covered with some type of high temperature sleeving such as TFE to prevent possible arcing to the core. High voltage, inexpensive disc capacitors suitable for high power filter applications up to 30 to 40 MHz are available from several manufacturers.

The filter in the example described in this chapter has been tested and operated for long periods of time at a power level of 2 kW. Common PC board construction techniques were used with a continuous ground plane on the component side, except for clearances provided for feed-throughs (see Figure 9-12). The PC board material is G10 epoxy-fiberglass with a dielectric thickness of 0.062" and 2 oz. copper on each side. In the early design stages, it was questioned whether G10 dielectric material would have excessive losses at 30 MHz, but this has not proven to be true.

At VHF (up to 200 MHz), power levels of 2 kW would be difficult to obtain without the use of high quality components and possibly other than printed circuit board construction techniques. Toroidal inductors as used in a HF design may be impractical and multi-layer ceramic capacitors such as ATC type 100E or transistor type MPH are recommended. At UHF, the high power filter design requires a completely different mechanical concept, such as etching or depositing the inductors and capacitors on a low loss substrate. Leadless chip capacitors would also be required to provide any degree of repeatability. A single unit can always be “tweaked in” to meet the specifications, but there may be a problem if the item has to be mass-produced. This is especially true regarding the inductors, which must definitely be of an air-wound type or stripline construction. As the frequency increases, the power-handling capabilities of the components decrease exponentially due to higher losses and shallower skin depth of the conductors.

Filter switching with relays, which can be done at HF with certain types, is not possible at higher frequencies due to the high series inductances of the relay
contacts. PIN diode switches are about the only way to switch signals in RF power applications at VHF and UHF, but at higher power levels, this technique is costly due to the number of diodes required per filter.

References

[16] Nedrud Data Systems, P.O. Box 27020, Las Vegas, NV 89126.
INTRODUCTION TO WIDEBAND CIRCUITS

Multi-octave impedance matching is almost exclusively done with transformers, although bandwidths up to 1 to 2 octaves may be possible with complex LC networks in conjunction with negative feedback, etc.\textsuperscript{1–4} Any type of wideband impedance matching results in compromises in amplifier performance, since device impedances vary with frequency. In addition, low RF transformer impedance ratios can only be realized with integers 1:1, 1:4, 1:9, etc. Other impedance ratios are possible, but the structures usually become very complex, and some bandwidth will be lost due to increased leakage inductance as a result of the numerous interconnections required. In the input, compromises result in reduced power gain, increased return loss, and VSWR, whereas the output shows reduced efficiency, lowered stability against load mismatches, and poorer linearity. RLC networks are often inserted between the device input and the matching transformer\textsuperscript{1,2} to compensate for the impedance versus frequency slope as well as for the gain versus frequency slope.

Using these corrective networks together with negative feedback and additional networks associated with it, it is possible to design amplifiers covering up to five or six octaves from low band to VHF or even UHF.\textsuperscript{5–7} There is very little that can be done in the output to compensate for the output impedance/frequency slope due to excessive power loss. Fortunately, the output impedance variation with frequency with both the MOSFETs and BJTs is usually much smaller than that of the input. Sometimes, a low value inductance or a microstrip between the device output and the matching transformer will improve considerably the efficiency at the high end of the frequency range by providing compensation for the device’s output capacitance. Normally, only “overcompensation” of the output transformer will do an adequate job. This means added capacitance across the transformer primary and in some cases also across the secondary.

A wideband RF transformer performs one or more of any combination of the following functions:

1. Impedance transformation
2. Balanced to unbalanced transformation
3. Phase inversion
RF transformers are most often referred to their impedance ratios rather than their primary-to-secondary turns ratios. The former are simply the turns ratios squared. In these applications, we are mostly interested in manipulating impedance rather than voltage or current with the transformers. Basically, RF transformers can be compared to low frequency transformers, except that with increasing frequency, a parameter called leakage inductance becomes an important factor. Some type of magnetic core is required to extend coverage at the low end of the frequency band. Either powdered iron or ferrite cores are acceptable, depending on the frequency range.

Ferrites are the most common magnetic materials used for RF transformers today. There are two basic types of ferrites. Nickel-manganese compositions have high permeabilities ($\mu_r = \text{relative permeability}$) and are used in low frequency applications, whereas nickel-zinc ferrites have lower high frequency losses, but their Curie points can be as low as 130°C and they can be manufactured only with $\mu_r$'s of less than approximately 1,000. (Curie point is a temperature where magnetic material loses its magnetic properties.) Low $\mu_r$ ferrites in general have higher volume resistivity than the high $\mu_r$ ones, which means lower eddy current losses.

Detailed information of the behavior of ferrites at RF is rarely available from ferrite manufacturers. Core eddy current losses and winding dielectric losses heat up the core, and its temperature must be held well below the Curie point; otherwise, the magnetic properties of the material will be permanently altered. It must be noted that in order not to saturate the core, operational flux densities must be kept well within the linear portion of the B-H curve of the material. Saturation mainly occurs at low frequencies, where most of the coupling is through the core, which would lead to nonlinear operation, generation of heat, and harmonics. The area inside the B-H curve normally represents the relative loss and, therefore, narrow curves would be preferred for low loss designs. This situation, however, is confusing since these curves are usually created under D.C. conditions and do not really give the required data for an RF designer.

High $\mu_r$ ferrites, although having higher saturation flux densities than the low $\mu_r$ ones, saturate easier under RF conditions. One reason for this is that high $\mu_r$ cores require a smaller number of turns than low $\mu_r$ ones to satisfy the minimum magnetizing inductance requirement. Thus, it is advisable to employ a ferrite core with relatively low $\mu_r$ and added number of turns in the windings, at least to the extent that the added interwinding capacitance can be tolerated at the higher frequencies. As a general rule, the winding reactance should be at least twice the impedance across it. A general formula for calculating the maximum flux density of a ferrite core is:

$$B_{\text{max}} = \left[\frac{V_{\text{max}}}{2\pi f A n}\right]^{1/2}$$

where

- $B_{\text{max}} = \text{Maximum flux density (gauss)}$
- $V_{\text{max}} = \text{Peak voltage across the winding}$
Wideband Impedance Matching

\[ f = \text{Frequency in MHz} \]
\[ A = \text{Core cross sectional area in cm}^2 \]
\[ n = \text{Number of turns} \]

With RF transformers, either the primary or the secondary can be used for the \( B_{\text{max}} \) calculations, but the 50 \( \Omega \) side (if applicable) is commonly used for convenience and standardization. Then \( V_{\text{max}} = \sqrt{2PR} \), where \( P = \text{RF power level} \) and \( R = \text{resistance} (50 \Omega) \). Example: If \( V_{\text{max}} = 50 \text{ V} \), \( f = 2.0 \text{ MHz} \), \( A = 1.0 \text{ cm}^2 \), and \( n = 4 \), then \( B_{\text{max}}(50/50.2)(10^2) = 99.6 \text{ gauss} \).

Note that in certain types of transmission line transformers, the RF voltage \( (V_{\text{max}}) \) used in the \( B_{\text{max}} \) calculations is lower than the value obtained from the \( V_{\text{max}} \) formula given above. The maximum voltage across the winding(s) must be divided by the number of line segments connected in a series in the transformer configuration in question.\(^1,2\) The division ratio for the example would be 2 for the transformer in Figure 10-10B and 4 for the transformer in Figure 10-9C. For the transformer in Figure 10-10D, the division ratio is 3, since two of the four line segments are connected in parallel. Conversely, the same result can be reached in the formula for \( B_{\text{max}} \) if the full voltage across the 50 \( \Omega \) terminals is used for \( V_{\text{max}} \) as the numerator and \( n \) is multiplied by the number of line segments in series.

Since high permeability ferrites in general saturate easier than low permeability ones, it is good practice to limit their maximum flux densities as follows:

1. \( B_{\text{max}} \) of 40 to 60 gauss per cm\(^2\) of cross-sectional area for ferrites with \( \mu_s \) of 400 to 800.
2. \( B_{\text{max}} \) of 60 to 90 gauss per cm\(^2\) of cross-sectional area for ferrites with \( \mu_s \) of 100 to 400.
3. \( B_{\text{max}} \) of 90 to 120 gauss per cm\(^2\) of cross-sectional area for ferrites with \( \mu_s < 100 \).

Regarding the \( B_{\text{max}} \) versus \( \mu \) figures above, it is assumed that the magnetic path is solid (for example, without air gaps, such as found in toroids and balun cores).

At low frequencies, the leakage inductance is virtually unknown, and most designers are unaware of such a term. However, it is the parameter that limits the high frequency response of an RF transformer. The performance of RF transformers becomes more critical at low impedance levels, where tight coupling between the windings is of utmost importance. The leakage inductance is a product of the coupling between the primary and secondary and any exposed area in either winding. It is also affected by interconnection lead lengths and mutual coupling. The leakage inductance (or reactance) is difficult to calculate, but it can be measured for each individual case with a vector impedance meter, a vector voltmeter, or a network analyzer. Ideally, when one winding is shorted with a low inductance path, measurement in the other winding should show essentially zero \( R \) and phase angle, but in practice, this is never the case. A deviation from zero in the value of the resistive component and phase angle can be used to calculate the leakage inductance—or rather the high frequency performance of the trans-
former. It is difficult to relate the leakage inductance directly to the RF performance of a transformer because it is impedance level dependent.

At VLF (50 to 500 kHz), where high $\mu$ cores are required, one may encounter a problem, which may appear unexplainable. It is called magnetostriiction, which means a magnetic resonance of the ferrite core. The core can chatter and disintegrate at its resonant frequency. There are many resonant modes, such as longitudinal and torsional, etc. The only cure to this is to select the physical core size and shape that has its resonances outside the critical frequency spectrum.

CONVENTIONAL TRANSFORMERS

The simplest type of RF transformer is the so-called conventional type. There are several kinds of conventional RF transformers, some of which are more suitable for certain applications than others. In all, the basic principle is roughly the same, namely that low frequency coupling between the primary and the secondary is provided through the flux of magnetic media (core) as in audio transformers. At high frequencies, tight capacitive coupling between the windings is essential and the magnetic core has little effect except in the form of dielectric losses. It is obvious then, that the quality of the magnetic media employed is a very important factor in designing all types of RF transformers.\(^5\),\(^6\),\(^8\)–\(^10\)

Thus we come to another compromise: whether to use higher permeability material in the core and suffer the high frequency losses or design around the losses from the increased stray capacitances caused by additional turns in the windings required when using low permeability cores. A few tenths of a dB of unnecessary power loss in an output transformer can mean a significant increase in power consumption and device dissipation. The conventional transformer is inferior in performance to a transmission line transformer. The difference is mainly in the power handling capability, loss factor, and bandwidth. The conventional RF transformer, however, can be constructed for a wider range of impedance ratios than can the transmission line type. Some ratios will have wider bandwidths than others due to the number of turns required to achieve the desired turns ratio. There are no fractional turns, as in all transformers. If the wire passes through the core, one full turn is completed. Figure 10-1 shows a model of a conventional RF transformer where:

\[
\begin{align*}
L_{LP} &= \text{leakage } L, \text{ primary } \\
L_{PP} &= \text{parallel } L, \text{ primary } \\
L_{LS} &= \text{leakage } L, \text{ secondary } \\
L_{PS} &= \text{parallel } L, \text{ secondary }
\end{align*}
\]

Stray capacitances have been omitted since a relatively low impedance case is assumed and the capacitive reactance arising from applicable construction techniques rarely becomes appreciable in comparison with the low values of resistances involved. Figure 10-2 shows a conventional RF transformer that finds wide usage at high impedance levels (200 $\Omega$ and higher) in low power designs. It
is a configuration in which one winding is simply wound on top of the other, which usually provides good enough coupling at these impedance levels up to UHF. The most convenient core shape is a two-hole balun, although toroids can be seen in some designs if a sufficient number of turns is provided on the periphery for the coupling required. As in all RF transformers, the wire size also has an effect on the coupling between the primary and secondary. The heavier the wire size, the tighter the coupling will be. But this increases the mutual winding capacitance, resulting again in a compromise. This capacitance can be lowered by using a high $\mu$ magnetic core, in which case the core losses would be higher.

Since the mutual winding capacitance has a larger effect at higher impedance levels, the designer must determine which approach is most beneficial for a specific application.

Probably the most popular conventional type of RF transformer is shown in Figure 10-3.11,12 The one-turn winding consists of metal tubes going through sleeves or stacks of toroids of suitable magnetic material. The tubes are electrically connected together in one end of the structure and are separated in the opposite end, where the connections to the one-turn winding are made. In practice, these connections are usually made with pieces of single-sided metal-clad laminate with proper patterns etched in the metal. This kind of construction also results in a physically sturdy structure, with all of its components intact. To make up a transformer, a required number of turns of wire is threaded through the two tubes to form a continuous multiturn winding. This results in a tight coupling between the two windings, with relatively low mutual winding capacitance, thereby allowing its use at very low impedance levels.
The wire ends of the multiturn winding can be exited from either end of the transformer, whichever is physically most convenient. The most popular arrangement is to have the primary and secondary terminals at opposite ends, as shown in Figure 10-3. The transformer type shown in Figure 10-3 has the disadvantage that due to the one-turn winding, only integer-squared impedance ratios such as 4:1, 9:1, 16:1, etc., are possible. It would be logical to think that fractional integers are possible by threading the winding wire through one tube one more time than the other, but this offsets the balance, and the transformer will not function properly. The bandwidth is actually determined by the impedance ratio. A 9:1 impedance ratio transformer is usable up to 50 to 60 MHz, but higher impedance ratios reduce the bandwidth rapidly because of the increasing leakage inductance. A 25:1 transformer of this type performs poorly at 30 MHz, and a 36:1 unit is usable only to 15 to 20 MHz.

The form factor (that is, the length to width ratio) is important. If the transformer structure is short, the coupling between the windings is lowered and the leakage inductance is increased. In the other extreme, if the unit is long, the mutual winding capacitance is increased and the physical length of the multiturn winding may result in resonances within the desired spectrum. Another disadvantage with these transformers is that when used in an amplifier output, the one-turn winding makes the magnetic core saturate at a low flux density (see the $B_{\text{max}}$ given earlier). Despite all these disadvantages, one-turn transformers are widely used in both input and output matching in the 2 to 30 MHz frequency range and at power levels up to 100 to 150 W, and as input matching transformers to even higher frequencies. A clear advantage with this type of transformer is its simple construction, which makes it inexpensive and easily mass-producible.

Other variations of the conventional transformer are shown in Figures 10-4 through 10-6. In these variations, impedance transformation is obtained by connecting a number of windings in parallel on one side and in series on the other side. The transformer shown in Figure 10-3 has one turn in the low impedance winding, limiting the possible impedance ratios to full integers. The windings are made of segments of coaxial cable and the structure is formed into a shape of a “U” or a circle (see Figures 10-5 and 10-6). The leakage inductance is lower than with most other conventional type transformers, making it usable up to 200 to 300 MHz. The high frequency end is limited by the physical size of the structure because the length of the high impedance winding must as a general rule be kept below $\frac{1}{4}$ wavelength at the highest frequency of operation, in order to avoid ma-
FIGURE 10-4
Another form of conventional type transformer. Labels $a$ and $b$ indicate segments of coaxial cable, which in practice are “bent” in order to get the terminals of the low impedance winding close together (see Figure 10-5).

jor resonances. Thus, the physical length of a U-shaped 4:1 unit is limited to about 3.5 cm and a 9:1 unit to 2.5 cm for operation up to 200 MHz. The characteristic impedance of the coaxial cable determines the coupling coefficient between the windings and the optimum closely follows the line impedances calculated for transmission line transformers to be described. If the cable impedance is too high, the result is reduced bandwidth. If it is too low, the maximum bandwidth can be realized, but at a cost of capacitive reactance and reduced efficiency in case of output matching.

The transformer segments can be made from semi-rigid coaxial cable with all outer conductors tied together to form the low impedance side. The inner conductor will automatically make up the high impedance winding (Figure 10-5). If a U-shaped design is used, the bending radius should be as small as possible, but it is limited by the minimum recommended for the specific cable used. The best way to connect the inner conductor segments together would be spot welding, but soldering (preferably with high temperature solder) is adequate. Some commercially available units employ tiny PC boards at the front end of the cores to make these connections.

A typical 3-cm-long coaxial cable transformer has a low frequency response of around 100 MHz without employing a magnetic core. With an “$E$” and “$I$” core of material (as shown in Figure 10-6) having a value of $\mu = 125$, for example, the response will be lowered to 3 to 10 MHz, depending on the impedance ratio. There is only a physical limit to the highest practical impedance ratio. If too many line segments are stacked, the structure becomes high, which makes it difficult to make the electrical connections to all segments without introducing excessive phase delay to the uppermost ones. This of course depends on the cable diameter, but for a power level of 200 to 300 W, a cable diameter of 0.090”, or 2.3 mm (a standard with most manufacturers), can be considered a minimum. This would make the highest practical impedance ratio 9:1. If 16:1 or higher is required, a smaller diameter cable must be used, and the power handling capability is consequently lowered.
FIGURE 10-5
One possible physical realization of the transformer described. Note the height of the segment stacks with increasing impedance ratios. This produces a delay from the connection points of the low impedance winding to the uppermost segment.

FIGURE 10-6
The transformer shown in Figures 10-4 and 10-5 provided with a magnetic core ("E" and "I") to broaden its low frequency response. The arrows indicate points where epoxy can be applied to make the unit a solid structure.
TWISTED WIRE TRANSFORMERS

A unique and versatile RF transformer can be realized with twisted wires. Enamelled magnet wire is commonly employed since it has a thin but good temperature-resistant insulation. It is also available with Teflon™ insulation for use in very high temperature applications. The characteristic impedance of a twisted wire transmission line is determined by the wire size, dielectric constant of the insulation, and the number of twists per unit length. The latter has the least effect on the line impedance (assuming the wires do not separate from each other in the winding process). A simple method of approximating line impedance is by measuring its capacitance per unit length and comparing it against a line of known impedance.

The most common twisted wire transmission line is a single pair of wires. If the wire size used is #28 AWG, the characteristic impedance will be approximately 50 Ω. Lower line impedances are possible by using heavier gauge wire or by replacing each single wire with a multiple of smaller gauge wires. In those cases where multiple numbers of smaller gauge wires are used to form a twisted wire transmission line, location of the wires with respect to each other should maintain a symmetry (as shown in Figure 10-7A and 10-7B).

The twisted wire transformers discussed here do not have a defined line impedance except in case of Figure 10-8D. From Figures 10-8B and 10-8C, one can notice the versatility of these transformers. In addition, many more odd impedance ratios are possible. Figure 10-8A is a normal 1:1 balun, but a magnetizing winding has been added (center). If the balun’s load is balanced—as in the case of feeding FET gates in a push-pull amplifier, for example—the magnetization current flows through only one winding and only one half of the load. This causes undesirable phase and amplitude unbalance in the balun, restricting the bandwidth. The balance can be restored with a third or tertiary winding (shown in Figure 10-8A) to shunt the magnetization current around the load.

Figure 10-8D is a standard 4:1 transmission line transformer, in which the required line impedance is $R_L \times 2$ or 25 Ω for $R_L = 12.5$ Ω. This can be best achieved with two twisted pairs of #28 AWG magnet wire, each pair connected

![FIGURE 10-7](image)

Cross-section of a correctly arranged twisted wire lines with two pairs of wires (a) and four pairs of wires (b). O represents one conductor of the line and X the other.
Conventional RF transformers using multiple twisted wires. A wide variety of impedance ratios are possible, depending on the number of wires used and connection configurations. Although not shown, the terminals are referenced to ground.

Another example of the versatility of twisted wire transformers is that they can also be connected in balanced-to-balanced—and even in isolated primary and secondary—configurations to provide a number of impedance ratios. Some typical designs are shown in Figure 10-9A to 10-9C. Many other fractional integer impedance ratios are also possible with additional numbers of wires. These units can make compact interstage matching elements in push-pull circuits and are ideal—especially when D.C. isolation between the stages is required. Figure 10-9C can be considered to represent a transmission line transformer if the line impedance is correct (25 \( \Omega \) in this case), which is also the case with the ones shown in Figures 10-8A and 10-8D. The twisted wire transformers have bandwidths higher than most other conventional transformers. Up to 7 octaves have been measured at 50 \( \Omega \) and lower impedance levels, and at least 1 octave higher when the impedance levels are higher and the transform ratios low. Advantages of these transformers are their versatility to odd impedance ratios. Disadvantages
Conventional transformers that provide balanced-to-balanced function and can provide isolated primaries and secondaries. A to C are twisted wire types, while D is a unique single wire transformer with its parallel low impedance windings interlaced between the turns of the high impedance winding. The schematic for the 2.25:1 balanced transformer at left in the photo accompanying C is not shown.

are limited power handling capability and, in some cases, difficulty of construction with all the multiple interconnections.

Although the transformer shown in Figure 10-9D is not one of a twisted wire type, its description fits better here than with other conventional transformers since it uses capacitive coupling to a larger degree than magnetic coupling. It represents a unique concept, where several 2 to 3 turn low impedance windings are connected in parallel and interlaced between the turns of the high impedance winding. Heavy gauge enameled wire (#18-16 AWG) is usually employed, which increases the capacitive coupling between the windings and makes the unit a self-supporting structure. The windings are wound on some type of cylindrical core such as a length of ferrite rod (see photo) and all the winding connections are made when the transformer is mounted to a PC board. Multiple impedance ratios are possible depending on the number of turns in the low impedance windings. The number of turns in winding “d” (Figure 10-9D) should equal $a + b + c - 1$ in order not to have extra uncoupled turns to windings a, b, and c. These transformers have been in commercial use in equipment operating up to 175 MHz and at power levels of 100 to 120 W. Variations such as flat ribbon wound units have been experimented with, but their fabrication is more difficult and no significant improvement in performance has been found. Obvious advantages of the single
Wire transformer are its extremely compact size versus power handling capability
and the D.C. isolation between the primary and secondary.

**TRANSMISSION LINE TRANSFORMERS**

Transmission line transformers\(^1\)\(^-\)\(^4\) are quite different from the conventional ones
in many ways:

1. The line impedance must be correct for the type of transformer in question
   in order to take advantage of its optimum performance.
2. At high frequencies, the series reactance combines with the interwinding
   capacitance and the circuit behaves as a transmission line, greatly extend-
   ing the high frequency response.
3. The power transferred from the input to the output is not coupled through
   the magnetic core (except at very low frequencies), but rather through the
   dielectric medium separating the line conductors. This is an important point
   regarding the transmission line transformer principle.
4. From 3 above, it follows that a relatively small cross-sectional magnetic
   core can operate unsaturated at very high power levels.

In practice, transmission line transformers can be realized with twisted enamel-
ed wires, coaxial cables, paralleled flat ribbons (separated by a dielectric
medium), or a microstrip on a two-sided substrate. The practicality and conve-
nience in each case depends on the exact application and frequency spectrum.
The simplest transmission line transformer is a quarter wavelength line whose
characteristic impedance \(Z_0\) is chosen to give the correct impedance transfor-
mation. This transformer is a relatively narrow-band device and valid only at fre-
quencies for which the line is an odd multiple of a quarter wavelength. This
transformer is pictured with power splitters and combiners in Figure 11-3, Chap-
ter 11. A 1:1 balun is shown in Figure 10-10A, in which the line impedance
\(Z_0 = R_L\). The low frequency performance is limited by the amount of impedance
offered to common mode currents. This impedance should be at least twice the
load impedance and can be increased with a core of suitable magnetic material.
The inductance of a conductor is in direct proportion to its relative permeability.
As the line length limits the high frequency response of transmission line trans-
formers, these two seem to be in direct conflict and we must remember the
\(1/8\) wavelength rule discussed earlier, which applies to all RF transformers.

The most commonly used material for transmission lines in these transformers
is coaxial cable with Teflon™ dielectric. It can be either semirigid type or flexi-
ble—both have equal velocity propagations, at least in theory. The velocity factor
must be known for calculating the maximum line length allowable. The multi-
plier for the velocity factor is obtained as:

\[
v_r = 1 / \sqrt{\varepsilon_r}
\]
FIGURE 10-10

Some examples of transmission line transformers. For simplicity, most are shown without magnetic cores and can be used as such in many VHF and UHF applications. All the lines must be formed into a physical shape that minimizes the lengths on the interconnections for reduced leakage inductance. The photo at G shows a UHF push-pull amplifier using transmission line transformers in its input and output matching. The input at the left uses a 4:1 as shown in C, and the output at the right uses a 1:9 transformer as shown in D.
where \( \varepsilon_r \) = relative dielectric constant of the insulating medium. Then for Teflon™ cable with its \( \varepsilon_r = 2.5 \), the velocity factor multiplier is 0.633. Unlike a microstrip line, where two dielectric materials (air and the main substrate) form the medium and the width-height ratio is a variable, coaxial cable has a constant velocity factor as a function of characteristic impedance.

If points a and b are connected in Figure 10-10A as shown in Figure 10-10B, we arrive at an unbalanced 4:1 design. For the minimal leakage inductance, it is important that this connection be kept short, which can be done by bending the line to get the connection points close together. In this case, the line \( Z_0 \) should be the geometric mean of the input and output impedances or \( \sqrt{50 \times 12.5} \) or 25 \( \Omega \). The same is true with other impedance ratio transformers. Derivations of this transformer are shown in Figures 10-10C and 10-10E. They are of a balanced-to-balanced configuration, where two or four lines are employed. A common magnetic core can be used for both if the coupling between the two can be kept minimal, but separate cores are usually recommended. Since this transformer has a 4:1 impedance ratio, the optimum line impedance is again 25 \( \Omega \). D.C. can be fed through the “center tap” if it is left “floating” (that is, not bypassed to ground) and a balun normally seen to provide a balanced-to-unbalanced function can be omitted. Otherwise, another D.C. feed method must be chosen. This also applies to the 16:1 ratio transformer shown in Figure 10-10E, which employs two 4:1 transformers in series, where the same rules are in effect.

The line impedance of the high impedance 4:1 segment is 25 \( \Omega \), which was previously determined to be the required value. The line impedance of the second section would be \( \sqrt{12.5 \times 3.12} = 6.25 \Omega \), thus making the design of the second section somewhat impractical. Line impedances of such a low value as 6.25 \( \Omega \) are difficult to achieve, although it would be possible to parallel two 12.5 \( \Omega \) coaxial cables, for example, which is standard practice. Coaxial cables with impedances of 12.5, 16.7, and 25 \( \Omega \) are beginning to be standard items with cable manufacturers today. For many applications, however, the line impedance is not critical if some bandwidth degradation is acceptable.

Figure 10-10D shows a 9:1 balanced-to-balanced transformer, which has good performance if the interconnections can be kept short. Keeping interconnections short is more difficult than with the 4:1 transformer since there are more interconnections and the impedance levels are lower. Here, the optimum line impedance is \( \sqrt{50 \times 5.55} \) or 16.6 \( \Omega \). Unlike the 4:1 unit, the balanced 9:1 transformer always requires a balun in the end that is to be terminated with an unbalanced source or load, and it does not have a balanced point to allow D.C. feeding through the lines.

As mentioned earlier, a limitation of squared integer transformation ratios is the biggest disadvantage of the transmission line transformer. There are ways to get around this, but the designs get complex and bulky requiring additional lines and connections between them, resulting in greatly reduced bandwidths in some cases. One such design for three different configurations is shown in Figure 10-10F. It is shown in a simplified form in Figure 10-10F (#3), which makes analyzing its operation easier than using configuration #2, for example. An analysis of the current distribution between each winding was performed and it revealed a
ratio of 1.5:1 between the primary and the secondary, which is equal to the turns ratio and results in an impedance ratio of 1.5² or 2.25:1. Assuming \( R_L = 50 \, \Omega \) (in which case the source would be 125.2 ohms), the optimum line impedance is 50/1.5 or 33 ohms. This transformer has a balanced-to-balanced circuit configuration, requiring a balun if interfaced with an unbalanced source or load in either a step-up or step-down mode. An excellent and detailed analysis of this transmission line transformer is presented in the references.16

**EQUAL DELAY TRANSMISSION LINE TRANSFORMERS**

In normal 4:1 transmission line transformers, the high frequency response is limited by phase errors introduced between the interconnection points such as \( a \) to \( b \) in Figures 10-10, 10-11A, and 10-11B. If the connection from \( a \) to \( b \) were made with a transmission line of equal impedance and length as the main line, the phase difference between the input and the output would be eliminated.3,7,10 The transformer topology would remain the same, except the \( a \) to \( b \) connection would have the same phase delay as the main transformer line. This transformer can be viewed as two coaxial lines with their input terminals in series and output terminals connected in parallel. It is also the case with equal delay transformers of any other impedance ratio, where one line is always used only to provide a delay of a controlled amount. For this reason, this subclass of transmission line transformers is called *equal delay transmission line transformers*.

These equal delay networks can serve applications from 1 MHz to at least 500 MHz depending on the impedance levels involved. The transformer input and output connections can be physically separated, which is advantageous in many cases. Figure 10-11B is a pictorial and schematic representation of a 4:1 equal delay transformer. If a third line is added to the 4:1 design (Figure 10-11C), a 9:1 impedance transformer results. Likewise, four lines would produce a 16:1 transformer (Figure 10-11D) and so on. For wideband purposes, most of the transmission lines must be surrounded by magnetic material, generally in the form of toroids or sleeves. The amount of magnetic material required in each line depends on the level of the impedance transformation.

Although the line impedances are equal, the highest impedance transform line requires one unit of magnetic material, the next one two, the following one three, and so on. By unit we mean a measure of cross-sectional area of similar magnetic material. Note that these designs are all unbalanced-to-unbalanced transformers, although baluns (\( c \) and \( d \) in Figure 10-11F) can be added to obtain a balanced interface. Suppose we add a magnetic core to the bottom line of a 4:1 transformer. Now we can disconnect the grounds of the parallel connected lines (still keeping the shields connected) and connect a balanced, floating load between the center conductors and the shields to form a 4:1 balun.

The stray capacitances to ground can be balanced by connecting the center conductor of one coax to the shield of the other one, and a transformer as in Figure 10-10C would be formed. In equal delay transformers of any impedance ratio, the last line only provides delay and has no external fields; thus it requires no
FIGURE 10-11
Examples of equal delay transformers. A is a basic standard transmission line type shown as a comparison against B. B, C, and D are basic configurations, whereas E uses a sub-group of lines to provide a fractional integer impedance ratio. F is a 4:1 unit with baluns (c and d) added for balanced interface.
magnetic core, but the presence of magnetic material will not affect its performance. The line characteristic impedance \( Z_0 \) requirements are the same as for the standard transmission line transformers (that is, \( Z_0 = \frac{V}{I} \), where \( V = Z_{in}/Z_{out} \)).

The equal delay transformers basically have the full integer limitations of the standard transmission line networks. However, due to their physical configurations, it is easier to create fractional integer impedance ratios with equal delay transformers by using subgroups of additional lines, as shown in Figure 10-11E. If we describe group A as the main transformer, which provides the full integers of impedance transformation, adding group B lines with their low impedance sides connected to the high impedance side of group A results in fractional impedance transform ratios. The resulting impedance ratios can be calculated as \( N = \frac{n_A + 1}{n_B} \), where \( n_A = \) impedance ratio of group A (main transformer) and \( n_B = \) impedance ratio of group B. For example, if group A has one line and group B has two lines, the transform ratio is 2.25:1. Further if \( A = 2, B = 4, N = 5.0625:1 \), and \( A = 2, B = 2, N = 6.25:1 \).

The line impedances are dictated by the transform ratio and the impedances required for the main transformer (group A). How much improvement in bandwidth the equal delay transformer gives compared with the standard transmission line transformer depends largely on mechanical factors. Also, even if both are correctly compensated, the insertion loss of the equal delay transformer can be at least 0.1 dB less than the standard transmission line transformer in the frequency region up to 500 MHz. A detailed analysis of this topology is given in the references.7

References


INTRODUCTION

When the required power output level exceeds the capabilities of a single power amplifier stage, multiple amplifier stages or “modules” can be combined to produce the required output. Combiners are closely related to wideband transformers in design and construction. The main difference is in the way in which the lines or windings are connected. A power splitter is simply a lower powered version of a combiner and is used in reverse. The splitter divides the input signal into multiple equal amplitude outputs to be applied to the inputs of each module. The power combiner then recombines the module outputs to be fed into a single load. Since the power splitter has the same configuration as the combiner, the discussion here will concentrate on combiners only.¹⁻⁴

Because of the multiple port configuration, the performance of splitters and combiners is difficult to test. One way to test combiners, for example, is to terminate all outputs except one and make the measurements between the one unterminated output and the single input port. Each output port would be sequentially tested in this manner, which tells us the amount of insertion loss, return loss, and the phase angle over the desired frequency spectrum. To test the isolation characteristics between the output ports, the input and all output ports but two should be terminated. Isolation can then be measured between all output ports by sequentially switching the terminations and the active ports. A quick test would be to connect all the multiple output ports together (back-to-back), which leaves two open ports compatible with a standard 50 Ω system. However, this would not give us information on the port-to-port isolation characteristics of the output.

The test methods outlined in the previous paragraph are applicable to basically any type of splitter or combiner to be described. Testing can be done with a network analyzer or an RF test station consisting of a signal source, load, and appropriate means for measuring forward and reflected power. The RF test station is probably the more accurate of the two methods, since the subject devices can be driven with a more realistic level of RF. In either case, this allows us to examine the amount of return loss, insertion loss, and in the case of the network analyzer, also the phase relationship. The phase error can be as much as 25° and this would create only a 0.22 dB loss. We can see that phase errors of around 10°, which are typically maximum, are negligible. The effects of the source amplitudes are also exaggerated. Considering a two port system, a 50% difference in the source’s power outputs results only in approximately 0.2 dB loss in the com-
bined output. These figures may vary depending on the type of combiner. From the discussion above, we can conclude that, in practice, the effect of amplitude unbalance between the input ports of a combiner (especially in a case of a failed source) is a far more dominant factor than the phase relationship. The trigonometric formulae to calculate the power loss due to phase errors are not presented here, but are available in the references.4

BASIC TYPES OF POWER COMBINERS

A wideband power combiner must perform the following basic functions:

1. Provide low insertion loss over the required bandwidth.
2. Provide isolation (minimum coupling) between the input ports.
3. Provide a low return loss at the input ports over the required bandwidth.

The operating bandwidth of combiners must be as wide or wider than that of the amplifier modules in order not to restrict the overall bandwidth of the combined amplifiers. Emphasis must be placed on the importance of employing an input power splitter of the same type as the output combiner. An in-phase splitter and a 180° combiner combination, for example, would result in zero combined output power, since the outputs from each amplifier module would cancel.

There are several different types of power combiners, each one having its advantages regarding the frequency spectrum, bandwidth, and other preferred features:5–8

1. A zero degree device, which means that ideally there is no phase shift between the input ports in relation to the combined output. This type of combiner can be designed for even or odd number inputs up to a practical limit. The practical frequency range is up to about 500 MHz. These combiners are the most common ones used at lower frequencies because of their versatility and straightforward design.
2. A 180° device, which means that the two input ports or sets of input ports are 180° out of phase. It is only applicable to even numbers of inputs (2, 4, etc.). The out-of-phase situation must also be taken into account when designing the input power splitter. The practical frequency range is up to about 100 MHz.
3. 90° hybrid, which is basically a two-port unit and by nature has a narrower bandwidth capability than the configurations in 1 and 2 above. They are applicable from low frequencies to microwaves in proper design configurations.
4. A so-called “Wilkinson combiner,” which has relatively narrow bandwidth characteristics, but is simple and inexpensive. The practical frequency range can be up to microwaves (1 to 2 GHz).
IN-PHASE AND 180° COMBINERS

Transmission line techniques are commonly used in the in-phase and 180° power combiners for lowest losses and widest bandwidths. One primary function of an RF power combiner is to provide port-to-port isolation, of which 30 dB is typical and acceptable. By this, the output of one of the amplifier modules will be sufficiently isolated from the others; if a failure in one occurs, the remaining amplifiers will not be affected and will still be operating into the original load impedance. Amplitude unbalance is usually created by a completely disabled module (the “source” for the combiner) or, sometimes, more than one disabled source. The power output with various numbers of disabled sources can be calculated as:

\[ P_{\text{out}} = \left( \frac{P}{N} \right) N_1 \]

where \( P \) = total power of operative sources, \( N \) = total number of initial sources, and \( N_1 \) = number of operative sources. For example, if we have a four-port system designed to deliver 1 kW with 250 W modules with one module disabled, the power output would be \((750/4)3 = 562\) W. The difference power or 188 W would be dissipated in the balancing resistors, which divides according to the type of combiner in question. In a straight zero degree combiner (Figures 11-1A, 11-1B, and 11-1C) all resistors are of equal value and the power dissipated in each would be \((188/3) = 62.5\) W in a four-port system.

In a two-port combiner system having a maximum output power \( P_{\text{max}} \), if one amplifier fails, the output power will decrease to a value 6 dB below \( P_{\text{max}} \). Half of the power loss is due to lack of power from the disabled module and an additional 3 dB is lost because the power from the remaining module now divides equally between the balancing resistor and the output load. In this case, the balancing resistor must dissipate one-quarter of the original \( P_{\text{max}} \) Values of the balancing resistors depend on the number of combiner ports and how many ports are assumed disabled at one time, as can be seen in the expression for \( P_{\text{out}} \) given above. Sometimes these resistors, which must be of the non-inductive type, are referred to as “dump loads” since power due to phase or amplitude unbalance is directed to them. In most cases, even if one module fails, the system is forced into a shutdown mode. Then the balancing resistors do not have to dissipate significant amounts of power. The comments just made about power loss and power dissipated in “dump loads” apply to all types of combiners described in subsequent paragraphs of this chapter.

A failure detection method using pickup coils is illustrated in Figure 11-1C. The signal pickup coils (pc) can be small toroids wound with multiple turns of wire, which form the secondaries for RF voltage step-up transformers, whose primaries are the leads of the balancing resistors (for example, 2-watt carbon type) threaded through the toroids. The RF voltages in the secondaries generated by the unbalance due to a module failure can then be rectified and processed to operate the shutdown circuitry. If the a, b, and c outputs (see Figure 11-1C) are
FIGURE 11-1

(A), (B), and (C) represent so-called straight in-phase combiners. Even and odd numbers of input ports are possible with them. (D) and (E) are staggered or "totem-pole" structures, which are adaptable only to even numbers of ports. (F) is a 180° combiner that requires no step-up transformer into 50 Ω. Note that step-up transformers are not shown with (A), (B), (C), and (D).

kept separated, each one can be made to operate an indicator to inform which module has failed. The resistor (R) values are not critical, since the power will be shut off within a millisecond or so, making the load mismatch unimportant. If, on the other hand, operation under reduced power conditions is desired, the balancing resistors will have to handle continuous power levels as described earlier. This requires the use of high power resistors that can be heat sunk, and which must be of the so-called “floating type,” meaning that the resistor element must
be electrically isolated from its mounting structure. Here, again, a system like that shown in Figure 11-1C can also be applied.

In the event of a failure of one module (which is the most common case), the balancing resistor values can be determined from the formula:

$$R = \frac{Z_{in}}{N}$$

where $N$ = number of input ports. This makes the values 25, 16.6, and 12.5 Ohms for two-, three-, and four-port combiners, respectively (which applies to Figures 11-1A, 11-1B, and 11-1C). Examples of 180° power combiners are shown in Figures 11-1E and 11-1F. Figure 11-1E represents a so-called “totem pole” structure and Figure 11-1F is a system consisting of a pair of two-port hybrids and a balun. A comparison of the 180° and in-phase combiners has shown that the 180° type can be superior to the zero-degree combiners (Figure 11-1A–D) in input VSWR, but the latter has better port-to-port isolation characteristics. In the cascaded or “totem pole” structures shown in Figures 11-1D and 11-1E, the balancing resistor values follow the values of the two-port hybrids and transmission line transformers.

Figure 11-1F shows a unique system that does not require a step-up transformer. Its simplicity compared to other four-port combiners is attractive. It uses half the number of transmission lines used in Figure 11-1D, for example, and due to the lack of the 4:1 step-up transformer, its bandwidth characteristics are enhanced. It should be noted that this combiner is covered by a recent U.S. patent.9 Anyone wishing to use the idea for commercial purposes should consult with the holder of the rights to the patent. Descriptions of step-up transformers for these power combiners can be found in Chapter 10, “Wideband Impedance Matching.”

Impedance ratios such as 2:1 and 3:1 can be implemented with a 4:1 transformer wound with coaxial cable where the corresponding taps are made to the coax braid. Improved performance over wider bandwidths is possible with fractional integer equal delay transformers, designs for which are given in the references. Figure 11-2 is a photograph of a commercially available four-port splitter-combiner intended for use at 1.6 to 30 MHz and up to power levels of 1 kW. It is of the type shown in Figure 11-1C, but the combiner lacks the power pickup coils. The 50 $\Omega$ lines are realized by metal tubes with a proper size insulated conductor threaded through the tube, which makes the construction inexpensive.

Port-to-port isolation figures of 27 to 40 dB have been measured on both the in-phase and the 180° combiners over a bandwidth of several octaves. Note the compactness of the units, where the step-up transformer is right next to the combiner structure. There are a number of manufacturers of high-power combiners for use at frequencies up to UHF, but most of the units are housed in enclosures with connectors and do not suit many designers’ needs because of their physical outlines or cost. In addition to the combiner configurations shown, many derivatives of the two-port hybrid have been designed. Some of the various types are shown in the references.
FIGURE 11-2
Commercial four port splitter-combiner for use at 1.6 to 30 MHz and power levels up to 1 kW.

90° HYBRIDS

One class of hybrid that is a variation of the two-port is the quadrature hybrid. The 90° hybrid combiner or quadrature coupler can be realized in several different forms. A quadrature combiner usually refers to a passive device with one input port, two output ports (or vice versa) 90° apart in phase, and an isolated port. A few such networks that can be considered as quadrature couplers are:

1. A line hybrid based on the principle shown in Figure 11-3.
2. The 3/2 λ ring coupler (commonly known as “rat race”) (see Figure 11-4).
3. A branch coupler, widely used in small signal mixer circuitry. It is also applicable to use as a power combiner (see Figure 11-5).
4. A “Wilkinson” combiner, which consists of a series of λ/4 transmission lines, as shown in Figure 11-6. It is not a quadrature coupler like the ones described in items 1, 2, and 3 above, but it is included with these because all four types are based on the principle of a delay generated by a quarter wavelength transmission line.
FIGURE 11-3
The line hybrid (A and B) is widely used at VHF and UHF since it can be made compact by folding the lines. Its lumped constant equivalent is shown in C.

LINE HYBRIDS

The line hybrid shown in Figure 11-3A is one of the most common combiners used in the VHF and UHF frequency ranges.\(^7\)\(^9\) It consists of two transmission lines (microstrip) of \(\lambda/4\) in length separated by a dielectric medium. In addition, this structure is sandwiched between two ground planes, again separated by a dielectric medium. The mutual impedance between the two lines is designated as \(Z_{\text{even}}\), whereas the impedance from the lines to ground is designated as \(Z_{\text{odd}}\). \(Z_{\text{even}}\) is the impedance that controls the coupling coefficient between the lines and is typically \(Z_{\text{in}}/2\). Then \(Z_{\text{odd}}\) must be calculated for a value that gives

\[
\sqrt{Z_{\text{even}} \times Z_{\text{odd}}} = Z_{\text{in}} (50 \, \Omega)
\]

If \(Z_{\text{even}} = 25 \, \Omega\), as in this case, then \(Z_{\text{odd}}\) must be 100 \(\Omega\) for \(Z_{\text{in}} = \sqrt{2.5 \times 10^3} = 50 \, \Omega\). The \(Z_{\text{even}}\) and \(Z_{\text{odd}}\) values can be modified for greater isolation or extended bandwidth, but the \(\sqrt{Z_{\text{even}} \times Z_{\text{odd}}}\) relationship is always valid. Typical bandwidths of these couplers are about 15\% with a 1:1.5 VSWR and port-to-port isolations range from 20 to 30 dB.

In the past, the dielectric materials used were Teflon™-fiberglass or epoxy-fiberglass with their dielectric constants around 2.5 and 5, respectively. These low values of dielectric constants limited the couplers to a lowest practical frequency of approximately 175 MHz. Even at these frequencies, the couplers were bulky. Today, with advances in the development of dielectric materials, materials are available with dielectric constants of 10 or higher, which makes the lower frequency couplers more practical. In order to realize any kind of a practical size or shape factor, the lines are usually folded several times as seen in Figure 11-3B,
and the total electrical length calculated for one-quarter according to the dielectric constant of the medium. Along with an opened unit, Figure 11-3B also shows a complete UHF coupler having dimensions of approximately 1.5" square and ¼" thick (38 × 38 × 3.5 mm).

A variation of the line combiner can be designed with lumped constant elements for use at low frequencies. It behaves much like its counterpart, the stripline quadrature hybrid. In a true representation of the stripline design, the capacitors $C$ (see Figure 11-3C) should be split and their center taps grounded, which would simulate $Z_{odd}$. $Z_{even}$ would be determined by the mutual line impedance and the electrical length of the line, which should also be $\lambda/4$.

In practice, the transmission line can be made of twisted enameled wires or two lengths of low impedance coaxial cable with their braids connected together and floating, leaving the center conductors to form two symmetrical lines. Another variation of this type of quadrature coupler, especially suited for low frequency use, is the so-called Fisher’s hybrid, which resembles more closely the hybrid shown in Figure 11-3C. In it, a very tight coupling between the lines is required. The physical lengths of the lines do not need to be $\lambda/4$ since they are electrically lengthened by the presence of the magnetic medium. The values of $C$ depend on the line coupling coefficient, and they may not be necessary at all in some cases. The phase relationship is the same as in the stripline hybrid and the port isolations are comparable as well. The bandwidth achievable depends on the line inductance, and thus the properties of the magnetic core, as well as the line mutual capacitance (coupling). Graphs of insertion loss and port unbalance versus line coupling coefficient are shown in the references. Using the technique described, it may be possible to develop quadrature hybrids for wider bandwidths than the 10 to 15% normally attributed to this type of coupler.

**RING HYBRIDS**

The hybrid ring, 3/2 $\lambda$ hybrid (see Figure 11-4) or “rat race” as it is commonly called, is a directional coupler that can be used to sample RF power traveling in different directions, and is thus adaptable also for mixer, power splitter, and combiner applications. The ring hybrid is usually constructed with microstrip transmission lines, a technique that limits its use to about 1,000 MHz and above. Although coaxial cable designs can be realized that would extend the frequency range down to 200 to 300 MHz, such structures would become bulky. A simple hybrid ring consists of a transmission line in which input, output, and isolation ports are connected in four places. If the impedances ($Z_{in}$) of these ports are 50 $\Omega$, the characteristic impedance of the transmission line ring is

$$Z_o = \sqrt{(N)(Z_{in}^2)}$$

where $N =$ number of active ports. If $N = 2$, then

$$Z_o = \sqrt{5 \times 10^3} = 70.7 \, \Omega$$
All four ports are separated from each other by quarter wavelength sections, making the remaining part of the ring three-quarter wavelengths long. The total circumference, then, is 1.5 wavelengths.

Among its other uses, the hybrid ring is commonly applied as a power splitter or combiner. If a signal is applied to port 1 (see Figure 11-4A), the power will be equally divided between ports 2 and 4 and their phase relationship will be 180°. On the other hand, power incident at port 2 will also be equally divided between ports 1 and 3, but the two output signals will be of similar phase. When port 2 is used as the input in a combiner, any power reflected at output port 3 due to a mismatch arrives at the other output port 1 by two paths. One signal travels a half wavelength in a counter clockwise rotation from port 3. The clockwise signal appears at port 1 delayed by a full wavelength.

The half wave difference in arrival and equal path loss results in cancellation of the two signals at port 4, with total cancellation resulting in highest port-to-port isolation. The reflected signal from any mismatch at port 3 arrives at port 4 in phase from both circular paths, where it is dissipated. This port is designated as the isolation port, where a termination absorbs any power due to the unbalance between output ports. The input signal from port 2 cancels at port 4 because the two-way paths differ by a half wavelength. Advantages of a ring hybrid include simplicity of construction and a reasonable tolerance for variations in line impedance. In addition, the power at the output ports can be adjusted by varying the impedances of the interconnecting lines. A simple hybrid ring can provide a good match and excellent isolation over a 8 to 10% bandwidth.

The ring hybrid can also be designed with lumped constant elements, which would extend its low frequency response to audio frequencies. The technique of deriving a lumped-circuit equivalent is simple. It entails replacing each length of transmission line by its “π” equivalent, as shown in Figure 11-4B. We can see three π networks representing the λ/4 sections: C3-L-C1, C1-L-C2, and C2-L-C3. The lowest branch, L-C4-L, forms the 3/2 λ section. Since all capacitors will be of equal value, C1 and C2 can be paralleled into a single unit, which makes them $2 \times C1$ and $2 \times C2$, respectively. All branches must have a $Z_o$ of $\sqrt{2}(Z_m)$.

**FIGURE 11-4**
Ring hybrid (A) and its lumped equivalent (B). In (B), $C_1$ and $C_2$ can be paralleled into single units twice the value.
or 70.7 Ω as the line sections in the microstrip design. All inductors in the circuit are also of equal value, which can be calculated as:

\[ L = \frac{\sqrt{2}(Z_{in})}{2\pi f_o} \]

and

\[ C = \frac{1}{2\pi f_o \sqrt{2}(Z_{in})} \]

Example: Assume we wish to design a lumped constant ring combiner for a frequency of 100 MHz. Then

\[ L = \frac{70.7}{(628 \times 10^6)} = 0.11 \, \mu H \]

and

\[ C = \frac{1}{628 \times 10^6 \times 70.7} = \frac{1}{4.44 \times 10^{10}} = 22.5 \, pF \]

C1’s and C2’s combined would then be 45 pF each. The isolation and insertion loss characteristics are greatly dependent on the component tolerances, loss factors (Q), and the symmetry of the total structure. Typical numbers for 100 MHz are 20 to 25 dB and 0.4 to 0.45 dB, respectively.

**BRANCH LINE COUPLERS**

The easiest coupler to construct is the branch line type, most often realized in the two branch, 3 dB unit of Figure 11-5A. In this coupler, the main transmission line is coupled to a branch line by two quarter-wave lines, each spaced a quarter wave apart. The branch line coupler is easily made in a microstrip configuration for coupling values from 3 to 9 dB. It is a quadrature coupler with its output sig-
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The branch line hybrid (A) and its lumped equivalent (B). As in the ring hybrid equivalent, the paralleled capacitors (C1 and C2) can be combined into single units (B).
nals 90° out of phase, when used as a power combiner. The overall bandwidth of branch line couplers is rather narrow (comparable to the hybrid ring), but it can be increased by adding more branches. This is not often done, however, because additional branches have higher impedances, and in addition to increased losses, the microstrip tolerances become critical.

The use of transformer sections in the main lines results in characteristic impedances of the branch lines equal to those of the input and output arms. The impedance of these transformer sections (see “a” in Figure 11-5A), which are also called main lines, can be figured as:

\[ Z_0 = \sqrt{Z_{in} \times \frac{Z_{out}}{2}} \]

Then, for a 50 Ω system,

\[ Z_0 = \sqrt{50 \times \frac{50}{2}} = 35.4 \, \Omega \]

The impedance of the branch lines (see “b” in Figure 11-5A) will be \( Z_0 = Z_{in} \), \( Z_{out} \) or 50 Ω.

Both the hybrid ring and the branch line coupler are very versatile devices. With the ring coupler, impedance transformation is possible by varying the characteristic impedances of the \( \lambda/4 \) line sections. Similarly, the transformer or the main line impedance can be varied in a branch line coupler to result in impedance transformation between the input and output ports. This function may only be necessary when these devices are used for non-power-splitting-combining applications such as mixers.

Although the branch line coupler is physically smaller than the hybrid ring since its loop periphery measures only one full wavelength, its practical low frequency limit is in the low microwave region. If the lines are constructed of coiled coaxial lines, for example, this would bring the lowest practical frequency into the 150 to 200 MHz range. Lower frequency versions can be realized with lumped element designs as shown in Figure 11-5B. The principle is the same as with the hybrid ring, namely that each \( \lambda/4 \) transmission line section is replaced with a “\( \pi \)” LC network. In the hybrid ring equivalent, there are three such networks, whereas the branch line equivalent requires four, two for 35.4 Ω impedance and two for 50 Ω. The formula to calculate the component values has been presented earlier. Thus, for 100 MHz, the 35.4 Ω branches (a) will be:

\[ L = \frac{35.4}{6.28 \times 10^8} = 56 \, \text{nH} \]

and

\[ C = \frac{1}{6.28 \times 10^8 \times 35.4} = 45 \, \text{pF} \]
Similarly, the 50 Ω branches (b) are $l = 80 \text{nH}$ and $C = 32 \text{pF}$. The combined capacitances ($C_1 + C_2$) will be $45 + 32 \text{pF} = 78 \text{pF}$. As pointed out in the references, the component tolerances are critical. Chip capacitors and airwound inductors were used in the design at 140 MHz as described in the references.

**WILKINSON COUPLERS**

Another power combiner that uses quarter wave transmission lines is the Wilkinson hybrid. However, it really cannot be called a hybrid since the word “hybrid” refers to a device with two input or output ports. The Wilkinson coupler is a reciprocal network and sums N coherent sources to a common port, all in one step. It can be designed for any number of ports (see Figure 11-6A) and is, thus, commonly called an N-way coupler. In a manner similar to other types of combiners discussed in this chapter, this device can be used for power splitting as well as combining. Unlike quadrature hybrids, all inputs are in equal phase relative to the output, but create a delay of 90°. Since the line length between any two ports is $\lambda/2$, the power arriving at each port is 180° out of phase with the power from any other port and, therefore, cancels. This provides the isolation between inputs.

The port-to-port isolation and VSWR are theoretically perfect at mid-band (where the lines provide a 90° phase shift) and degrade at frequencies away from band center. The amount of isolation and the VSWR in practice are primarily dependent on the phase relationship (line impedance and length) of the transmission lines. Typical numbers for the isolation are 20 to 25 dB and for the VSWR 1.2:1. The balancing resistors (R) have an important role in this combiner. They serve to help isolate and match the input ports, although normally no power is dissipated in them, but any unbalance between input ports would result in power dissipation in the balancing resistors. In case of a two-port combiner, if the
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The Wilkinson combiner (A) and its lumped equivalent (B). In practice, (B) may not be feasible for more than two input ports.
Power splitting and combining

Power to one input port is completely lost due to a failure of one amplifier module, then half of the power output from the remaining module will be dissipated in the balancing resistor. This is the case with all two-port combiners described. (Refer to straight in-phase combiners and Figure 11-1C, where a system shutoff under the condition of an amplifier failure is described.)

The Wilkinson coupler has the advantages of perfect output port amplitude balance (due to its symmetry) and equal phases at all of its input ports. Its chief advantage for high power applications is the series of combined balancing resistors. Perfect isolation requires completely noninductive resistors, which must be heat sunk. The Wilkinson N-way combiner can be constructed with coaxial, stripline, or microstrip transmission lines. It offers a relatively low cost method of combining a number of signals with a fair amount of isolation and low VSWR. However, it performs at a relatively narrow bandwidth, comparable to the 90° hybrids. If wider bandwidths than 15 to 20% are required, multiple lines of appropriate lengths can be cascaded with stepped characteristic impedances for an optimum design with Chebyshev response. But this will add to the line IR losses, and may only be practical up to 3 to 4 sections. For N number of input ports, the line impedances are calculated as $Z_0 = \sqrt{(N)(Z_{in}^2)}$, which makes the $Z_0$ for a two port system 70.7 $\Omega$, for a three port system 86.6 $\Omega$, for a four port system 100 $\Omega$, and so on. The balancing resistor values (which are equal) can be obtained as:

$$R = \frac{Z_0^2}{NZ_{in}}$$

A lumped equivalent of a two-port Wilkinson power combiner is shown in Figure 11-6B. Its operation is based on the same principle as the ring and branch line coupler equivalents—that is, that the $\lambda/4$ sections are simulated with $\pi$ networks. The two 50 $\Omega$ balancing resistors have been combined into a single 100 $\Omega$ unit because the center tap is “floating.” Similarly, the C’s between the input ports have been combined to a $-j100$ $\Omega$ reactance, since it is not necessary for their center tap to be grounded. The reactances shown can be converted to the required values of capacitance and inductance of the center of the operating frequency band. The lumped constant version of the Wilkinson combiner works well with comparable isolation and VSWR characteristics to its transmission line counterpart if the component tolerances can be kept within 1 to 2%.
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Frequency Compensation and Negative Feedback

FREQUENCY COMPENSATION

The purpose of frequency compensation in amplifiers is to equalize the input impedance of a transistor so that the matching element can look into a relatively constant R and Z over a given bandwidth. Frequency compensation in narrow-band designs, using L & C matching elements, is not often used or required since the bandwidth is limited to 5 or 10% by the matching element. All wideband designs with bandwidths greater than 10%, in general, are combinations of L & C or microstrip and wideband transformers, or wideband transformers alone. Although transistor impedance matching over bandwidths of half an octave or more are possible with complex L & C or microstrip designs, they are not considered feasible or good design practice today. Since the input impedance of a transistor (BJT or FET) varies with frequency much more than does the output impedance, it is usually necessary to compensate only the input.\textsuperscript{1–5} At power levels higher than a few watts, where the output impedance level has a low value, output compensation would be impractical due to losses in the compensation networks. However, output compensation is sometimes done with only series inductance, for example, in the case of a capacitive output or with shunt capacitance with an inductive output. We cannot use both L’s and C’s with wideband transformers because shunt capacitance is used to compensate for leakage inductance.

Losses must be tolerated in certain interstage matching situations. If the power amplifier (PA) operates at a power level of 150 to 200 watts and has a power gain of 6 to 7 dB, then the driver power output would be 30 to 50 watts and would have (for a 12-volt design) an output impedance of around 1.5 Ω. Assuming the PA input has a frequency compensation network, part of the drive power is dissipated in this network in addition to what is dissipated in the matching network itself, which in a case such as the one just stated would result in considerable power loss. Such loss would lower the overall efficiency of the system and possibly result in a requirement for an additional amplifying stage in the chain.

Wideband amplifiers generally use push-pull designs because it is much easier to achieve low emitter-emitter or source-source inductances than low emitter/source-to-ground inductances (important in a single-ended design). In addition, the input/output impedances are higher, which makes it easier to achieve wideband impedance matching networks.
Transistor input impedance is high at low frequencies and low and more reactive at high frequencies. The change is around 40 to 80% per octave depending on the frequency spectrum and device type. This is true for both BJTs and FETs, although the input impedance of a FET for a given electrical size is higher, particularly at lower frequencies. If the device input crosses over from capacitive to inductive within the desired frequency band, the task of designing compensation networks becomes even more difficult.

In case of a capacitive input, a shunt LR combination (see Figure 12-1) of R3,L3 and R4,L4 can be used as an initial compensating network. Ideally, reactances of the inductances L3 and L4 are very large at the high frequency end of the band and the shunt circuit has a negligible effect. At the low frequency end of the band, the reactances of L3 and L4 become low, leaving only R3 and R4 effective. Since the reactances of the series inductors L1 and L2 are also at their minimum values, the series combination of R3,R4 will in fact be in parallel with the output of T1, presenting an artificial load to it. At high frequencies, the reactances of L1 and L2 are adjusted to a value, which in series with C1,R1 and C2,R2 results in a load to T1 that is comparable with the low input impedances of Q1 and Q2. C1,R1 and C2,R2 are actually used for gain leveling more than for frequency compensation. The idea is that the reactances of C1 and C2 are low at high frequencies, where the power gain is lowest.

At low frequencies, the higher device power gain is lowered for a more even response by the increased reactances of C1 and C2, leaving R1 and R2 as the main power carriers to the bases. Thus, R1,R3 and R2,R4 form “π” attenuators with the input impedances of Q1 and Q2 serving as the second shunt leg. The values of all Rs can then be calculated when the transistor input impedance and the desired power gain slope are known. Typical component values for the networks of Figure 12-1 applied to a 2- to 30-MHz, 200-watt amplifier design are:

L1,L2 — 27 to 33 nH
L3,L4 — 35 to 40 nH
Detailed analysis of compensation networks such as the one shown in Figure 12-1 can be found in the references. Although all three references describe circuits intended for low frequency applications, the same criteria holds at higher frequencies up to the point where the device input impedance turns inductive. At this point, the component values must be readjusted. As previously mentioned, designing a network to match a “load” that changes from capacitive to inductive as a function of frequency is a difficult task. With internally matched transistors (see Chapter 2, “RF Transistor Fundamentals”), the situation is different. For their specified frequency ranges, power gains and input impedances are much more constant than those of non-internally matched transistors. In many cases, frequency compensation is not required at all since the maximum bandwidths that can generally be realized with internal matching are less than three octaves.

Very low Q, broadband circuits used to “match” the input or output of a transistor can be realized at low frequencies (below 100 to 200 MHz) using low Q matching networks, for example, broadband transformers. Generally, it is possible when designing such circuits to express the input, output impedance of the transistor as the magnitude of $Z_{in}, Z_{out}$ without regard for phase angle. The larger the value of $R_{in}, R_{out}$ relative to $X_{in}, X_{out}$, the more accurate this approximation will be. However, for narrow-band circuits (which generally include all circuits above 200 MHz), one must design matching networks that utilize both the real and imaginary parts of the load impedance (in this instance, for example, the input, output of the amplifying transistor). Input, output impedances in complex form are usually given in RF device data sheets. Use of such data and the relatively narrow-band matching networks required to match transistors at radio frequencies are discussed in detail in Chapter 7, “Power Amplifier Design.” In many cases, computer software is used to generate and optimize the elements of the matching network.

**NEGATIVE FEEDBACK**

Another impedance compensation and gain-leveling method with advantages and disadvantages over LCR networks is known as negative feedback. Negative feedback means that part of the output power is fed back to the input out of phase, in which case part of the input voltage and the voltage fed back cancel. The advantages include simplicity and a stabilizing effect on the amplifier. The only disadvantage is that power is being dissipated in the feedback network, which lowers the overall efficiency of the system. The amount of power loss depends on the amount of gain reduction desired at low frequencies—that is, the amount of feedback.

The out-of-phase feedback voltage is set to a certain amplitude with respect to the input voltage, which holds at any power level providing the input impedance remains constant. Then the input voltage must exceed the voltage fed back in amplitude in order to produce output power. In addition to gain reduction, nega-
Negative feedback lowers the effective input impedance of the device(s). Although the device input impedance itself remains unchanged, the out-of-phase voltage fed back to the input lowers the load impedance to the input matching element.

In a wideband amplifier, the amount of feedback voltage ideally should be inversely proportional to the frequency and of an amplitude such that the gain would be reduced the correct amount at all frequencies below the high end of the band. This is not possible with simple networks consisting only of R and L where the feedback voltage source is the collector (or drain) of the output transistor and the voltage is fed back to the base (or gate) directly. Exceptions are low power designs, where impedance levels are relatively high. A collector-to-base feedback circuit is illustrated in Figure 12-2A. Note that the input impedance for the feedback voltage is set by T1. The same kind of feedback with a lower impedance source can be accomplished by adding a third winding in T2 (Figure 12-2B). Again, feedback voltage is fed to the input through the primary of T1, which has a higher impedance level than the base. In Figure 12-2C, a third winding is again added in T2. It has a very low impedance since the feedback voltage goes directly to the base, which has a low impedance itself. This is the most commonly used negative feedback arrangement with BJTs since the base impedance is well defined leaving only one variable, the third winding in T2. Instead of T2, the third winding for deriving the feedback voltage can be located in the collector/drain D.C. feed choke, which is sometimes more convenient because

**FIGURE 12-2**

In circuit (A), negative feedback is derived directly from the collector. Adjustment of the feedback voltage source with respect to the base is done in T1 by providing a high impedance input point. In circuit (B), a lower impedance point than the collector is created by adding a third winding in T2. This allows the feedback voltage to be fed directly to the input of T1. In (C), the feedback voltage is fed to a low impedance point (the base), necessitating a low impedance voltage source. This is also done by adding a third winding in T2.
of its proximity to the input. The voltage swing across the choke is equal to that across the output transformer. However, its use as the source for feedback voltage increases flexibility of the circuit design since its impedance ratio to the feedback winding is easily adjustable without affecting output matching of the transistor.

The negative feedback loops for FETs are easier to determine because the FET is a voltage-controlled device. For BJTs, the voltages must be converted to current since the base voltage variations are small and it would be difficult to achieve sufficient accuracy with calculations. Thus, the model for a negative feedback loop shown in Figure 12-3,\textsuperscript{11} which is meant primarily for FET amplifiers, can also be used with BJTs in a modified format.

This model refers to the push-pull amplifier design given in Figure 12-4. At 10 MHz, which is the low frequency end of this example, magnetic cores are necessary in the input and output transformers, but are not shown in the schematic for simplicity. In the model, the feedback voltage is derived directly from the FET drains, which, as explained earlier, will limit the optimization of the system in this respect. A peak in power gain of about 2.5 dB will remain around the middle of the 10 to 175 MHz spectrum. If a flatter gain response is required, methods shown in Figure 12-2A and 12-2C are recommended. Although there is a considerable phase deviation from 180° at 175 MHz as a result of the series L, there will also be about 1 dB gain reduction at 175 MHz due to the finite reactances of the inductances. At low frequencies, where the amount of feedback is at its maximum, the phase error is negligible and the model of Figure 12-3 will result in fairly accurate values. In the model, the series inductance, which is used to further shape the gain slope, has been omitted. This L can be treated as an additional variable and its value for the spectrum in question would probably be lower than the minimum achievable with the physical size of the circuitry. Ideally, the reactance of the series L should be infinite at the high end of the spectrum and zero at the low end. C\textsubscript{1} and C\textsubscript{2} in Figure 12-4 are D.C. blocking capacitors and their values are not critical, but must be large enough to present a low reactance at the lowest frequency of operation.

It is assumed that Q1 and Q2 are each MRF151\textsuperscript{10} devices. In the frequency region of 10 to 175 MHz, these could be replaced with a single push-pull device.

\textbf{FIGURE 12-3}

A simplified model of a negative feedback network, which can be used to determine the loop parameters with sufficient accuracy. The design of this model is based on a series RLC loop.
FIGURE 12-4
A FET RF push-pull amplifier with negative feedback. The component values for the RLC feedback networks can be established with the model of Figure 12-3.

namely the MRF151G. (The MRF151G is equivalent to two MRF151s in a single package, but tested to 175 MHz specifications, whereas the MRF151 is tested at 30 MHz although it is usable to at least 175 MHz.)

From the data sheet and by simple calculations, we can establish that the nearest full integer impedance ratios of 9:1 and 1:4 are the closest practical at 175 MHz (with 50 \( \Omega \) interface) for the input and output transformers respectively. Referring to Figure 12-3, from the data sheet we can also deduct the following parameters:

\[
\begin{align*}
G_{\text{ps}} & \text{ at } 10 \text{ MHz } = 26 \text{ dB} \\
G_{\text{ps}} & \text{ at } 175 \text{ MHz } = 16 \text{ dB (lowered to } 15 \text{ dB with feedback)} \\
P_{\text{in} 1} & \text{ (f } = 10 \text{ MHz, } P_{\text{out}} = 300 \text{ W) } = 0.75 \text{ W, } V_{\text{in}} \text{ (RMS) } = 2.03 \text{ V (} V_2 \text{)} \\
P_{\text{in} 2} & \text{ (f } = 175 \text{ MHz, } P_{\text{out}} = 300 \text{ W) } = 9.50 \text{ W, } V_{\text{in}} \text{ (RMS) } = 7.23 \text{ V (} V_1 \text{)} \\
V_3 & = V_{\text{out}} \text{ (RMS) (drain to drain) } = 61.25 \text{ V} \\
R_1, R_2 & \text{ (transformer source and gate-to-gate impedances) } = 5.5 \text{ } \Omega \\
R_3 & \text{ = feedback resistor} \\
R_4 & \text{ (output load) } = 12.5 \text{ } \Omega
\end{align*}
\]

The value of the feedback resistor is given by:

\[
R_3 = \frac{(V_2 + V_3)}{\left(\frac{V_1 - V_2}{R_1}\right) - \left(\frac{V_2}{R_2}\right)} - R_4
\]

\[
= R_3 = \frac{(2.03 + 61.25)}{\left(\frac{7.23 - 2.03}{5.5}\right) - \left(\frac{2.03}{5.5}\right)} - 12.5 = 96.6 \text{ } \Omega
\]

or 48.3 \( \Omega \) each resistor. \( R_3 \) in the model is \( R_1 + R_2 \) in Figure 12-4. Thus, \( R_1 \) and \( R_2 \) equal 48.3 \( \Omega \). The total power dissipated in the feedback resistors at the
low frequency end of the spectrum of operation, which represents the worst case, is:

\[
(V_2 + V_3) \times \left( \left( \frac{V_1 - V_2}{R_1} \right) - \left( \frac{V_2}{R_2} \right) \right)
\]

or \(63.28 \times 0.58 = 36.7\) W, or 18.35 W per resistor. But this assumes that the series L has zero reactance. (There are no simple formulas available to calculate the values of the R and series L versus the frequency response, but some computer programs are able to plot the amplifier’s response characteristics for given values of these elements.6,7) Any series reactance would be treated as added series R at a given frequency, and deducted from its original value. Since there will be a voltage drop across the reactance, the voltage across R will be lower, resulting in a reduced dissipation.

At the low frequency end, it is customary to select the series L with its reactance approximately equal to the input impedance of the device, which in this case has a value of 80 nH (5 \(\Omega\)) at 10 MHz and, for this value, the phase delay is negligible. At 175 MHz, the same inductance represents a reactance of 88 \(\Omega\), resulting in a phase delay of about 15°. This phase delay is normal and would become dangerous only if 180° is approached, resulting in the feedback turning to positive in phase, which is likely to create instabilities. Such a phase shift could occur only if the initial value of L is unnecessarily high or if the amplifier bandwidth is 7 to 8 octaves or more, which may be the case in certain low power designs. The Q value of the series L, which is already reduced by the series R as \(X/R\) can be further controlled with a parallel R (R/X). In practice, typical Q values for the series L are less than 10 in most cases.

From these examples we can see that the power loss at low frequencies is considerable and in this case amounts of 6 to 7% of the overall efficiency. The feedback resistor values can be rounded to 50 \(\Omega\), and the reactance of the series L is 5 \(\Omega\), but the dissipation factor of R is reduced only by 10%. Recalculating using the formula above, we get dissipation figures of: \((63.28 - 6.33) \times 0.58 = 32.5\) W or 16.75 W for \(R_1\) and \(R_2\) of the push-pull amplifier in Figure 12-4. It can be noticed that at the low frequency end of the amplifier’s frequency band, the change in efficiency is minimal by adding the series L, but at the high end (175 MHz), the effective value of the feedback resistor is increased from 50 W to 140 W, which, including the phase delay, results only in an approximate 1 dB gain loss. If the loss of efficiency with negative feedback is not acceptable in an application, a combination of the RLC compensation technique and negative feedback (see Figures 12-1 and 12-2) usually yields excellent results.1,5
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Small Signal Amplifier Design

This chapter will describe a simple, straightforward approach to the design of low power RF amplifiers. The three basic ingredients of a design are the selection of a bias point and then the use of scattering parameters and noise parameters to complete a specific circuit. Selection of a transistor is assumed based on the required gain at frequency, noise at frequency, package type, and operating voltage available. A brief discussion of scattering parameters will be given, followed by noise parameters. Actual design examples will illustrate the step-by-step procedure.

SCATTERING PARAMETERS

The introduction of scattering parameters (commonly referred to as \( S \)-parameters) in the late 1960s resulted in a simple, systematic, and accurate theoretical method of designing low power RF amplifiers. Other two-port parameters, such as \( y \)-parameters, have been used for many years, but without widespread acceptance. Probably the most significant reason for the popularity of \( S \)-parameters has been their ready availability brought about by the creation of specialized test equipment used to perform \( S \)-parameter measurements and the large number of articles that have been written describing their use in a variety of practical design situations. \(^1\)\(^-\)\(^4\) Today, all low power RF transistors introduced to the marketplace are characterized with \( S \)-parameters, generally at several bias conditions and over a wide range of frequencies. Because \( S \)-parameters can be measured quickly and accurately with automated test equipment,\(^2\) it is relatively easy for semiconductor manufacturers to supply to a customer any specialized data that may be required for specific bias conditions and frequencies not specified on the device’s data sheet.

Scattering parameters tell you “everything you need to know” about small signal amplifier design with one exception—noise. Impedance matching, gain, input and output VSWR, and stability can be expressed by mathematical equations involving \( S \)-parameters. \( S \)-parameters are basically a means for characterizing n-port networks using the concept of traveling waves. A traveling wave created by a generator (source) and launched on a transmission line toward a load is referred to as an “incident” wave. Any mismatches encountered by the incident wave will result in a “reflected” wave, which travels back down the transmission line toward the generator. For a two-port network such as a transistor, if the “network” is embedded in a 50 \( \Omega \) measuring system, the “\( S \)-parameters” become...
simply the coefficients of the incident and reflected voltage waves, as described in Figure 13-1.

$S_{11}$ and $S_{22}$ in a 50 $\Omega$ system are the input and output voltage reflection coefficients, which can be related to input and output VSWR by the formula

$$VSWR = \frac{(1 + |\Gamma|)}{(1 - |\Gamma|)} \quad (13-1)$$

where $|\Gamma|$ is the magnitude of the voltage reflection coefficient. The quantity $|S_{21}|^2$ is the power gain of the transistor at the specified bias conditions and frequency—and, of course, with 50 $\Omega$ source and load terminations.

**NOISE PARAMETERS**

There are three basic parameters that completely describe the noise characteristics of a low power transistor. These are the minimum possible noise figure that can be obtained from the transistor—called $\text{NF}_{\text{min}}$, the equivalent noise resistance of the transistor—called $R_n$, and the optimum source reflection coefficient—called $\Gamma_{\text{opt}}$. Sometimes people refer to four basic noise parameters, and this is because the quantity $\Gamma_{\text{opt}}$ is a complex number and is often referred to by stating its magnitude and angle. Also, the quantity $R_n$ is sometimes normalized to a specific characteristic line impedance by dividing the quantity by $Z_0$. When this is done, the normalized noise resistance is always specified using the lower case letter "r"; that is,

$$r_n = \frac{R_n}{Z_0} \quad (13-2)$$
A given value of noise figure, NF, can be determined from the equation 4:

\[ NF = NF_{\text{min}} + 4r_n \left( |\Gamma_s - \Gamma_{\text{opt}}|^2 / (1 - |\Gamma_s|^2)(|1 + \Gamma_{\text{opt}}|^2) \right) \]  \hspace{1cm} (13-3)

Once the three noise parameters are known, it can be seen from the above equation that the noise figure of a transistor amplifier for a specific bias condition and frequency is entirely dependent on the source impedance seen by the transistor (that is, \( \Gamma_s \)). If you specify the value of NF, it can be shown 2 that the loci of points representing possible values of \( \Gamma_s \) are circles on the Smith Chart. The radius of a noise circle will increase with increasing values of NF, with the circle having a zero radius located at the point of \( \Gamma_{\text{opt}} \). It can also be shown 2 that the centers of all the NF circles will lie along the \( \Gamma_{\text{opt}} \) vector, which originates at the center of the Smith Chart and terminates at the location of \( \Gamma_{\text{opt}} \).

Finally, it can be shown 2 that the centers of the noise figure circles are located at the points determined by the following equation:

\[ C_{F_i} = \Gamma_{\text{opt}} / (1 + N_i) \]  \hspace{1cm} (13-4)

where \( N_i \) is a noise figure parameter defined by the equation

\[ [(NF_i - NF_{\text{min}}) / 4r_n] \times |1 + \Gamma_{\text{opt}}|^2 \]  \hspace{1cm} (13-5)

and NF\(_i\) is the value of the desired noise figure circle. Likewise, the radii of the circles are given by the expression

\[ R_{F_i} = [1 / (1 + N_i)] \times [N_i^2 + N_i(1 - |\Gamma_{\text{opt}}|^2)]^{1/2} \]  \hspace{1cm} (13-6)

The optimum source reflection coefficient (\( \Gamma_{\text{opt}} \)), the noise resistance (\( r_n \)), and minimum noise figure (NF\(_{\text{min}}\)) remain the same as previously described. Plotting noise figure circles is a tedious operation best done by computers with programs that work in conjunction with Smith Chart displays. However, if the circles are not given by the device manufacturer for the conditions you desire, you are left with few alternatives if you wish to perform a systematic design of a low noise amplifier. Most RF low power transistor manufacturers have automated equipment and computer programs for generating noise (and gain) circles and will provide users with the required information as part of the job of selling their transistors.

**BIASING CONSIDERATIONS**

Now that we’ve talked about S-parameters and noise parameters for an RF low power transistor, let’s discuss bias conditions. Choosing the bias point is less difficult than designing a suitable bias network. First, the manufacturer supplies a curve showing \( f_c \) versus collector current for a bipolar transistor. For good gain characteristics, it is necessary to bias the transistor at a collector current that re-
sults in maximum or near-maximum \( f_c \). On the other hand, for best noise characteristics, a low current is generally most desirable. Finally, one must consider the maximum signal level expected at the input of the transistor. The bias point must be at a sufficiently high current (and voltage) level to prevent the input signal from swining the collector current out of the “linear” region of operation. It is assumed that a transistor has been chosen having a sufficient operating current level to prevent the input signal from driving the transistor into the so-called saturated region of operation, which would also be an operating condition that would prevent Class A (or linear) operation.

If the amplifier is to work over a range of temperature, the circuit designer must attempt to design a bias network that maintains the D.C. bias point as the operating temperature changes. Two basic internal transistor characteristics are known to have a significant effect on the D.C. bias point. These are \( V_{BE} \) and \( \Delta \beta \). The base-emitter voltage of a bipolar transistor decreases with increasing temperature at the rate of about 2.5 mV/°C. Emitter voltage \( V_E \) tends to minimize the effect because as base current increases (as \( V_{BE} \) decreases), collector current increases, and this causes \( V_E \) to increase also. However, as \( V_E \) increases, collector current tends to decrease. A mathematical expression for this behavior is:

\[
\Delta I_C = \frac{\Delta V_{BE}}{V_E} I_C \quad (13-7)
\]

where:

- \( \Delta I_C \) = change in \( I_C \)
- \( I_C \) = quiescent collector current
- \( \Delta V_{BE} \) = change in base-to-emitter voltage
- \( V_E \) = quiescent emitter voltage

Likewise, the transistor’s D.C. current gain \( \beta \) typically increases with increasing temperature at the rate of about 0.5% per degree Celsius. Further bias circuit complications arise from the fact that most semiconductor manufacturers control \( \beta \) the least of any major dc specification. It is not uncommon to have a bipolar transistor with a range of \( \beta \) that exceeds 5 or 6 to 1. That is to say, the ratio of guaranteed maximum \( \beta \) to minimum \( \beta \) is 5 or 6 to 1. A more normal range is 4:1 and only by special selection can the manufacturer achieve a guaranteed range of 2:1.

It can be shown\(^1\) that a change in collector current for a corresponding change in \( \beta \) can be approximated by the equation:

\[
\Delta I_C = I_{C1} \left( \frac{\Delta \beta}{\beta_1 \beta_2} \right) \left( 1 + \frac{R_B}{R_E} \right) \quad (13-8)
\]

where:

- \( I_{C1} \) = collector current at \( \beta = \beta_1 \)
- \( \beta_1 \) = the lowest value of \( \beta \)
- \( \beta_2 \) = the highest value of \( \beta \)
- \( \Delta \beta = \beta_2 - \beta_1 \)
$R_B = \text{the parallel combination of the resistors } R_1 \text{ and } R_2 \text{ in a base bias network}$

$R_E = \text{the emitter resistor}$

This equation indicates why one desires a minimum spread in D.C. current gain. The smaller the value of $\Delta \beta$ (both with temperature and from transistor to transistor), the lower will be the resulting change in collector current. However, once a transistor is specified, the only control left for the designer is the resistance ratio $R_B/R_E$, unless a more complicated bias network is chosen, such as a constant current source. Obviously, the smaller this ratio, the less the collector current will vary. However, the lower the value of $R_B/R_E$, the lower the current gain of the amplifier. A practical rule of thumb is to keep the ratio less than but close to the value of 10.

A typical bias circuit is shown in Figure 13-2. Bowick\textsuperscript{1} walks the reader through the necessary calculations for this circuit as follows.

Choose the operating point for the transistor.

$L_C = 10 \text{ mA}, V_C = 10 \text{ V}, V_{CE} = 20 \text{ V}, \beta = 50$

Assume a value for $V_E$ that considers bias stability:

$V_E = 2.5 \text{ volts}$

Assume $I_E = I_C$ for high-beta transistors.

Knowing $I_C$ and $V_C$, calculate $R_C$.

$R_C = \frac{V_C}{I_C}$

$= \frac{2.5}{10 \times 10^{-3}}$

$= 250 \text{ ohms}$

Knowing $V_{CE}$, $V_C$, and $I_C$, calculate $R_C$.

$R_C = \frac{V_{CE} - V_C}{I_C}$

$= \frac{20 - 10}{10 \times 10^{-3}}$

$= 1000 \text{ ohms}$

6. Knowing $I_C$ and $\beta$, calculate $I_S$.

$I_S = \frac{I_C}{\beta}$

$= 0.2 \text{ mA}$

7. Knowing $V_E$ and $V_{ES}$, calculate $V_{BS}$.

$V_{BS} = V_E + V_{BE}$

$= 2.5 + 0.7$

$= 3.2 \text{ volts}$

8. Assume a value for $I_{ES}$, the larger the better (see $I_{ES} = 1.5 \text{ mA}$)

9. Knowing $I_{ES}$ and $V_E$, calculate $R_E$.

$R_E = \frac{V_E}{I_{ES}}$

$= \frac{3.2}{1.5 \times 10^{-3}}$

$= 2133 \text{ ohms}$

10. Knowing $V_{CE}$, $V_E$, $I_{ES}$, and $I_S$, calculate $R_B$.

$R_B = \frac{V_{CE} - V_E}{I_{ES} + I_S}$

$= \frac{20 - 3.2}{1.7 \times 10^{-3}}$

$= 9882 \text{ ohms}$

FIGURE 13-2

Typical bias network.
POWER GAIN

Transducer power gain, $G_t$, is defined as the power delivered to the load divided by the power available from the source. It can be shown that transducer (or amplifier) gain is given by:

$$G_t = \frac{|S_{21}|^2(1 - |\Gamma_s|^2)(1 - |\Gamma_L|^2)}{(1 - S_{11}\Gamma_s)(1 - S_{22}\Gamma_L) - S_{12}S_{21}\Gamma_s\Gamma_L^*} \quad (13-9)$$

This expression can be stated in different ways through mathematical manipulations as follows:

$$G_t = \frac{1 - |\Gamma_s|^2}{|1 - \Gamma_{\text{in}}\Gamma_s|^2} \times |S_{21}|^2 \times \frac{1 - |\Gamma_L|^2}{|1 - \Gamma_{\text{out}}\Gamma_L|^2} \quad (13-10)$$

where

$$\Gamma_{\text{in}} = S_{11} + \frac{S_{12}S_{21}\Gamma_L}{1 - S_{22}\Gamma_L} \quad (13-11)$$

or

$$G_t = \frac{1 - |\Gamma_s|^2}{|1 - S_{11}\Gamma_s|^2} \times |S_{21}|^2 \times \frac{1 - |\Gamma_L|^2}{|1 - \Gamma_{\text{out}}\Gamma_L|^2} \quad (13-12)$$

where

$$\Gamma_{\text{out}} = S_{22} + \frac{S_{12}S_{21}\Gamma_s}{1 - S_{11}\Gamma_s} \quad (13-13)$$

Equation 13-10 relates $G_t$ to an input term, a device term ($|S_{21}|^2$), and an output term ($|1 - |\Gamma_L|^2|/|1 - S_{22}\Gamma_L|^2$) where the input term is dependent on output quantities. Equation 13-12 shows a similar expression except in this case, the output term depends on input quantities. Likewise, it can be shown that if the source reflection coefficient, $\Gamma_s$, is made equal to the conjugate of the transistor input reflection coefficient, $\Gamma_{\text{in}}$ (that is, the transistor input is conjugately matched), we obtain an expression $G_p$, called the operating power gain. The importance of $G_p$ is that it is “independent” of the source impedance because we forced $\Gamma_s$ to be equal to $S_{11}^*$. The equation for $G_p$ is:

$$G_p = \frac{1}{1 - |\Gamma_{\text{in}}|^2} \times |S_{21}|^2 \times \frac{1 - |\Gamma_L|^2}{|1 - S_{22}\Gamma_L|^2} \quad (13-14)$$

Equations 13-9, 13-10, or 13-12 can be solved for known values of load and source reflection coefficients. The problem, however, is that the load reflection
The coefficient depends on the source reflection coefficient and vice versa. The equation can be solved but only through an iterative process. At the root of our problem is the term $S_{12}$, which is the cause of the interaction of input and output. In some cases, $S_{12}$ is sufficiently small to be considered equal to zero. Such a network is called a unilateral network. In some cases, $S_{12}$ cannot be neglected. If we wish to find an exact solution ($S_{12} \neq 0$), we could turn to Equation 13-14 and develop a process for determining the load reflection coefficient. For the time being, we will assume our network is unilateral, work with the simpler equations, and develop a technique for determining source and load impedances to obtain desired amplifier performance. Then, after we have digested this large bite, we can return to the situation where we cannot assume $S_{12} = 0$.

While the condition of $S_{12} = 0$ is generally never true in real life, it is often a good approximation. One way to verify if a network can be considered unilateral is to calculate a term called the “unilateral figure of merit.” This quantity, called $U$, is defined by the following formula:

$$U = \frac{|S_{11}| |S_{22}| |S_{12}| |S_{21}|}{(1 - |S_{11}|^2)(1 - |S_{22}|^2)} \quad (13-15)$$

If we define $G_{tu}$ as the transistor power gain with $S_{12} = 0$ and $G_t$ as the actual transistor power gain, the maximum error introduced by using $G_{tu}$ instead of $G_t$ is given by the expression:

$$\frac{1}{(1 + U)^2} < \frac{G_t}{G_{tu}} < \frac{1}{(1 - U)^2} \quad (13-16)$$

To illustrate the use of Equation 13-16, let’s take the MRF571 at 1 GHz and a bias condition of 6 volts and 50 mA. From the data sheet:

- $|S_{11}| = 0.60$
- $|S_{12}| = 0.09$
- $|S_{21}| = 4.4$
- $|S_{22}| = 0.11$

Equation 13-15 determines the value of $U$ as

$$U = \frac{(0.60)(0.09)(4.4)(0.11)}{[1 - (0.60)^2][1 - (0.11)^2]} = \frac{0.0261}{(0.64)(0.988)} = 0.0413$$

and from Equation 13-16, we can calculate the minimum and maximum errors as $-0.35$ dB and $+0.37$ dB. Frequently, the errors are less than 0.25 dB and, as such, are sufficiently small to justify using $G_{tu}$.

Now let’s turn to the expression for $G_t$ (Equation 13-9) and assume $S_{12} = 0$. Our expression becomes:

$$G_{tu} = \frac{1 - |\Gamma_s|^2}{|1 - S_{11} \Gamma_s|^2} \times |S_{21}|^2 \times \frac{1 - |\Gamma_L|^2}{|1 - S_{22} \Gamma_L|^2} \quad (13-17)$$
This equation can be broken into three sources of gain, namely

\[ G_o = |S_{21}|^2 \quad (13-18) \]

which is the contribution of the transistor itself;

\[ G_s = \frac{(1 - |\Gamma_s|^2)}{|1 - S_{11}\Gamma_s|^2} \quad (13-19) \]

which is the “gain” achieved by the input circuit; and

\[ G_L = \frac{(1 - |\Gamma_L|^2)}{|1 - S_{22}\Gamma_L|^2} \quad (13-20) \]

which is the “gain” achieved by the output circuit. This is illustrated by the three gain blocks shown in Figure 13-3.

If the circuit design is narrow band and you desire maximum gain, all that is required is to set \( \Gamma_s = S_{11}^* \) and \( \Gamma_L = S_{22}^* \). If the circuit is broadband and one desires a certain amount of gain across a band of frequencies, then what is required is to use circuits that compensate for the variations in gain with frequency of the device itself. This is usually done in one of two ways: with feedback or with selective mismatching. In selective mismatching, the input and output “gains” are varied (by matching) to compensate for the gain variations with frequency of the transistor, which is represented by \( |S_{21}|^2 \).

As we vary \( \Gamma_s \) to other values, thereby causing \( G_s \), the “gain” created by the input matching network, to vary between 0 and \( G_{s\text{max}} \), we find that for a given value of gain \( G_s \), the locus of points representing values of \( \Gamma_s \) is a circle. And in a manner similar to noise circles, the center of the circle having zero radius is located at the point \( S_{11}^* \). The radius of a gain circle will increase with increasing values of \( G_s \), and again the centers of all the gain circles will lie along the \( S_{11}^* \) vector, which originates at the center of the Smith Chart and terminates at the lo-
cation of $S_{11}^\circ$. An identical situation occurs for the output matching network. Another set of “gain” circles ($G_L$) can be drawn whose centers lie along the $S_{22}^\circ$ vector, which originates at the center of the Smith Chart and terminates at the location of $S_{22}^\circ$. Typical gain circles are shown in Figure 13-4.

In a manner similar to noise circles, the gain circles for either the input network or the output network can be drawn on a Smith Chart using the following formulas:

![Smith Chart with gain circles](image-url)
(For the input network)

\[ d_s = \frac{g_s|S_{11}|}{1 - |S_{11}|^2(1 - g_s)} \quad (13-21) \]

\[ R_s = \frac{(1 - g_s)^{1/2}(1 - |S_{11}|^2)}{1 - |S_{11}|^2(1 - g_s)} \quad (13-22) \]

where

\[ g_s = \frac{G_s}{G_{s_{\text{max}}}} \quad (13-23) \]

and

\[ G_s = \frac{1 - |\Gamma_s|^2}{|1 - \Gamma_s S_{11}|^2} \quad (13-24) \]

\[ G_s \quad \text{is gain represented by the circle} \]
\[ d_s \quad \text{is the distance from the center of the Smith Chart to the center of the constant gain circle along the vector } S_{11}^* \]
\[ R_s \quad \text{is the radius of the circle} \]
\[ g_s \quad \text{is the normalized gain value for the gain circle } G_s \]

Likewise, for the output network:

\[ d_L = \frac{g_L|S_{22}|}{1 - |S_{22}|^2(1 - g_L)} \quad (13-25) \]

\[ R_L = \frac{(1 - g_L)^{1/2}(1 - |S_{22}|^2)}{1 - |S_{22}|^2(1 - g_L)} \quad (13-26) \]

and

\[ g_L = \frac{G_L}{G_{L_{\text{max}}}} \quad (13-27) \]

\[ G_L = \frac{1 - |\Gamma_L|^2}{|1 - \Gamma_L S_{22}|^2} \quad (13-28) \]
where

\[ G_L = \text{gain represented by the circle}, \]
\[ d_L = \text{the distance from the center of the Smith Chart to the center of the constant gain circle along the vector } S_{22}', \]
\[ R_L = \text{the radius of the circle} \]
\[ g_L = \text{the normalized gain value for the gain circle } G_L \]

These circles represent different values of \( G_s \), the “gain” created by the input matching network or \( G_L \), the “gain” created by the output matching network. Note that negative “gain” circles can be drawn for both cases. We can use input and output “gain” circles in two kinds of amplifier designs: 1) designing an amplifier with a specified amount of gain; and 2) designing a broadband amplifier having a specified gain over a band of frequencies.

In either case, “gain” or “loss” from the input and/or output matching networks can be allocated in whatever manner desired, provided the gains (or losses) are actually realizable. The maximum available gain can be determined at any frequency by conjugate matching. It is obvious one cannot achieve more gain than this value at a specified frequency. It is common to assign half the loss (or gain) to both input and output circuits, although this is not essential.

**STABILITY**

Before launching into practical examples of design, let’s return to the assumption of unilateral gain. It helped us to analyze the overall gain of a transistor stage by considering contributions from three parts. However, assuming that \( S_{12} \) has a value of zero ignores the problem of amplifier stability. It also leads to the erroneous conclusion that output matching has no effect on input matching. Amplifier design calculations that do not include device (and circuit) feedback are only an approximation, which can lead to inaccurate solutions and possibly circuit oscillations when the design is realized.

So how does one achieve acceptable gain, acceptable noise figure, and stability in the real world of modern high-performance transistors that have values of \( S_{12} \) other than zero? The answer is straightforward. S-parameters come to the rescue again by allowing one to calculate device stability by determining a term called the Rollett Stability Factor \( K \). To make the equation simple, you should first calculate an intermediate quantity referred to as \( D_s \) (called \( \Delta \) in the references):

\[ D_s = S_{11} S_{22} - S_{12} S_{21} \quad (13-29) \]

The stability factor \( K \) is then calculated as

\[ K = \frac{1 + |D_s|^2 - |S_{11}|^2 - |S_{22}|^2}{2|S_{21}|^2|S_{12}|} \quad (13-30) \]
If $K$ is greater than unity, the device will be unconditionally stable for any combination of source and load impedance. If, on the other hand, $K$ calculates to be less than 1, the device is potentially unstable and will most likely oscillate with certain combinations of source and load impedances. S-parameters go one step further. They permit the calculation of “stability circles,” which can be plotted on the Smith Chart and which separate regions of stability and instability. Generally only a portion of the circle will be visible on the Smith Chart. Then, when choosing source and load impedances, you must be careful to avoid values that lie within the regions of instability. Manufacturers who supply gain and noise circle data with their transistors also plot regions of instability, which are typically indicated by dashed lines. Obviously, these circles (or portions thereof) will not exist within the Smith Chart boundaries for transistors with a value of $K > 1$.

Calculating and plotting “instability” circles are straightforward operations involving S-parameters. However, the operations are tedious and, again, best performed using a computer program. This can be easily understood by referring to Figure 13-5 and to the equations for the center locations of the input instability circle and the output instability circle along with equations for their radii $r_{s1}$ listed below:

\[
r_{s1} = \frac{C_1}{|S_{11}|^2 - |D_s|^2} \quad (13-31)
\]

where

\[
D_s = S_{11}S_{22} - S_{12}S_{21}
\]

\[
C_1 = S_{11} - D_s S_{22} \quad (13-32)
\]

**FIGURE 13-5**

Stability circles.
\[ r_{s1} = \text{center location of the input stability circle.} \]

Also,

\[ p_{s1} = \frac{S_{12}S_{21}}{|S_{11}|^2 - |D_s|^2} \quad (13-33) \]

where \( p_{s1} \) = radius of the input stability circle. Likewise,

\[ r_{s2} = \frac{C_2^n}{|S_{22}|^2 - |D_s|^2} \quad (13-34) \]

where

\[ C_2 = S_{22} - D_s S_{11}^n \quad (13-35) \]

and \( r_{s2} \) = center location of the output stability circle. And

\[ p_{s2} = \frac{S_{12}S_{21}}{|S_{22}|^2 - |D_s|^2} \quad (13-36) \]

where \( p_{s2} \) = radius of the output stability circle.

However, determining the proper source and load impedances is simplified to a large extent when the transistor can be treated as a unilateral network. And if we’ve satisfied ourselves about the stability of our circuit, then we will find it beneficial at least as a first approximation in our circuit design to treat the circuit in this manner whenever possible.

If it is not possible to assume \( S_{12} = 0 \), then Equation 13-14 can be used to develop a mathematical procedure for determining values of \( \Gamma_{\text{in}} \) and \( \Gamma_{\text{out}} \). First, take Equation 13-14 and manipulate it in a manner that allows recognition of constant operating power gain circles\(^4\) having radii \( R_p \) of

\[ R_p = \frac{1 - 2K S_{12} S_{21} |g_p| + |S_{12} S_{21}|^2 |g_p^2|^{1/2}}{1 + g_p (|S_{22}|^2 - |D_s|^2)} \quad (13-37) \]

where \( K \) is the previously identified Rollett Stability Factor (see Equation 13-30), \( D_s = S_{11} S_{22} - S_{12} S_{21} \) (previously specified in Equation 13-29) and

\[ g_p = G_p / |S_{21}|^2 \quad (13-38) \]

The locations of the centers \( C_p \) of the circles are

\[ C_p = \frac{g_p C_2^n}{1 + g_p (|S_{22}|^2 - |D_s|^2)} \quad (13-39) \]
where $C_2$ was previously given in Equation 13-35.

Note that the maximum operating power gain occurs when $R_p = 0$, and for this condition and for the case where $K > 1$ (the circuit is unconditionally stable) it can be shown\(^4\) that

$$G_{P(\text{max})} = \frac{|S_{21}|}{|S_{12}|} (K - \sqrt{K^2 - 1}) \quad (13-40)$$

Remember, we have already assumed that $\Gamma_s = \Gamma_{in}^*$ and, under these conditions,

$$G_{P(\text{max})} = G_{t(\text{max})}$$

A step-by-step procedure for plotting a specific power gain circle would be:

1. Select the desired value of $G_p$.
2. Calculate $g_p$ from Equation 13-38.

Once we select a value of $\Gamma_L$ from a point on the gain circle, we can then determine $\Gamma_s = \Gamma_{in}^*$ using Equation 13-11.

Because power gain circles involve load reflection coefficients, it is more common to plot constant available power gain circles that involve source reflection coefficients. The process is similar; the equations are slightly different and expressed below.\(^4\) Let

$$g_a = G_A/|S_{21}|^2 \quad (13-41)$$

and

$$C_1 = S_{11} - D_s S_{22}^* \quad (13-42)$$

Then

$$R_a = \frac{[1 - 2K|S_{21}S_{12}|g_a + |S_{21}S_{12}|^2 g_a^2]^{1/2}}{[1 + g_a(|S_{11}|^2 - |D_s|^2)]} \quad (13-43)$$

and

$$C_a = \frac{g_a C_1^*}{1 + g_a(|S_{11}|^2 - |D_s|^2)} \quad (13-44)$$
FIGURE 13-6
Gain and NF circles.

where $D_s = S_{11}S_{22} - S_{12}S_{21}$ (previously identified in Equation 13-29), $R_a =$ radius of gain circle, and $C_a =$ center of gain circle.

Constant available power gain circles involve $\Gamma_s$ and, as seen earlier, constant noise figure circles also involve $\Gamma_s$. Thus, both sets of circles can be plotted together on a Smith Chart to provide tradeoff information between gain and noise figure. These are the curves presented by device manufacturers in their low noise transistor data sheets.

A comparison of gain circles with noise circles, shown together in Figure 13-6, makes clear another fundamental point about low noise amplifier design. One cannot generally achieve minimum noise figure while at the same time achieving maximum gain. Designing a low noise amplifier, then, becomes a tradeoff of gain and noise figure to achieve an acceptable value of each. Again, it should be pointed out that drawing gain/noise circles is a tedious process best accomplished by use of computers with appropriate computer programs. (Readers are referred to references 6 and 7.)

**SUMMARY OF GAIN/NOISE FIGURE DESIGN PROCEDURES**

A step-by-step procedure for applying the theory discussed in the previous sections can be set forth as follows:

1. Once a transistor and its bias conditions have been selected, the S-parameters should be analyzed to determine whether the simpler design procedures involving the assumption that $S_{12} = 0$ can be used. Equations 13-15
and 13-16 will place limits on the maximum error introduced by this assumption.

2. Next, use Rollett’s Stability Factor (Equations 13-29 and 13-30) to identify the possibility of instabilities depending on source and load matching.

3. Subsequent steps depend on the desired results:
   a. If the application is narrow band and one desires maximum gain, then conjugate match input and output.
   b. If a specific gain is required at a single frequency, then use the gain circles provided by the device manufacturer (or draw the appropriate available gain circle using Equations 13-41 through 13-44). After the gain circle is drawn, then select a value for $\Gamma_s$ and calculate $\Gamma_L = \Gamma^*_s$ using Equation 13-11. If it can be assumed that $S_{12} = 0$, you could divide the “gain” or “loss” between the input/output matching networks using Equations 13-21 through 13-28 and determine appropriate values for source and load terminations. It should be remembered in this case that the input and output of the amplifier will not be matched to $Z_0$. Therefore, if a low VSWR is a requirement for the design, this approach should not be taken.
   c. If a noise figure and gain at a frequency are needed, use both gain and noise figure circles provided by the device manufacturer and select an appropriate value of $\Gamma_s$ and again calculate $\Gamma_L$ as previously stated in 3b above.
   d. If broadband performance is required, examine the $|S_{21}|^2$ performance of the transistor over the frequency range of interest and determine the amount of gain or loss that must be provided by the matching networks to keep the overall gain the same at the band edges. Plot these gain circles on a Smith Chart using Equations 13-41 through 13-44. By trial and error (or the use of a computer optimization program), determine a matching network that will satisfy both “gain/loss” circles simultaneously.

In the next section, we will look at examples intended to further clarify these procedures by working through specific problems.

**ACTUAL STEPS IN LOW POWER AMPLIFIER DESIGN**

Now that we have the tools behind us to actually design our circuit, let’s step back and look at the processes left to complete the job. First, we must choose a transistor. Next, we must choose a bias point. Finally, we must design a circuit that offers the proper impedances at both input and output to the transistor. All of these steps depend in large part on what we are trying to accomplish. Is the circuit narrow band? Broadband? Must it have low noise figure? These factors determine how we impedance match the transistor. In the matching process, there
are two distinct parts: first, we must determine what the desired source and load impedances are; second, we must design networks that present these impedances to the transistor.

Remember that maximum gain at a single frequency is achieved by conjugate matching both input and output of the transistor. Lowest noise figure is achieved by creating the proper source impedance to the transistor that results in minimum noise. Tradeoffs between gain and noise figure are achieved by selecting source and load impedances that result in the desired gain and noise at the same time. Suitable performance over a band of frequencies is accomplished by presenting to the transistor source and load impedances that will achieve proper overall circuit results as frequency varies.

Whether you ignore $S_{12}$ or not obviously depends on its magnitude and the accuracy you wish to accomplish in your design. Wherever possible, it is recommended that you assume $S_{12} = 0$, at least in the initial design effort. It is also suggested that if $S_{12}$ cannot be ignored, one should use computer programs such as TOUCHSTONE™ or MMICAD™ (see Chapter 8, “Computer-Aided Design Programs”), particularly if the design requires controlled noise and gain performance over a band of frequencies.

The best way to understand the procedures described in the preceding paragraphs is to work through specific examples. In the following section, examples will be given to illustrate the determining source and load impedances for maximum gain at a single frequency, both with and without consideration of $S_{12}$. The third example will illustrate how to achieve a specified amount of gain, again for the same conditions as in Examples 1 and 2. A fourth example goes through the procedures for a broadband design. Finally, an example is given of a design achieving low noise while maintaining adequate gain.

**DETERMINING DESIRED VALUES OF SOURCE AND LOAD IMPEDANCES**

**Example 1: Narrow Band—Match for Optimum Gain, $S_{12} = 0$**

First, let’s take an example where we assume $S_{12} = 0$. Let’s also assume the source and load impedances are 50 $\Omega$, and we are interested only in maximum gain at a single frequency. The frequency of interest is 1 GHz. We select as our transistor the MRF571. Our bias will be 6 volts and 50 mA because the manufacturer’s data sheet shows that $f_T$ is near its peak at 50 mA and values of scattering parameters are given for this particular bias point.

From the data sheet we find:

- $S_{11} = 0.6$ at an angle of 156°
- $S_{22} = 0.11$ at an angle of $-164°$
- $S_{12} = 0.09$ at an angle of 70°
- $S_{21} = 4.4$ at an angle of 75°
Thus, $\Gamma_s = S_{11}^*$ at an angle of $-156^\circ$ and $\Gamma_L = S_{22}^*$ is 0.11 at an angle of $+164^\circ$. These are plotted in Figure 13-7. $G_s$, the “gain” contributed by the input circuit, is calculated from Equation 13-19 to be 1.56 or $10 \log_{10} 1.56$, which is 1.93 dB. Likewise, for the output circuit where the magnitude of $S_{22}$ is 0.11, the “gain” ($G_L$) contributed by the output circuit match is calculated from Equation 13-20 to be 1.01 or 0.05 dB. It is obvious in this example that the transistor is essentially matched in the output and little is gained from further matching.

Looking at $|S_{21}|^2$ we can determine the gain contributed by the device itself by using Equation 13-18. It is

$$G = (4.4)^2$$

or

$$10 \log (4.4)^2 = 12.9 \text{ dB}$$

Thus, the total gain expected from conjugate matching is

$$G_{\text{TU}} = G_s + G_o + G_L = 1.94 + 12.9 + 0.05 = 14.9 \text{ dB}$$

**Example 2: Narrow Band—Match for Optimum Gain, $S_{12} \neq 0$**

In order to understand the effect of the assumption that $S_{12} = 0$, let’s calculate the gain of the same amplifier with the more precise value of $S_{12} = 0.09$ at an angle of $70^\circ$. The formulas are somewhat more complex and, in addition, the optimum output impedance depends on the input impedance and vice versa. The maximum available gain, called $G_{\text{P(max)}}$ (sometimes called MAG), is given by the formula (Equation 13-38) if the device is unconditionally stable:

$$G_{\text{P(max)}} = \frac{|S_{21}|}{|S_{12}|} (K - \sqrt{K^2 - 1})$$

where “$K$” is the Rollett Stability Factor given earlier by Equation 13-30:

$$K = \frac{1 + |D_s|^2 - |S_{11}|^2 - |S_{22}|^2}{2|S_{21}|S_{12}}$$

and $D_s = S_{11}S_{22} - S_{12}S_{21}$ as stated previously in Equation 13-29.

By using the values of the scattering parameters, the first step is to calculate $D_s$ from Equation 13-29.
FIGURE 13-7
Optimum source and load reflection coefficients for Example 1.
Then we calculate $K$ using Equation 13-30 to verify that the transistor is unconditionally stable (value of $K > 1$):

$$K = \frac{1 - .36 - .0121 + .212}{(2)(.09)(4.4)} = \frac{.840}{.792} \approx 1.07$$

In the present example, using the “S” parameters given and the subsequent calculated value of “K,” we see that $G_{p\text{max}}$ becomes

$$G_{p\text{max}} = \frac{4.4}{.09}(1.07 - \sqrt{.145}) = 33.7 \text{ or } 15.3 \text{ dB}$$

It is easy to see from the above calculations how much more complex the situation becomes when $S_{12}$ cannot be assumed equal to zero. In the instance given, the difference in gain is approximately 0.4 dB and it appears marginal to have assumed $S_{12} = 0$. We could have determined the magnitude of the error at the outset by using Equation 13-16 as follows. First, calculate “$U$” from Equation 13-15:

$$U = (0.6)(4.4)(0.09)(.11)[1 - (0.6)^2][1 - (0.11)^2] = 0.041$$

Then, from Equation 13-14, we can determine the limits of possible error for assuming $S_{12} = 0$. The lower limit is $1/(1+U)^2 = 0.919$, while the upper limit is $1/(1-U)^2 = 1.108$. Expressed in decibels, these limits become $+0.36$ dB.

We can also see the effect that $S_{12}$ will have on the optimum source impedance by letting the load reflection coefficient remain the conjugate of $S_{22}$ but then calculate $\Gamma_s$ from Equation 13-11. When we do, we will find that $\Gamma_s$ becomes 0.55 at an angle of $-159^\circ$, only a slight change from the previous value for $\Gamma_s$ when $S_{12} = 0$, which was 0.6 at an angle of $-156^\circ$.

**Example 3: Narrow Band, Specified Gain < Optimum Gain, $S_{12} = 0$**

Before going to broadband circuit design, let’s assume for the same transistor and same frequency as Examples 1 and 2 we want a specified value of gain less than maximum, say 12 dB. We already know from Example 1 that the optimum match for the load results in only 0.05 dB gain increase. We also know that the transistor gain is 12.9 dB, which tells us that we must create a match on the input such that the gain contribution from the input network is approximately $-1.0$ dB.

We can use Equations 13-21 through 13-24 to create the $-1$ dB gain circle for the input network. We know (from Example 1) $G_{s\text{max}}$ is 1.94 dB or, stated as a
number, 1.56. Thus, \( g_s \) becomes \( g_s = G_s/G_{s(max)} = 0.79/1.56 = 0.506 \), \( d_s = 0.37 \) (from Equation 13-21) and \( R_s = 0.545 \) (from Equation 13-22). These values are plotted in Figure 13-8. Remember in plotting the −1 dB gain circle, \( d_s \) is expressed in terms of the magnitude of \( S_{11} \). Any point on the −1 dB gain circle will provide the desired value of \( \Gamma_s \) but for reasons of convenience in matching, the point selected is point “A.” At this point, \( \Gamma_s = 0.44 \) at an angle of 100°. We can
now compute $\Gamma_L$ from Equation 13-13, which for the case of $S_{12} = 0$ becomes
$\Gamma_{\text{out}} = S_{22}$ and we know that $\Gamma_L$ is the conjugate of $\Gamma_{\text{out}}$. Thus, $\Gamma_L = 0.11$ at an
angle of $+164^\circ$. We recognize $\Gamma_L$ as having the same value for Example 3 as for
Example 1.

**Example 4: Broadband Design, $S_{12} = 0$**

Our goal will be to design the MRF571 into a broadband circuit having 14 dB of
gain operating from 500 to 1,000 MHz. The amplifier is to be driven from a 50 $\Omega$
source and is to drive a 50 $\Omega$ load. We will again assume the bias to be 6 volts
and 50 mA. Remember, this is less than the maximum available gain as seen in
Example 1. From the table of S-parameters, we find $|S_{21}|^2$ results in 70.6 or
18.5 dB gain at 500 MHz and 19.3 or 12.9 dB gain at 1,000 MHz. Thus our
matching circuits must decrease the gain by 4.5 dB at 500 MHz and increase the
gain by 1.1 dB at 1 GHz.

We will plan to put all the “gain” or “loss” in the input matching network. As
a result of this assumption, it will be easier to draw the gain circles using the pre-
viously stated formulas (Equations 13-41 through 13-44) for available gain. One
could also use a computer program such as MMICAD™ (which was the process
used to determine the gain circles plotted in Figure 13-9).

Later, in our final phase of this chapter, we will use these circles to determine
matching networks that place the source impedance on the $-4.5$ dB circle at
500 MHz and at the same time on the $+1.1$ dB circle at 1 GHz. Then we will
calculate the load impedance using Equation 13-13. The process of choosing
the proper source reflection coefficient is an iterative process and can be done
manually or through the use of a computer optimization program such as
MMICAD™.

**Example 5: Designing for Low Noise**

So far we’ve concerned ourselves only with gain. Many low power amplifiers are
required to be low noise also, and in this instance we must take into account the
effect our matching has on noise figure. Remember, only the source reflection
coefficient affects noise figure. It is true that the load reflection coefficient will
affect the source reflection coefficient IF $S_{12} \neq 0$. If $S_{12} \neq 0$, then the simplest
step to take is to choose the desired value of $\Gamma_s$ that gives the desired tradeoff be-
tween gain and noise figure, then use that value of $\Gamma_s$ to calculate $\Gamma_L$ from Equa-

In this example, we will once again assume the transistor is the MRF571. The
frequency is 1 GHz but we will change the bias to 6 volts and 5 mA, which is a
more appropriate value for a low noise application. Another reason for these
choices is because the MRF571 data sheet has gain and noise figure contours
plotted for the conditions stated. Let’s further assume that gain must be at least
Values for $f = 500$ MHz: $d_s = 0.44$, $R_s = 0.66$. Values for $f = 1$ GHz: $d_s = 0.91$, $R_s = 0.32$.

12 dB and the noise figure not greater than 2 dB. Our new values of S-parameter are:

$$S_{11} = 0.61, \text{ angle } +178^\circ$$
$$S_{12} = 0.09, \text{ angle } +37^\circ$$
$$S_{21} = 3.0, \text{ angle } +78^\circ$$
$$S_{22} = 0.28, \text{ angle } -69^\circ$$
An examination of Figure 13-10 (which is a plot of the 2-dB noise figure circle and the 12-dB gain circle taken from the MRF571 data sheet) shows that the 2-dB noise circle intersects the 12-dB gain circle in two places. Either value of $G_s$ will lead to the result of both the desired gain and noise figure. We can also

**FIGURE 13-10**
Smith Chart plot for Example 5.
select a value for \( G_s \) on the 12-dB gain circle between these two points that will result in even lower than 2 dB noise figure. Let’s select the point “A” shown in Figure 13-10.

The value of \( \Gamma_s \) is estimated to be 0.55 at an angle of 158°. All that’s left is to determine the value of \( \Gamma_L \) from the formula \( \Gamma_L = \left[ S_{22} + (S_{12}S_{21}/(1 - (\Gamma_s S_{11})) \right] \). It is apparent from the formula that for the case of \( S_{12} = 0 \), \( \Gamma_L = S_{22} \). Thus, if \( S_{12} = 0 \), \( \Gamma_L = 0.28 \) at an angle of 69°. If we take the value of \( S_{12} \) into account, \( \Gamma_L = 0.48 \) at an angle of 82°. These values are also shown in Figure 13-10 as points “B” and “C” respectively.

### CIRCUIT REALIZATION

For each example given, let’s now determine circuits that will realize the desired impedances.

**Example 1**

The input impedance for Example 1 is plotted in Figure 13-11. The Smith Chart shows \( \Gamma_s = 0.6 \) at an angle of \(-156°\). This is the value initially determined in Example 1 and plotted in Figure 13-7. The problem is to take the 50 \( \Omega \) source and make it look like \( \Gamma_s \). The most common circuit is a low-pass filter configuration consisting of a shunt C and a series L. Remember that when using the Smith Chart with shunt elements, you use it as an admittance chart, and when using the chart for series elements, you use it as an impedance chart. For this reason, Figure 13-11 is plotted on a special Smith Chart graph that shows both normalized impedance and admittance circles simultaneously.

Figure 13-11 shows that a shunt capacitor having a susceptance value of \(+j1.75\) (the arc length from point “O” to point “A”) and a series inductance having a positive reactance value of \(+j0.225\) (the arc length from point “A” to point “B”) will rotate the 50 \( \Omega \) source into the normalized value of 0.6 at \(-156°\). It is a simple matter to calculate the actual values that give these normalized results at a frequency of 1 GHz. The values turn out to be 5.6 pF and 1.8 nH.

In a similar manner, Figure 13-12 shows the output load impedance also previously plotted in Figure 13-7. Again, a network of shunt C and series L will be used to transform the 50 \( \Omega \) load to the desired load impedance represented by point “D” in Figure 13-12. The arc from point “O” to point “C” calls for a shunt capacitor having a normalized susceptance value of \(+j0.5\). The arc from point “C” to point “D” requires a series inductance having a normalized value of \(+j0.45\). Again at a frequency of 1 GHz, these can be realized by a shunt capacitor of approximately 1.6 pF and a series inductance of 3.6 nH. The final circuit configuration is shown in Figure 13-13.
FIGURE 13-11
Input matching for Example 1.
FIGURE 13-12
Output matching for Example 1.

FIGURE 13-13
Narrow band matching for best gain. This circuit can be used to match input and output in Example 1.
Example 2

The output matching circuit is identical to Example 1 and will not be repeated here. Figure 13-14 shows the slight change in $\Gamma_s$ and the shunt susceptance and series inductance needed to transform the normalized 50 $\Omega$ source impedance (center of the chart) to the normalized value of $\Gamma_s$. The arc “OA” represents a shunt susceptance (parallel capacitor) of $+j1.6$ and the arc “AB” represents a series reactance (series inductance) of $+j0.275$. Component values at 1 GHz are 5.1 pF and 2.2 nH. The circuit is identical to that of Example 1 shown in Figure 13-13 except for the slight change in component values in the input matching network.
Example 3

The input circuit of Example 3 is shown in Figure 13-15. Point “A” from Figure 13-8 has been re-plotted on a Smith Chart showing both impedance and admittance circles. The value of $\Gamma_s$ selected was 0.44 at an angle of +100°. The transformation of the 50 $\Omega$ source impedance into the desired value represented by $\Gamma_s$ is again most easily accomplished by using a shunt C and series L, as shown in Figure 13-15.

**FIGURE 13-15**
Input matching for Example 3.
Arc “OC” represents a shunt capacitor having a normalized susceptance of 0.82, while the arc “CA” represents a series inductance having a normalized reactance of approximately 1.15. These values are realized at 1 GHz by a capacitance of 2.6 pF and inductance of 9.2 nH. Because the desired output load impedance is identical in Example 3 and Example 1, matching the output circuit is also identical to what was shown in Figure 13-12. A final circuit for Example 3 is shown in Figure 13-16.

Example 4

The gain circles shown in Figure 13-9 are re-plotted in Figure 13-17 using the special Smith Chart with normalized impedance and admittance circles. The objective is to devise a matching network that places us on the $-4.5$ dB gain circle at 500 MHz and at the same time places us on the $+1.1$ dB gain circle at 1 GHz. In this instance, the MMICAD™ optimizer program was used to determine an appropriate network, which consisted of a shunt $C$ and a combination of series $C$ and $L$. A similar solution could have been achieved by an iterative process of adjusting the circuit values until a combination was determined that met both objectives simultaneously.

At 500 MHz, the shunt susceptance moves us along arc “OA.” The same capacitor will move us to point “C” when the frequency increases to 1 GHz. When the frequency is at 500 MHz, the series network must move us along the arc “AB,” while the same network must move us from point “C” to point “D” at 1 GHz. Susceptance and reactance values that will achieve these objectives simultaneously are a shunt susceptance of $+j0.4$ at 500 MHz, increasing to $+j0.8$ at 1 GHz and an overall series reactance that is $-j0.84$ at 500 MHz but $+j0.09$ at 1 GHz.

Component values that give the desired susceptance and reactances are a shunt capacitor or 2.55 pF and a series capacitor of 5.4 pF along with a series inductance of 5.5 nH. This input network is shown in Figure 13-19. Because all the “gain” correction was placed in the input network, the output is the conjugate
FIGURE 13-17

Input matching for Example 4.
FIGURE 13-18
Output matching for Example 4.
match or \( S_{22} \) at each frequency. These points are plotted in Figure 13-18. The problem now is to find a network that will locate simultaneously the matched load (the point “O” in the center of the chart) at point “A” when \( f = 500 \text{ MHz} \) and at point “B” when \( f = 1 \text{ GHz} \).

A shunt LC network along with a series LC network was chosen such that the shunt network as shown in Figure 13-18 moves along the arc “OC” at 500 MHz, but only moves from “O” to “D” at 1 GHz. Likewise, the series network moves the normalized line impedance from point “C” to “A” at 500 MHz, and at the same time moves the normalized line impedance from point “D” to “B” at 1 GHz. The values of \( L \) and \( C \) that will accomplish these objectives can be determined by solving relatively simple simultaneous equations relating the susceptances and reactances at the two frequencies of interest. Actual values, along with the input network, are shown in Figure 13-19.

**Example 5**

Figure 13-20 shows the value of \( \Gamma_s \) taken from Figure 13-10 and re-plotted on the special impedance and admittance Smith Charts used to determine graphically the impedance matching networks needed for the particular application. Matching is readily achieved by using a shunt capacitor to transform the 50 \( \Omega \) source from point “O” to point “B.” Then a series inductance finishes the match by transforming the value of point “B” to the desired \( \Gamma_s \) shown as point “C.” Values of shunt \( C \) and series \( L \) that achieve the desired source reflection coefficient are 4.9 pF and 5.1 nH, as shown in the circuit configuration of Figure 13-22.

Output impedance matching is shown in Figure 13-21. The matching network if \( S_{12} = 0 \) is a series capacitance and a shunt inductance that transforms the matched load first to point “A” (series capacitor) and then to point “B” (shunt inductance), or in the case of \( S_{12} \neq 0 \) to point “C” (series capacitor) and then to point “D” (shunt inductance). Thus, for \( S_{12} = 0 \), arc “OA” is a reactance of \(-j0.64\), which translates into a series capacitor of 5 pF. Likewise, arc “AB” is a susceptance of \(+j0.91\), which can be realized by a shunt inductance having a value of 8.7 nH, as shown in Figure 13-22A.
FIGURE 13-20
Input matching for Example 5.
FIGURE 13-21
Output matching for Example 5.
If the measured value of $S_{12}$ is used, the matching requires a reactance represented by the arc “OC” and a susceptance represented by the arc “CD.” These values are realized by a series capacitor of 3.5 pF and a shunt inductance of 6.5 nH, as shown in Figure 13-22B.

Some final comments are in order. Generally, computer-aided design (CAD) programs are used to calculate S-parameters for an entire circuit. Note that once you’ve selected source and load reflection coefficients, you’ve essentially fixed the input and output VSWR.

There are some alternatives. A variety of source reflection coefficients will lead to “similar” noise and gain characteristics. You can also vary load reflection coefficients to trade off performance characteristics. The best method of optimizing your circuit is through a “trial and error” method using a modern CAD program to achieve acceptable results.

A final example of a 900-MHz low noise amplifier design using S-parameters was performed by Nagaraj V. Dixit of the Applications Engineering Group in Motorola’s Asia Pacific Division in Hong Kong. The design objective was to achieve a low noise amplifier (LNA) operating at a low supply voltage (4 V) and requiring low supply current drain (<3.4 mA).

An MRF9411L was selected as the transistor and characterization data was generated at 3 V and 3 mA of bias current. Data was taken over the desired band of frequencies (840 to 960 MHz). The source reflection coefficient chosen was $\Gamma_{\text{opt}}$, which is a noise parameter that was found to be 0.53 at an angle of 95°.

LNA device data is shown in Figure 13-23. The actual input and output matching networks were optimized by using a CAE program called “LIBRA.” Note that stabilization was achieved by use of a shunt resistor in the output network. LNA schematics are shown in Figure 13-24.

Performance data is shown in Figures 13-25 through 13-28. It can be seen that the actual data closely tracks the simulated data both in gain and noise figure.
**FIGURE 13-23**
LNA device data.

**FIGURE 13-24**
LNA schematics.
Radio Frequency Transistors

FIGURE 13-25
Gain, NF, and return loss versus frequency.

<table>
<thead>
<tr>
<th>Freq in MHz</th>
<th>N.F. in db</th>
<th>Gain in db</th>
<th>Input return loss in db</th>
<th>Output return loss in db</th>
</tr>
</thead>
<tbody>
<tr>
<td>840</td>
<td>1.67</td>
<td>11.43</td>
<td>10.5</td>
<td>13.4</td>
</tr>
<tr>
<td>860</td>
<td>1.66</td>
<td>11.35</td>
<td>11.7</td>
<td>13.1</td>
</tr>
<tr>
<td>880</td>
<td>1.63</td>
<td>11.27</td>
<td>12.4</td>
<td>12.8</td>
</tr>
<tr>
<td>900</td>
<td>1.69</td>
<td>11.05</td>
<td>12.9</td>
<td>12.6</td>
</tr>
<tr>
<td>920</td>
<td>1.71</td>
<td>10.95</td>
<td>13.0</td>
<td>12.3</td>
</tr>
<tr>
<td>940</td>
<td>1.72</td>
<td>10.74</td>
<td>12.3</td>
<td>12.1</td>
</tr>
<tr>
<td>960</td>
<td>1.81</td>
<td>10.70</td>
<td>11.5</td>
<td>12.0</td>
</tr>
</tbody>
</table>

FIGURE 13-26
Gain and NF versus supply voltage.
**FIGURE 13-27**
Gain and NF versus frequency.

**FIGURE 13-28**
IRL and ORL versus frequency.
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INTRODUCTION

The recent surge in wireless communication services has created a huge demand for cost-effective, high gain, ultra-linear high power RF transistors for use in base station power amplifiers. Traditionally, RF power transistors have been built using Si bipolar technology, although GaAs power transistors are also available. Recently, laterally diffused metal-oxide-semiconductor (LDMOS) transistors have been proven to be very popular for these applications. They have superior RF performance compared to bipolar transistors and are highly cost-effective compared to their GaAs counterparts. The first section of this chapter provides an insight into developing an LDMOS RF power transistor and its applications in the cellular communications industry. The physics of the operation of the transistor is described in brief and the attributes of the technology that lends its use to highly linear applications are highlighted. Circuit considerations for the design of a stable wideband amplifier using MOS technology are discussed.

There are multiple communication standards being used in various parts of the world for cellular applications. These range from the second-generation standards such as GSM (Global System for Mobile Communications), TDMA (Time Division Multiple Access), and N-CDMA (Narrow-band Code Division Multiple Access) systems to the emerging next generation standards such as GSM-EDGE (Enhanced Data-rate for GSM Evolution) and W-CDMA (Wideband Code Division Multiple Access) systems. The second section of this chapter provides an insight into the advantages and disadvantages of each of these systems, the specifications for a power amplifier for these systems, and why LDMOS has become the technology of choice. Various circuit and biasing techniques using LDMOS transistors are discussed for these highly linear applications. A practical design example details the critical specifications one should look for in the transistor data sheets, when designing a linear wideband amplifier for CDMA applications.
In the third section, a brief overview of the LDMOS modeling methodologies is presented. The sub-circuit model approach used at Ericsson Microelectronics is explained and compared to the other analytical models from other manufacturers.

**LDMOSFET VERSUS VERTICAL MOSFET**

The advantages of a FET compared to a bipolar transistor for RF power applications has been described in detail in Chapter 3 of this book. This chapter presents details of the advantages of LDMOS technology compared to the vertical MOS structures.

Two basic MOSFET structures have found application in RF subsystems, the vertical double-diffused transistor (VDMOSFET) and the LDMOSFET.1–3 Figure 14-1 shows typical VDMOS and LDMOS cross-sections. Both types of transistors depend upon successive lateral diffusion profiles of impurities of opposite polarity to achieve their channel regions. The VDMOS utilizes the bulk region of the transistor to support applied voltage. It has only two electrodes on the top surface of the die (the Drain of the transistor is at back side of the die), and hence allows for greater packing density compared to the lateral device. On the other hand, the LDMOS transistor, due to all its electrodes on the top surface, allows for simple integration with other components. In addition, in lower voltage applications in which the LDMOS Gate electrode may be extended all the way to the Drain n+ region over thin Gate oxide, the Gate potential can substantially reduce the resistance of the n− drift region by heavily accumulating charge carriers at the surface. This mechanism does not occur in vertical structures and makes LDMOS superior with more current per unit area. In both the structures, there is a direct overlap of Gate oxide onto the heavily doped n+ Source region. This contributes to Gate-Source capacitance and degrades the speed of these devices. In metal-Gate technologies, this capacitance can be substantially reduced by use.
of differential oxidation rates over the n− and n+ regions. In high-voltage applications, the n− drift region contributes to the bulk of device on-resistance.

LDMOS topology allows for minimum overlap of Gate and Drain electrodes in the transistor and hence for minimal feedback capacitance ($C_{rs}$). This is a major advantage of the LDMOS transistors for RF wireless subsystems. In an LDMOS device, current flows in an almost straight path from Source to Drain. Thus, there is minimal current crowding compared to the vertical devices. Consequently, the on-resistance of the LDMOS devices is significantly lower than vertical devices as well.

All of the above advantages of an LDMOS transistor make it the best technology for building present day ultra-linear power amplifiers for cellular communications. VDMOS structures are seldom used beyond 500 MHz UHF range.

**DEVICE DESIGN**

The cross-section of a typical LDMOS transistor is shown in Figure 14-2(a). The device has a high doped p-type sinker diffusion, used to ground the Source to the substrate. This eliminates the need for an external connection from Source to the ground, and hence minimum common lead inductance and maximum RF gain.

The p-type body region under the Gate forms the channel. Devices have been fabricated to operate from 3 volts up to 48 volts on the Drain. Higher breakdown voltages are accomplished in LDMOS devices by the Lightly Doped Drain (LDD) region, also called the drift region. In absence of the LDD region, most of the applied voltage appears across Gate oxide and leads to breakdown by impact generation in the substrate region. This results in a specific breakdown voltage for a given oxide thickness. Hence, the Drain is receded away from the Gate by formation of an LDD region between the Gate and Drain edges. The LDD is carefully designed to support a uniform electric field during breakdown. Figure 14-2(b) shows the path for current flow in the transistor when a Gate bias higher than threshold voltage is applied. It can be noticed that the current flow is in a lateral direction and there is no significant current crowding in the channel region.

**Process Flow**

The fabrication process for an LDMOS transistor is shown in Figure 14-3. The process is started with a heavily doped p+ substrate on which a lightly doped epitaxial region, typically 9 to 10 μm thick, is grown. The active layer is defined and a high dosage sinker implantation is performed. The sinker is allowed to diffuse to reach into the substrate. The Gate region is then formed by implantation and patterning of polysilicon. Typical Gate lengths for current generation RFLDMOS transistors are in the range of 0.6 to 1.0 μm. This is then followed by the formation of a channel region, using a p-well mask. A blanket LDD implant and subsequent drive is performed to form the drift region in the device. Source/Drain regions are then formed using a mask and diffusion into the active region. The lateral diffusion of the LDD region is achieved simultaneously with
the Source/Drain activation. TiSi₂ is deposited over the entire wafer surface with a block mask to reduce the Gate and interconnect resistance. This forms a polycrystalloid contact for the Gate electrode. After the growth of field oxide for passivation, contact masks are used to etch the oxide to form electrode contacts using a single/multiple layer metallization.

**Cell Layout**

Figure 14-4 shows a typical layout of an LDMOS transistor cell built as an interdigitated structure, with connections to each individual Gate finger made from
one side of the die and Drain metallization on the opposite side. Source connection is from the backside of the die. Topside Source metal is only for shorting n+ Source regions to the substrate through the deep p+ diffusion.

There are two factors that determine the maximum width of a cell.

1. The voltage drop along the Gate finger will start to degrade RF performance, which is why a refractory silicide is often used to decrease Gate resistivity.
2. Drain metallization must have a large enough cross-section to be able to support the Drain current down each finger.
LDMOS CHARACTERISTICS

DC Characteristics

DC characteristics of an LDMOS transistor are very similar to those of a lateral DMOS transistor. The DC specifications of a typical state-of-the-art LDMOS transistor are described in the data sheet for the PTF102003 at the end of the second section of this chapter.

Static Capacitance Characteristics

There are three terminal capacitances associated commonly with FETs: $C_{iss}$, $C_{oss}$, and $C_{rss}$. These capacitances are measured when the transistor channel is not active (that is, there is no applied bias current). The characteristic of each of these capacitances is described below.

(C_{rss}) Feedback Capacitance

This capacitance is formed between the Gate electrode and the Drain, primarily due to the overlap of Gate oxide over drift region in the device. Hence, this is also denoted by $C_{GD}$. Perhaps the single biggest attribute of the LDMOS is very low value of feedback capacitance, compared to bipolar transistors and vertical FET structures. In
many cases, feedback capacitance is one-quarter of that of the lateral DMOS devices.

Extensive improvements in device technology such as sub-micron gates and development of special electrical shields inside the die have resulted in significant minimization of this capacitance in an LDMOS transistor. Typical values of modern day RF LDMOSFETs are in the range of 15 fF/mm of Gate periphery.

### (C\text{oss}) Output Capacitance

This capacitance is primarily due to junction capacitance between the p-body and n-epitaxial regions in the device. It has the characteristics of a p-n junction, having maximum value under zero-bias conditions, and reducing in value with increasing Drain-to-Source voltage. \( C_{\text{oss}} \) is given by:

\[
C_{\text{oss}} = C_{\text{GD}} + C_{\text{DS}}
\]

### (C\text{iss}) Input Capacitance

Most of this capacitance is formed between Source metal interconnects and Gate material. Gate oxide thickness has a significant influence on this capacitance. It is desirable to reduce \( C_{\text{iss}} \) for high frequency applications. However, Gate oxide thickness cannot be increased too much, as it might compromise the gain and current driving capability of the transistor. \( C_{\text{iss}} \) is given by:

\[
C_{\text{iss}} = C_{\text{res}} + C_{\text{ox}}
\]

Other contributors to \( C_{\text{iss}} \) are Gate-to-Source overlap capacitance and the Gate-to-channel capacitance.

Table 14-1 gives a comparison of the typical performance specifications of various technologies for RF power transistors. Although the comparison is not performed under similar operating conditions, it provides an insight into the typi-

### Table 14-1 Comparison of DC and RF Performance of Transistors Built with Different Technologies, Taken from Manufacturer’s Data Sheets

<table>
<thead>
<tr>
<th>Transistor Technology</th>
<th>Part Number</th>
<th>Pout (W)</th>
<th>Gain (dB)</th>
<th>Freq (MHz)</th>
<th>( \theta_p ) (°C/W)</th>
<th>( C_{\text{iss}} ) (pF)</th>
<th>( C_{\text{res}} ) (pF)</th>
<th>( C_{\text{oss}} ) (pF)</th>
<th>( G_m ) (mho)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VMOS</td>
<td>DV2820</td>
<td>20</td>
<td>10</td>
<td>175</td>
<td>4.4</td>
<td>40</td>
<td>4.6</td>
<td>30</td>
<td>0.25</td>
</tr>
<tr>
<td>TMOS</td>
<td>MRF163</td>
<td>25</td>
<td>10</td>
<td>400</td>
<td>2</td>
<td>48</td>
<td>11</td>
<td>54</td>
<td>0.75</td>
</tr>
<tr>
<td>DMOS</td>
<td>F1001</td>
<td>20</td>
<td>16</td>
<td>175</td>
<td>3.13</td>
<td>33</td>
<td>4</td>
<td>20</td>
<td>0.8</td>
</tr>
<tr>
<td>LDMOS</td>
<td>PTF10162</td>
<td>18</td>
<td>14</td>
<td>960</td>
<td>3</td>
<td>33</td>
<td>0.7</td>
<td>13</td>
<td>0.9</td>
</tr>
<tr>
<td>Bipolar</td>
<td>MRF323</td>
<td>20</td>
<td>10</td>
<td>400</td>
<td>3.2</td>
<td>Cob 20</td>
<td></td>
<td></td>
<td>~ 1/re ~ 8</td>
</tr>
</tbody>
</table>
The values of important DC and RF parameters, and an understanding of the limitations of each technology.

It is evident from Table 14-1 that DMOS and LDMOS technology have substantially improved RF performance because of lower parasitics.

Dynamic Characteristics

LDMOS transistors have a major advantage compared to bipolar transistors because of their “immunity” to thermal runaway. An increase in die temperature causes an increase in the Source resistance and hence reduced current flow.

All MOSFETs are highly sensitive to transients, because of high input resistance and possibility of failure by Gate oxide breakdown. This problem becomes worse as Gate oxide thickness is reduced to increase transconductance.

Hot carrier induced degradation causes parametric shift over time. LDMOS devices of the present day have sub-micron Gate geometries and are operated at high supply voltages, typically around 24 to 32 volts for base station applications. This causes very high electric fields in the channel of the transistor. The Drain current easily ionizes electrons and holes around the Drain by impact ionization, which results in hot electron and hot hole injection into the Gate oxide as shown in Figure 14-5. Some of the hot carriers are captured in the deep Gate bias region, causing substantial shift in threshold voltage and transconductance. This problem gets worse when the devices are used in wideband linear applications such as for CDMA systems, where linearity is dependent on quiescent bias operation to a large extent.

The effect manifests itself as a logarithmic decay of Drain quiescent current ($I_{DQ}$) over time with a fixed Gate D.C. bias. This mandates adjustment of the Gate bias from time to time to maintain constant bias on the transistor. Hence, this phenomenon is also popularly denoted by $V_{GS}$ drift. It is minimized by proper tailoring of the channel and drift region dopant profiles and also by improving the Si/SiO$_2$ interface quality. Current day LDMOS transistors from most
of the leading manufacturers have $V_{GS}$ drift of about 5 to 10% over 20 years of device lifetime.

$V_{GS}$ drift might be considered as a design constraint that will force transistor designers to trade off some RF performance against enhanced long-term stability.

It has been proven that a major portion of the $V_{GS}$ drift occurs in the first few hours of a device life cycle. Also, the drift increases with increase in the Drain bias. Hence, one way to minimize the effect of drift on transistor characteristics is by subjecting the device to a burn-in mechanism for about 10 hours at the manufacturer’s end. The device could then be characterized once again and optimum bias conditions reported in the data sheet. Another popular method to overcome this problem in the field is to pre-adjust the transistor to a bias higher than the optimum needed for the application. This method requires an accurate characterization of the transistor drift performance over time before determining the amount of pre-adjustment to be performed.

As the drift of the LDMOS transistors approaches a minimal value of 5% and lower, the problems associated with this mechanism are not as crippling anymore, since the $V_{GS}$ drift is essentially overshadowed by the drifts caused in the other components of the system, such as voltage regulators and switches.

### LDMOS Transistor Packages

The biggest advantage with the backside Source contact for LDMOS transistors is that the flange of the RF power package is used to form the electrical ground and thermal interface to the heat sink. The bipolar transistors and DMOSFETs need an electrically insulating, thermally conducting layer (see Chapter 6, “Construction Techniques”). This layer is generally formed with BeO, which is toxic and expensive, or, more recently, with AlN, which is thermally not quite as good as BeO but is also expensive. Figure 14-6 shows the bipolar and LDMOS packages. Due to the backside Source contact, the thermal and electrical resistance of the package, caused by the insulating layer, is greatly reduced.

### LDMOS TRANSISTORS FOR RF POWER APPLICATIONS

Table 14-2 summarizes the features of an LDMOS transistor that make it the technology of choice for present-day high power linear amplifiers.

### SOME FET APPROXIMATIONS

#### Circuit Configurations

In the following discussions with regard to $C_{iss}$, $C_{rss}$, and $C_{oss}$, the common Source configuration is used. Common Gate and common Drain configurations are not considered because the input to output isolation is so poor that they are unusable under most conditions.
FIGURE 14-6
A bipolar and an LDMOS package. Notice the simplicity of the LDMOS package, because of the backside Source contact.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Effective Parameter</th>
<th>Benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higher gain</td>
<td>High $G_m$ and low $C_{rs}$</td>
<td>Lower system cost due to fewer stages. Increased gain can be traded for enhanced stability.</td>
</tr>
<tr>
<td>Higher efficiency</td>
<td>Low $R_{DS(on)}$ and low $C_{oss}$</td>
<td>Lower junction temperature for same output power, hence greater system performance and higher MTBF.</td>
</tr>
<tr>
<td>Greater stability</td>
<td>Low $C_{rs}$ and very low Source inductance</td>
<td>Easier design.</td>
</tr>
<tr>
<td>Simplicity of use</td>
<td>High input resistance, single supply, and backside Source contact</td>
<td>Very little Gate current, hence simple Gate bias circuits. Dual supply sources not needed.</td>
</tr>
<tr>
<td>Improved linearity</td>
<td>$I_{D(sat)}$ and $G_m$ flatness</td>
<td>Less output distortion, reduced overall system power for the same degree of linearity.</td>
</tr>
</tbody>
</table>
There are a number of different measures of stability, and most make reference to the Linvill stability factor, (C), or the Rollett stability factor, K, which equals 1/C.

\[
K = \frac{2 \times g_{s1} \times g_{s2} - [(g_{s1} \times g_{12}) - (b_{21} \times b_{12})]}{\sqrt{g_{s2}^2 + b_{12}^2} \times \sqrt{b_{s1}^2 + g_{s2}^2}}
\]

It can be observed that \( C_{rss} \) is a key contributor to stability. If \( C \) is less than one, the device is considered unconditionally stable; that is, a real and positive load resistance will not produce a negative real input impedance, and simultaneously, a positive real Source impedance will not produce a negative real output impedance. The Stern stability factor, \( k \), includes the effects of the circuit surrounding the device and is defined as:

\[
k = \frac{2(g_{s1} + G_S)(g_{s2} + G_L)}{|y_{21} \times y_{12}| + \text{re}(y_{21} \times y_{12})}
\]

where \( G_S \) is the Source conductance and \( G_L \) is the load conductance.

A simple first-order approximation can be derived from this equation by making some simple assumptions.

1. \( g_{s2} \ll G_L \).
2. The Source resistance is equal to the input resistance.
3. The real part of \( y_{12} \) or feedback resistance is very large relative to the value of feedback reactance.
4. \( G_m = \Delta I_d/\Delta V_d \)
5. \( R_S \) and \( R_L \) are the Source and load resistance respectively.

Then \( k \) can be approximated by:

\[
k = \frac{4}{R_S \times R_L \times \sqrt{(o \times C_{rss})^2 + (o \times C_{rss})^2 - (o \times C_{rss} \times g_m)^2 - (o \times C_{rss})^2}}
\]

This expression is valid for linear active devices, be it FET or bipolar transistors. In this case, a value for \( k > 1 \) is considered stable. This expression does not include external parasitics such as common lead inductance and resistance. Certainly there are more liberties to be taken as the LDMOS has no common lead inductance as the back of the die is directly bonded to the flange of the package.

**Design for Stability**

There are a couple of ways to force stability on the active device. This can be accomplished by resistively loading the input circuit and/or the output circuit or both. The expressions that can be used to accomplish this are:
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\[ R_{\text{RGK}} = 2 \times \frac{g_{22}}{\left( K \times \sqrt{g_{12}^2 + b_{12}^2 \times \sqrt{g_{21}^2 + b_{21}^2 - 2 \times g_{22} \times g_{11} + g_{21} \times g_{12} - b_{21} \times b_{12}}} \right)} \]

where \( R_{\text{RGK}} \) is the value of resistance shunted between the input and ground to get the specified \( K \), and

\[ R_{\text{RLK}} = 2 \times \frac{g_{11}}{\left( K \times \sqrt{g_{12}^2 + b_{12}^2 \times \sqrt{g_{21}^2 + b_{21}^2 - 2 \times g_{22} \times g_{11} + g_{21} \times g_{12} - b_{21} \times b_{12}}} \right)} \]

where \( R_{\text{RLK}} \) is the value of resistance shunted across the output to get the specified degree of stability.

If one were to convert the \( y \) parameters to \( z \) parameters, these expressions still apply, but it is necessary to put the resultant resistors in series with the input and/or the output.

### \( C_{\text{in}} \) and \( C_{\text{out}} \)

\( C_{\text{rss}} \) can also contribute significantly to the input capacitance of the amplifier where

\[ C_{\text{in}} = C_{\text{GS}} + (1 - A_v) C_{\text{GD}} \]

and

\[ (1 - A_v) \sim (G_m \times R_L + 1) \]

where \( C_{\text{GD}}(1 - A_v) \) is commonly referred to as Miller capacitance.

Something that is not commonly considered is that this expression, with a slight modification, also applies to output capacitance where

\[ C_{\text{out}} = C_{\text{DS}} + (1 - A_v) C_{\text{oo}} \]

and

\[ (1 - A_v) \sim (G_m \times R_S + 1) \]

With regard to gain, \( C_{\text{rss}} \) can be considered a capacitance multiplier, which limits bandwidth. Again, from these expressions, one can see the advantages to minimizing \( C_{\text{rss}} \), which is the biggest asset for LDMOS.

These expressions—which use \( C_{\text{in}}, C_{\text{rss}}, \text{ and } C_{\text{oo}} \)—get altered substantially if Source lead inductance is significant. These expressions are for first order approximations. Again, since the common lead inductance is decreased with the LDMOS, these expressions are very applicable and explain the fundamental relationships between amplifier performance and device characteristics.
APPLICATIONS OF LDMOS TRANSISTORS IN CURRENT GENERATION CELLULAR TECHNOLOGIES

Description of Various Modulation Technologies

Frequency Division Multiple Access (FDMA) is used for standard analog cellular applications. Each user is assigned a discrete slice of the RF spectrum. FDMA permits only one user per channel since it allows access to the channel 100% of the time. Therefore, the channels could be imagined to be spread in the frequency domain as shown in Figure 14-7. With the growing number of cellular customers, operators are forced to pursue modulation schemes having greater bandwidth and increased number of users per channel. Thus, FDMA technology has become obsolete.

With Time Division Multiple Access (TDMA), multiple users share the RF carrier on a timeslot basis. Each of the users alternates his use of the channel. Frequency division is still employed, but these carriers are now further subdivided into some number of timeslots per channel, as shown in Figure 14-8. The access technique used in TDMA has three users sharing a 30-kHz carrier frequency. A user is assigned a particular timeslot in a carrier and can only send or receive information at those times. This is true whether the other time slots are being used or not. Information flow is not continuous for any user, but is sent in bursts. The bursts are re-assembled at the receiving end, and appear to provide continuous sound because the process is very fast.

Advantages of TDMA

TDMA can easily be adapted to the transmission of data as well as voice communication. It offers the ability to carry data at rates of 64 to 120 kbps (expandable in multiples of 64 kbps). This enables operators to offer personal communication-like services such as fax, voice and data, and short message services as well as bandwidth-intensive applications such as multimedia and videoconferencing.

FIGURE 14-7
FDMA waveform.
Disadvantages of TDMA

One of the disadvantages of TDMA is that each user has a predefined timeslot. However, users roaming from one cell to another are not allotted a timeslot. Thus, if all the timeslots in the next cell are already occupied, a call might well be disconnected. Likewise, if all the timeslots in the cell in which a user happens to be in are already occupied, a user will not receive a dial tone.

Another problem with TDMA is that it is subjected to multipath distortion. A signal coming from a tower to a handset might come from any one of several directions. It might have bounced off several different buildings before arriving (see Figure 14-9), which can cause interference.

Code Division Multiple Access (CDMA) is a spread-spectrum technology, an advanced digital wireless transmission technique (see Figure 14-10). Instead of using frequencies or timeslots, as with traditional technologies, it uses mathematical codes to transmit and distinguish between multiple wireless conversations. It uses noise-like carrier waves to spread the information contained in a signal of interest over a much greater bandwidth. However, because the conversations taking place are distinguished by digital codes, many users can share the same bandwidth simultaneously. The advanced methods used in commercial CDMA technology improve capacity, coverage, and voice quality, leading to a new generation of wireless networks.

CDMA technology changes the way in which we communicate because it:

- Dramatically improves the telephone traffic capacity (capacity increases of 8 to 10 times that of an AMPS analog system and 4 to 5 times that of a GSM system).
- Improves voice quality and eliminates the audible effects of multipath fading.
- Reduces the incidence of dropped calls due to hand-off failures.
- Provides reliable transport mechanism for data communications, such as facsimile and Internet traffic, with enhanced privacy.
- Reduces the number of sites needed to support any given amount of traffic.
- Reduces deployment and operating costs because fewer cell sites are needed.
- Reduces average transmitted power.
- Reduces interference to other electronic devices.
FIGURE 14-9
Multipath interference.

FIGURE 14-10
CDMA waveform.

CDMA technology emerged as the technology of choice for cellular, Personal Communication Systems (PCS), and Wireless Local Loop (WLL) applications. Table 14-3 gives a comparison of the significant features and advantages of various second-generation cellular and PCS systems currently in use in different parts of the world. Note that all of the second-generation cellular systems face the problem of low data transmission rates, far below those of modems in wired networks. Hence there are efforts to move toward a third-generation (3G) in cellular communications, either directly or through an intermediate system (2.5G).

The third generation of mobile communications will enable us to transmit and receive real-time voice, data, and video signals at any place with cellular coverage. Table 14-4 shows a comparison of the features of a CDMA (IS-95) system to a W-CDMA system.

RF POWER AMPLIFIER CHARACTERISTICS

Amplifier designers have to make difficult choices when optimizing a design for a specific power amplifier. In certain cases, designers select output power as the
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Table 14-3  Technical Specifications of the Cellular and PCS Systems Currently in Use

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>IS-54/-136</td>
<td>IS-95</td>
<td>Global Systems for Mobile Communication</td>
<td>Digital Communication System</td>
<td>Personal Digital Cellular System</td>
</tr>
<tr>
<td>Time Division</td>
<td>Code Division</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple Access</td>
<td>Multiple Access</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Multiple Access Method

<table>
<thead>
<tr>
<th>Duplex Method</th>
<th>FDD</th>
<th>FDD</th>
<th>FDD</th>
<th>FDD</th>
<th>FDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Channels</td>
<td>832 (3 users/channel)</td>
<td>20 (798 users/channel)</td>
<td>124 (8 users/channel)</td>
<td>374 (8 users/channel)</td>
<td>1600 (3 users/channel)</td>
</tr>
<tr>
<td>Channel Spacing</td>
<td>30 kHz</td>
<td>1,250 kHz</td>
<td>200 kHz</td>
<td>200 kHz</td>
<td>25 kHz</td>
</tr>
<tr>
<td>Modulation</td>
<td>π/4 DQPSK</td>
<td>QPSK/OQPSK</td>
<td>GMSK (0.3 Gaussian Filter)</td>
<td>GMSK (0.3 Gaussian Filter)</td>
<td>π/4 DQPSK</td>
</tr>
<tr>
<td>Channel Bit Rate</td>
<td>48.6 kb/s</td>
<td>1.2288 Mb/s</td>
<td>270.833 kb/s</td>
<td>270.833 kb/s</td>
<td>42 kb/s</td>
</tr>
</tbody>
</table>

Personal Communication Systems

| Rx: 1930–1990 | PCS TDMA (based on IS-136 cellular) |
| Tx: 1850–1910 | PCS CDMA (based on IS-95 cellular)  |
|               | PCS 1900 (based on GSM cellular)    |

key parameter to optimize. However, to optimize only one parameter of a design means that other parameters are compromised. For this reason, design engineers must consider all the significant variables, such as gain, distortion, efficiency, size, and cost.

Bias Considerations

The quickest way to choose the near-optimum quiescent bias point for the transistor is to perform a gain versus input power sweep. The Drain bias is applied to the transistor first, then the Gate bias is increased up to a level specified in the manufacturer’s data sheet. At this point, with an input power drive from a network analyzer, the Gate bias is adjusted until it reaches a point where the S21 plot is maximally flat. Figure 14-11 shows a plot of gain versus input power for a typical LDMOS transistor.12 Note the change in slope of the curve from positive to negative with increasing Gate bias. The optimum bias in this case is at IDQ of 325 mA.
For linear operation, a low impedance biasing arrangement at baseband provides superior wideband distortion characteristics. With LDMOS, like vertical DMOS, the higher order distortion is much better than the bipolar when running an amplifier in Class AB. The bias of the LDMOS can be set such that when the output power is reduced, the IMD performance improves. With the bipolar devices, there is an optimum bias point through which the amplifier passes where the IMD performance goes through a minimum as output power is reduced, but as the output power is further reduced, IMD performance worsens.

But for LDMOS transistors, when biased properly, the IMD generally decreases continually as the output decreases, although not monotonically. Bipolar transistors tend to have a noticeable “sweet spot,” an output range corresponding to minimum distortion. This difference is mostly due to the more linear transfer function of LDMOS devices compared to bipolars.\textsuperscript{13} Figure 14-12 shows comparable two-tone third-, fifth-, and seventh-order IMD characteristics for a high power Si bipolar transistor.

Table 14-4  Features of IS-95 and W-CDMA Systems

<table>
<thead>
<tr>
<th>System</th>
<th>CDMA</th>
<th>W-CDMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel Orthogonality</td>
<td>Walsh Codes</td>
<td>Layered Orthogonal Codes</td>
</tr>
<tr>
<td>Chip Rate</td>
<td>1.2288 Mchips/s</td>
<td>Up to 16.384 Mchips/s</td>
</tr>
<tr>
<td>Data Rate, Single User</td>
<td>8 to 13 kbit/s</td>
<td>Up to 2 Mbit/s</td>
</tr>
<tr>
<td>Filtering</td>
<td>IS-95-defined finite impulse response</td>
<td>Root cosine, alpha = 0.22</td>
</tr>
<tr>
<td>Pilot Channel</td>
<td>Walsh Code 0</td>
<td>Pilot symbol assigned by each code channel</td>
</tr>
</tbody>
</table>

FIGURE 14-11
Plot showing the bias dependence of gain versus output power curves. Notice the change in the slope of the curve when $I_{dQ}$ is changed from 250 mA to 400 mA.
Linearity Considerations

Two-Tone Measurements

Depending on the actual application of the transistor, different designers follow different methods for determining the linearity of an RF power transistor. The most common method is to determine the intermodulation products generated from the transistor amplifier fed with two signals spaced 100 KHz apart. Signal levels of the third-, fifth-, and seventh-order intermodulation products are compared to the signal level of the carrier and specified in units of dBc. It is necessary that the amplifier be tuned in such a way that at backoff power levels, the fifth- and seventh-order products successively are much lower than the third-order IMD in order to achieve a linear wideband design.

Amplifier designs for the base station linear applications need to meet more stringent IMD requirements, typically with tone spacing of 5 MHz and above. The tone spacing is determined by the spacing and bandwidth of individual channels used for these systems.

With the development of new generation signal generators that can generate signals with high peak to average ratios, and spectrum analyzers that have higher resolution bandwidths and lower noise levels, it has become possible to characterize amplifier response in a way similar to the actual applications.

Adjacent Channel Power Ratio (ACPR) Measurements

The above method of measuring the two-tone linearity of the device does not relate well, quantitatively, to the performance in the final application for the complex base station amplifiers used in CDMA systems.

The best test for measuring the intermodulation distortion caused by a CDMA base station amplifier is Adjacent Channel Power Ratio (ACPR) or spectral regrowth measurement. Both ACPR and spectral regrowth measure the same
phenomena, but use different methods. The specification for ACPR requires comparing the power in the RF channel to the power at several offsets. This can be done either as a power ratio or a power density. The power-ratio method compares the power in the specified adjacent-channel bandwidth (for example, 3.84 MHz) to the total power of the carrier across the entire carrier bandwidth (3.84 MHz). Figure 14-13 shows a snapshot from a Rohde & Schwarz spectrum analyzer fed with a W-CDMA signal at 2.17 GHz.

In addition to comparing the power in the RF channel to the power at several offsets as a power density, it is also necessary to measure the power at the offsets using the integration bandwidth (IBW) method.

In the case of the IS-95 system, where the offset bandwidths are different from the channel bandwidth, the integration bandwidth method measures the RF channel power across the 1.23 MHz bandwidth. The power at the offsets is calculated with different integration bandwidths for the different offsets.

CDMA power amplifiers, which operate in the linear region, are not very efficient. Only a portion of the D.C. current is used to generate the RF power; a much larger portion turns into heat. This is why power amplifiers operate at such high temperatures, and therefore require large heat sinks or external cooling systems.

Table 14-5 summarizes the key requirements for a W-CDMA base station amplifier such as frequency range, peak transmit power, and gain. These specifications are typically set by the base station manufacturer, and can differ from manufacturer to manufacturer depending upon their system design.

Latest demands for multi-carrier power amplifiers (MCPAs) are placing more stringent demands on current designs, requiring amplifiers to have attributes such as smaller size, higher gain, better gain flatness, less distortion, and higher output power and efficiency. These specifications illustrate the tighter tolerances being placed on common parameters, as well as new specifications being required such as group delay and ACPR. They place new demands on the test instrumentation for full characterization as well.

**PRACTICAL EXAMPLE OF DESIGNING A W-CDMA POWER AMPLIFIER**

The block diagram in Figure 14-14 describes the design of a typical single carrier power amplifier that produces an average output power of 46 dBm, fed with a W-CDMA signal with an 8 dB peak to average ratio. Typically, the amplifier consists of a pre-driver, a driver, and a final output stage. These stages are used in conjunction with modern linearization techniques such as feed-forward or Cartesian feedback systems for attaining the linearity levels demanded by the modulation systems. LDMOS devices are best suited for the output and driver stages because of higher gain, improved linearity, and very low on-resistance. High gain reduces the number of stages needed in the amplifier to attain the same output power, compared to the old generation systems built with bipolar transistors.
FIGURE 14-13
W-CDMA waveform showing the integration bandwidths.

Table 14-5  Common CDMA Base Station Amplifier Requirements

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Range</td>
<td>2110 to 2170 MHz</td>
</tr>
<tr>
<td>Average Output Power</td>
<td>20 to 80 W</td>
</tr>
<tr>
<td>Gain</td>
<td>30 to 40 dB</td>
</tr>
<tr>
<td>Gain Flatness</td>
<td>&lt; ±0.4 dB</td>
</tr>
<tr>
<td>Input Match</td>
<td>1.2 to 1</td>
</tr>
<tr>
<td>Adjacent Channel Power Ratio (ACPR)</td>
<td>Vendor specific, typically better than the system specs: &lt; −45 dBc at 5 MHz and &lt; −55 dBc at 10 MHz offsets and 3.84 MHz integration bandwidth</td>
</tr>
<tr>
<td>Peak to Average Ratio</td>
<td>8 to 10 dB</td>
</tr>
<tr>
<td>System Efficiency</td>
<td>&gt;8%</td>
</tr>
</tbody>
</table>
Let us assume that the combiner losses at the output of the amplifier are in the range of 0.5 dB. Hence, the total power required of the transistors in the output stage is 46.5 dBm (46 + 0.5). Four transistors could be used in parallel to achieve this, each of them capable of an output power of 40.5 dBm. If the gain of each of these transistors is 11 dB, the amount of input power needed at the input of the final stage is 35.5 dBm (46.5 – 11). To account for the input combiner losses (0.5 dB), the power needed at the output of the driver stage is 36 dBm (35.5 + 0.5).

As explained later, the linearity requirements of a driver are about 4 to 6 dB higher than the output stage. Hence, the peak to average ratio of 11 dB is used for the driver amplifier (compared to 8 dB for the output stage). Assuming a transistor amplifier with 11 dB gain and sufficient linearity under these conditions, the driver stage needs an input power of 25 dBm (36 – 11). The pre-driver stage is usually a very high gain stage, built using a small signal transistor. In this case, the transistor has a gain of 20 dB to provide sufficient power to the input of the driver stage.

Choosing the Right Transistors for the Linear Application

There are various factors that need to be considered for choosing the right transistor for each of the stages of the amplifier.

The output stage and the driver for such a system are typically biased Class AB, for achieving best tradeoff between linearity and efficiency of the amplifier. The pre-driver is biased Class A for attaining consistent performance for minimal effect on the linearity of the device due to minor changes in bias supply. Drain efficiency is not as much of a concern for the pre-driver as it is for the latter stages in the amplifier.

Utmost care must be taken in choosing the transistors for the output stage of the amplifier. There has been an ongoing debate to prove one method over the
other for selecting the right transistor. One of the most popular ways to determine the best transistor is by characterizing the peak power of the transistor at compression. Typically, output power at P-1 dB has been considered the best “figure of merit” for the amplifier designs in the past. This method proved to suit amplifier designs for systems like GSM and TDMA, which did not have stringent linearity requirements. With the emphasis now shifting to linearity, it becomes imperative that the transistors be chosen for the given application based upon their linearity.

The most common method used to determine the linearity of a transistor is to characterize the intermodulation distortion (IMD) measured with two tones spaced 100 kHz apart. This has been proven to be a valid “figure of merit” for selecting transistors for the narrow-band modulation schemes like the IS-95 (CDMA) systems. Measurements are typically made close to the peak power of the transistor and specified in the data sheets. As a rule of thumb, the rated peak power of a transistor is determined by the output power delivered under this environment when the third-order intermodulation components are about 30 dB below the carrier level.16

Latest modulation standards use signals with peak to average ratios as high as 8 to 12 dB. Hence, the transistors used in power amplifiers have to be chosen such that they are sufficiently linear even when the signal levels are 12 dB higher than the average level. When transistors are used significantly backed-off from their peak power levels, it is all the more necessary that the IMD characteristics of the transistor at lower output power levels be taken into account. The profile of an IMD vs. Pout (drive-up) curve for a good transistor should have a large positive slope, even while attaining similar peak power capability, to get maximum ACPR.

Meanwhile, the transistor used in the driver stage has similar linearity requirements as the output stage. In terms of ACPR, it needs be operated at an output power that gives a margin of at least 4 dB from the maximum allowed value for the output stage. In addition, it needs to have an input bandwidth about 2 to 2.5 times greater than the bandwidth of the modulating signal in order to maintain constant group delay and flat gain. One of the major factors determining the performance of the transistor in the W-CDMA environment is gain flatness. The transistor needs to have a flat gain (< 0.2 dB variation) across the band for its use in multiple channel amplifiers and when linearization techniques such as feedforward method are used.17 Very flat gain response greatly simplifies the design of such linearization systems.

The pre-driver is usually built with a GaAs hetero-junction bipolar transistor (HBT) or a GaAs MMIC. These devices usually are designed to be high gain blocks, with two to three stages of amplification.
CIRCUIT TECHNIQUES FOR DESIGNING OPTIMUM CDMA AMPLIFIERS

This section describes some tried and tested tuning techniques that are popular among the transistor designers trying to optimize for wideband modulation systems.

Optimum Biasing for Wideband Applications

For an amplifier adjusted for maximum gain and efficiency, best two-tone linearity is achieved by a minor adjustment of the Gate bias around this point. When testing for wideband linearity though, it has been observed that the bias point needs to be slightly higher. This is especially true when designing an amplifier for CDMA and W-CDMA signals. The D.C. bias determines the balance between the lower and upper side-lobes in the output response of the amplifier. As shown in Figures 14-15A, 14-15B, and 14-15C, the bias can be adjusted to vary the levels of the side-lobes in the output response of the amplifier. Use a higher \( I_{DQ} \) to attain the best wideband linear response than the bias needed for flat gain response on the gain vs. \( P_{in} \) curve.

Techniques for Achieving Best Linearity with Wideband Signals

- Odd order distortion products in a two-tone measurement play an important role in determining the wideband linearity. These should be minimized (significantly lower than the third-order product).
- For best W-CDMA performance, the amplifier should demonstrate good IMD characteristics. Typically, a tone spacing up to 20 MHz should be used while tuning amplifiers for this application.
- For wideband signals, phase and gain flatness over the entire band of interest have a significant effect on the ACP performance.
- Fast roll-off of gain at the edges of the band causes deterioration in the ACP performance.
- To attain the intrinsic device linearity, the 3 dB bandwidth of bias networks needs to be at least two times greater than the modulation bandwidth.

Figure 14-16 shows a picture of a W-CDMA amplifier built with LDMOS transistors from Ericsson Microelectronics. The picture shows the bias and decoupling networks on the input and output of a transistor. For attaining best ACP response, it is necessary to have an excellent decoupling network at the Drain of the transistor, down to very low modulation frequencies. This can be achieved by using a high quality shunt capacitor. This technique helps in achieving maximal gain flatness, which is very critical for wideband applications.

It is advisable to avoid ferrite components in the biasing network and to use a series resistor on the Gate bias network to prevent instability. This was explained in the stability analysis described earlier in this chapter.
To achieve flat gain response across the band, the traditional inductive feed should be avoided on both the Gate and Drain. Instead, a quarter wave line at the frequency of interest, properly decoupled with a chip-capacitor, has been shown to provide very flat gain, often on the order of 0.1 to 0.2 dB across the entire bandwidth.

**Typical Performance of Present Day LDMOS RF Transistors for Wideband CDMA Applications**

Present-day LDMOS transistors from most of the manufacturers have a typical Gate length of 0.6 to 0.8 μm, with Gate oxide thickness in the 400 to 500 Å range. The transistors are built by a parallel combination of lower power building blocks (typically with each block capable of a P-1 dB power of 44 dBm). Figure 14-17 shows the data sheet for a highly popular high power LDMOS transistor built for W-CDMA applications by Ericsson Microelectronics. The DC and RF characteristics of the transistor are described in detail in the data sheet.

**FIGURE 14-15A**
Bias dependence on ACPR in the side-lobes at the output of a LDMOS W-CDMA amplifier ($I_{DQ} = 475$ mA)
FIGURE 14-15B
Bias dependence on ACPR in the side-lobes at the output of a LDMOS W-CDMA amplifier (I_{DQ} = 525 mA). Notice that ACPR is the best in the case where the amplifier is biased at 525 mA.

MODELING OF LDMOS TRANSISTORS

Leading manufacturers of LDMOS RF power transistors are developing device and circuit models to accurately predict the DC and RF performance of the devices under various operating conditions. The models provide a way to understand the operation of the device properly, in order to facilitate optimization of the process parameters of the device. This allows for the development of “tailor-made” devices suitable for different applications. More importantly, the device models are an efficient tool for amplifier and system designers, who can incorporate them into high level simulators to perform system optimizations.

There are various approaches being followed by different transistor manufacturers to achieve the common goal—the development of a model that can be reliably used to predict the RF performance of the device. Attempts to develop an accurate model for an LDMOS transistor have not been very successful because of the difficulties encountered in modeling the characteristics of the LDD (drift) region of the device. This portion of the LDMOSFET greatly influences the breakdown voltage, on-resistance, saturation current, and feedback capacitance.
of the device. Hence, it is mandatory to understand the operation of this region of the transistor before any accurate model can be developed.

There are numerous analytical models currently being used to model the LDMOS device. The Root models are the most popular among them. These are table-based models that try to model the DC and capacitance characteristics of the transistor over the operating conditions using data from extensive measurements. The major drawback of this type of model is that it is not based upon the physics of operation of the transistor and often relies on parameters that have no physical significance to achieve a good agreement with the measured data. The model has no way to include the self-heating effects of the transistor. A good model must have a minimum number of model parameters that should be easy to extract from D.C. and small signal A.C. measurements. It should also account for the performance degradation on the transistor due to self-heating. One of the methodologies used at Ericsson Microelectronics to develop a true physics-based model that accounts for self-heating effects is described below.
Device Physics-based Sub-Circuit Model

This type of model uses multiple circuit elements to represent the behavior of different regions of the LDMOS transistor.\textsuperscript{22} It is based on MOS level 3 model (UCB SPICE model) for modeling the channel region of the device. It has elements to model the non-linear resistance of the drift region, and the voltage dependent capacitances and other parasitics of the device. This model is developed on the basis of the understanding of physics of operation of the device, derived from extensive electrothermal simulations in a finite element process/device simulation environment. This allows for the simulation of DC and small signal S-parameter characteristics for the device.

Figure 14-18 shows the sub-circuit model in an enclosed box, along with elements that are used to model the external parasitics due to interconnects, packaging, etc. Scaling properties of model parameters with regard to the number of cells on the Si chip are also given. Model tables have been developed for two different temperatures. Here the temperature refers to the temperature forced on the
**PRELIMINARY** PTF 102003*

**120 Watts, 2.1–2.2 GHz**

**GOLDMOS™ Field Effect Transistor**

**Description**

The PTF 102003 is an internally matched GOLDMOS™ FET intended for WCDMA applications from 2.1 to 2.2 GHz. It is rated at 120 watts power output with 13 dB gain. Nitride surface passivation and full gold metallization ensure excellent device lifetime and reliability.

**RF Specifications** (100% Tested)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Symbol</th>
<th>Min</th>
<th>Typ</th>
<th>Max</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain</td>
<td>G_{ps}</td>
<td>13</td>
<td>—</td>
<td>—</td>
<td>dB</td>
</tr>
<tr>
<td>WCDMA ACP</td>
<td>ACP</td>
<td>-45</td>
<td>—</td>
<td>—</td>
<td>dBc</td>
</tr>
<tr>
<td>Power Output at 1 dB Compression</td>
<td>P-1dB</td>
<td>—</td>
<td>120</td>
<td>—</td>
<td>Watts</td>
</tr>
<tr>
<td>Drain Efficiency</td>
<td>ηD</td>
<td>—</td>
<td>37</td>
<td>—</td>
<td>%</td>
</tr>
<tr>
<td>Load Mismatch Tolerance</td>
<td>Ψ</td>
<td>—</td>
<td>—</td>
<td>10:1</td>
<td>—</td>
</tr>
</tbody>
</table>

All published data at T_{CASE} = 25°C unless otherwise indicated.

* Note: Specification is preliminary and subject to change. Order this product or obtain additional information from your Ericsson Sales Representative.

**FIGURE 14-17**

Preliminary data sheet for PTF102003 LDMOS transistor.19
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**PRELIMINARY** PTF 102003

**Electrical Characteristics** (100% Tested—characteristics, conditions and limits shown per side)

<table>
<thead>
<tr>
<th>Characteristic (per side)</th>
<th>Conditions</th>
<th>Symbol</th>
<th>Min</th>
<th>Typ</th>
<th>Max</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drain-Source Breakdown Voltage</td>
<td>$V_{GS} = 0, V$, $I_D = 125, mA$</td>
<td>$V_{BR(DSS)}$</td>
<td>65</td>
<td>—</td>
<td>—</td>
<td>Volts</td>
</tr>
<tr>
<td>Zero Gate Voltage Drain Current</td>
<td>$V_{DS} = 28, V$, $V_{GS} = 0, V$</td>
<td>$I_{DSS}$</td>
<td>—</td>
<td>—</td>
<td>5.0</td>
<td>mA</td>
</tr>
<tr>
<td>Gate Threshold Voltage</td>
<td>$V_{DS} = 10, V$, $I_D = 150, mA$</td>
<td>$V_{GS(th)}$</td>
<td>3.0</td>
<td>—</td>
<td>5.0</td>
<td>Volts</td>
</tr>
<tr>
<td>Forward Transconductance</td>
<td>$V_{DS} = 10, V$, $I_D = 2, A$</td>
<td>$g_{fs}$</td>
<td>—</td>
<td>5.2</td>
<td>—</td>
<td>Siemens</td>
</tr>
</tbody>
</table>

**Maximum Ratings**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drain-Source Voltage (1)</td>
<td>$V_{DSS}$</td>
<td>65</td>
<td>Vdc</td>
</tr>
<tr>
<td>Gate-Source Voltage (1)</td>
<td>$V_{GS}$</td>
<td>±20</td>
<td>Vdc</td>
</tr>
<tr>
<td>Operating Junction Temperature</td>
<td>$T_J$</td>
<td>200</td>
<td>°C</td>
</tr>
<tr>
<td>Total Device Dissipation</td>
<td>$P_D$</td>
<td>570</td>
<td>Watts</td>
</tr>
<tr>
<td>Above 25°C derate by</td>
<td></td>
<td>1.66</td>
<td>W/°C</td>
</tr>
<tr>
<td>Storage Temperature Range</td>
<td>$T_{STG}$</td>
<td>−40 to +150</td>
<td>°C</td>
</tr>
<tr>
<td>Thermal Resistance ($T_{CASE} = 70°$)</td>
<td>$R_{JUC}$</td>
<td>0.6</td>
<td>°C/W</td>
</tr>
</tbody>
</table>

(1) per side

**Typical Performance**

**ACPR vs. Power Output**

- $V_{DD} = 28\, V$
- $I_{DO} = 2.5\, A$ Total
- $f = 2170\, MHz$

**Efficiency vs. Power Output**

- $V_{DD} = 28\, V$
- $I_{DO} = 2.5\, A$ Total
- $f = 2170\, MHz$

**FIGURE 14-17 (CONTINUED)**
Package Mechanical Specifications

* This part is internally matched. Measurements of the finished product will not yield these results.

FIGURE 14-17  (CONTINUED)
backside of the die. It may differ slightly from the junction temperature within the die. The purpose in doing so is to give model users some idea of how die temperature may affect the device performance by simulating the device at some assumed die temperatures.

Every italicized quantity represents a circuit element. \( M_1 \) is a MOS LEVEL3 MOSFET, representing the channel region in LDMOS. \( Z_1 \) is the Statz model of a MESFET, representing the drift region in LDMOS. \( D_1 \) is a standard diode model, representing the Drain-substrate/Source diode and substrate network. The other symbols have their conventional meanings as used in the common simulators. The numbers in the figure are node numbers used in the sub-circuit net list.

In Table 14-6 the parameter scaling factor for a device with \( N \) cells is shown. The values for the parameters that scale with the cell number \( N \) are marked bold and italic. The parameter values listed below are for 1 cell (that is, \( N = 1 \)). If the cell number is other than 1 (\( N \neq 1 \)), the value should be replaced by the one calculated from the parenthesis on the same line.

By comparing model parameters derived for a given LDMOS transistor for different temperatures, it has been found that only three model parameters have profound temperature dependency. They are \( U_0 \) (mobility) and \( V_{TO} \) (threshold) under the statement MODEL MOS1 NMOS and \( R_S \) under the statement MODEL DIODE1 D.

The biggest advantage of this methodology is the scalability of the model. The model could be easily scaled for different Gate geometries and hence used for developing an understanding that could aid in the design of better transistors. The major drawback of this approach is the inability to accurately model the characteristics of \( C_{rs} \) with bias. This causes significant mismatch between the modeled and measured linearity characteristics of the transistor. Also, at this time there is no direct method to account for dynamic self-heating in the device with this methodology. Models have to be generated from simulations and measurements at different temperatures.

**Electrothermal Model**

The electrothermal model developed by Motorola, Inc., is an empirical large signal, nonlinear model, which includes static and dynamic thermal dependencies. This model represents the I-V characteristics and their derivatives in various regions of operation of the device.\(^{23}\) It uses a set of equations governing the electrothermal behavior of the Drain to Source non-linear current characteristics developed by making extensive measurements under pulsed conditions at different temperatures. It also relies on complicated pulsed S-parameter measurements to extract model parameters to represent the capacitances in the device. The major drawback of this model is the number of model parameters involved, and the numerous curve-fitting coefficients that have no physical meaning.
FIGURE 14-18
Sub-circuit model, including parasitic elements, used to simulate the RF performance of the device.

COMMENTS

To date, there is not a single model published in the literature that could perfectly predict the nonlinear performance of the LDMOS transistor. All of the models are almost equally capable of giving transistor designers first-pass approximations for their designs. Beyond that point, the traditional method of tuning and optimizing the internal matching network and the output matching circuit becomes mandatory.

System designers who wish to use these transistor models to perform higher level simulations representing actual applications find that, because of the number of model parameters involved, none of the models is sufficiently accurate. Also, one should realize that there are many active devices in a system. Thus, modeling the high power FETs for system simulations is not yet feasible. Because most of the transistor manufacturers specify the optimum source and load impedance for the operation of the transistor for a given application, amplifier designers start their designs from this impedance data published in the transistor data sheets and optimize experimentally at the system level to achieve the required system performance.

There is a need for concentrated efforts by RF power transistor designers to develop a robust device model that enables accurate and quick designs for system designers and also aids in the development of ultra-linear, highly efficient, next generation devices.
Table 14-6  Model Parameter Table for T = 27°C

<table>
<thead>
<tr>
<th>SUBCIRCUIT</th>
<th>LDMOS 1 = D, 2 = G, 3 = S</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>13 12 33 33 MOS1 W = 3.0m L=0.8μm (N*3.0m)</td>
</tr>
<tr>
<td>Z1</td>
<td>11 33 13 NMF1 AREA = 1.0 (N)</td>
</tr>
<tr>
<td>D1</td>
<td>33 11 DIODE1 AREA = 1.0 (N)</td>
</tr>
<tr>
<td>RG</td>
<td>55 12 3.25 (3.25/N)</td>
</tr>
<tr>
<td>RD</td>
<td>11 44 2.00 (2.00/N)</td>
</tr>
<tr>
<td>RS</td>
<td>33 66 0.50 (0.50/N)</td>
</tr>
<tr>
<td>CGS</td>
<td>12 33 1.8p (N*1.8p)</td>
</tr>
<tr>
<td>CGD</td>
<td>12 11 40f (N*40f)</td>
</tr>
<tr>
<td>LG</td>
<td>2 55 25p (25p/N)</td>
</tr>
<tr>
<td>LD</td>
<td>44 1 25p (25p/N)</td>
</tr>
<tr>
<td>LS</td>
<td>66 3 3.8p (3.8p/N)</td>
</tr>
</tbody>
</table>

MODEL MOS1 NMOS
+LEVEL    = 3
+VTO      = 4.63
+UO       = 500
+TOX      = 65n
+NSUB     = 1.0e15
+VMAX     = 600k
+XJ       = 4.9μ
+THETA    = 600m
+ETA      = 15m
+KAPPA    = 900μ

MODEL NMF1 NMF
+VTO      = -3.1
+BETA     = 14.4
+ALPHA    = 105μ
+LAMBDA   = 10μ

MODEL DIODE1 D
+IS       = 1e-14
+N        = 1.0
+BV       = 65
+IBV      = 1m
+RS       = 3.75
+CJO      = 2.60p
+VJ       = 0.77
+M        = 0.40
+EG       = 1.11
+XTI      = 3.0
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Emitter resistors, 11
Index

Emitter/source inductance, 93–97
Equal delay transmission line transformers, 193–195, 194f

Failure mechanisms
  base-emitter reverse voltage levels, 82
  collector-emitter breakdown voltage levels, 82–83
description of, 81–85
die temperature. See Die temperature
drain-source breakdown voltage levels, 82–83
electrostatic discharge, 84–85
metal migration, 75–76
overdissipation, 83
Faraday shield, 163
Feedback
  inductively induced, 142
  negative, 141f, 141, 213–217
Feedback capacitance
description of, 52
of LDMOS transistors, 264–265
Feedback resistor, 216–217
Feedback voltage, 213–214
Ferrites, 180
Field effect transistor
  commercially available types of, 43
description of, 43
  efficiency of, 52
  lateral, 43
  push-pull circuit configuration, 51, 84, 96, 121f, 122, 212f, 215
  sample data sheet, 286f–288f
Filters
  bandpass, 168
capacitors in, 174
  low pass, 170–174
Filter switching, 175–178
Flatness, 19, 65
Frequency
  beta, 4
  operating, 4
Frequency bands
  CATV amplifier requirements, 19
  flatness over, 19, 65
  slope over, 19, 65
Frequency compensation, 211–213
Frequency division multiple access, 271
Frequency modulation, 38–39, 62–63
Gain
  associated, 15
calculation of, 224
  insertion, 14
  linear, 18, 18f
  low frequency, 141
  maximum unilateral, 15
  power, 224–229
  stability and, 140
Gain circle, 227, 227f, 231–232
Gain control, 28
Gate-source impedance, 46
Gate threshold, 44
Gemini package, 91, 92f
G_{NF}, See Associated gain
G_{U(max)}, See Maximum unilateral gain
Heat sink
  description of, 25
  function of, 79–80
  thermal resistance of, 79, 80
  transistor mounting to. See Mounting, of transistors
h_{FE}, 4
High power transistor
  characteristics of, 33–34
  input impedance of, 134–135
  thermal resistance of, 75
High-temperature reverse bias, 3
Hybrids
  definition of, 208
  line, 203–204
  90 degree, 202
  ring, 204–206
Impedance
  base-emitter, 46
capacitors modeled at low levels of, 135–136
gate-source, 46
  indirect method of determining, 123–124
  input, 134–135, 211–212
  load. See Load impedance
  of low power transistor, 14–15
  matching, 114, 123–129
  parameters for assessing, 12–14
Inductance
  capacitor, 133
description of, 31
  emitter/source, 93–97
  lead, 95–96
  leakage, 181
Inductors
  description of, 136–137
  lumped circuit, 137f
  printed circuit, 138f
  resistance of, 138f–139f
Input capacitance, 265–266
Input impedance, 134–135, 211–212
Input-matching network, 35
Integrated circuit voltage regulator, 71f, 71–72
Intercept point, 21–23, 65
Intermodulation distortion
    adjacent channel power ratio measurements of, 276–277
    CDMA amplifier, 275–276
definition of, 64
linearity expressed as, 64–65
second order, 23
Internal matching network, 35–36
Interstage matching, 127–129, 129f
Isolated collector package, 90f–91f, 90–91

Junction capacitance, 3, 4f

Laterally diffused metal-oxide-semiconductor transistors. See LDMOS transistors

LDMOS transistors
bias, 274–275
capacitances of feedback, 264–265
input, 265–266
output, 265
cell layout, 262–263, 264f
circuit configurations, 267, 269
cross-sectional representation of, 262f
DC characteristics of, 264
description of, 259
design of, 261–263
dynamic characteristics of, 266–267
features of, 268f
hot carrier-induced degradation, 266
modeling of
description of, 283–289
electrotherm al model for, 290
sub-circuit model for, 285, 290
packages, 267
process flow in, 261–262
stability of, 269–270
structure of, 260, 260f
vertical MOSFETs vs., comparisons between, 260–261
wideband code division multiple access application of, 282

Leakage currents, 3
Leakage inductance, 181
Linear amplifiers
bipolar, 66–68
description of, 18
DIN test, 24

Linear device
description of, 14
linearity determinations, 17–18

Linearity
degree of, 64
determination of, 17–18, 276
testing of, 64–65
wideband signals, 281–282

Line hybrids, 203–204

Load impedance
    of bipolar junction transistors, 45t
    of low power transistors, 235–243
    of MOSFETs, 45t

Load mismatch
description of, 10
overdissipation caused by, 83–84
testing for, 165–168

Low pass filters, 170–174
Low power transistors
bias for, 221–223
mounting of, 108–109
packages for, 87–88, 108
power gain, 224–229
small signal amplifier design for. See Small signal amplifier design

Lumped circuits
amplifier designed with, 113–114
push-pull configuration, 122

Matching
    broadband, 127–129
    component considerations for, 130–132
design of, 123–127
    high frequency, 125
    impedance, 114, 123–129
    interstage, 127–129, 129f
    single stage, 129
types of, 125–127, 126f

Maximum collector current, 7

Maximum power ratings, 5–8

Maximum unilateral gain, 15

Mean time before failure
definition of, 8
die temperature and, 76
factors that affect, 76

Metal migration, 75–76

Metal oxide semiconductor field effect transistors. See MOSFETs

Modeling
    of capacitors, 135–136
    of LDMOS transistors, 283–285, 290

Modulation
    amplitude, 38–40, 60–62
description of, 38
double sideband, 61–62
    frequency, 38–39, 62–63
    single sideband, 38–40, 61–62

MOSFETs
advantages of, 45t
biasing of, 45t, 68–72
bipolar junction transistor vs., comparisons between, 38, 44–48
capacitance gate protection in, 85
description of, 38
disadvantages of, 45t
failure modes, 83–85. See also Failure mechanisms
impedance matching of, 124–125
lateral channel power, 43–44
linearity of, 45t
operating classes for, 59, 69–70
paralleling of, 119
parameters of, 47t
push-pull amplifier designed with, 121f, 122
ruggedness of, 45t
stability of, 45t, 139
switching speed of, 59
temperature compensation in, 69–70, 70f
thermistor-resistors for temperature compensation in, 69–70, 70f
transient sensitivity of, 266
vertical, 43, 260–261
zener diodes, 85
Motorola Impedance Matching Program
description of, 154–157
development of, 151–152
history of, 147
Smith Chart, 147, 153–154, 156–159
transmission line, 156
Mounting
of power modules, 109–110
of transistors
description of, 103–108
flanged devices, 106
improper techniques for, 105f
low power transistors, 108–109
methods, 105f
tips for, 107–108
MTBF. See Mean time before failure
Negative feedback, 141f, 141, 213–217
Network analyzer, 12
NF. See Noise figure
Noise circle, 233
Noise figure
definition of, 15
determinations of, 15
Noise parameters, 220–221
Noise power, 29–30
Noise resistance, 16, 220–221
1 dB gain compression point, 18, 18f
Operation, classes of
class A, 57–58, 58f
class AB, 57–58, 58f, 63
class B, 57–58, 58f
class C, 57, 58f, 63, 143
class D, 59, 59t, 60f
class E, 59, 59t, 60f
Output capacitance
description of, 4, 52
of LDMOS transistors, 265
Output filtering, 168–170
Output matching, 83, 245f
Output network, 228–229
Output power, 34
Packages
CETO-220, 93
characteristics of, 87
common-emitter TO-39, 91–92, 92f
description of, 87
dual emitter bond, 90, 90f
electrical requirements, 88
“Gemini,” 91, 92f
hermetic, 89, 93
isolated collector, 90f–91f, 90–91
LDMOS transistors, 267
low power transistors, 87–88
mounting considerations, 104
stripline opposed emitter, 89, 89f
TO-220, 92–93
Paralleling
of bipolar junction transistor, 117–119
of MOSFETs, 119
Pd. See Power dissipation
Portable radios, power modules for, 27
Power dissipation
CATV modules, 25–26
maximum rating for, 5
methods of determining, 5–6
Power modules
cellular radio use, 28
data sheets, 27–28
description of, 26
efficiency of, 27
mounting of, 109–110
noise power in, 29–30
outpower power of, 29
selection of, 26–27
specifications of, 27
stability of, 27
thermal resistance, 27–28
Power slump, 27
Pulse drooping, 73
Pulse mode
description of, 72–74
relaxation methods for, 80–81
Push-pull circuit configuration, 51, 84, 96, 121f, 122, 212f, 215

Quadrature coupler, 202
Quasi-lumped element realization, 116–117

Resistance, inductor, 137, 138f–139f
Ring hybrids, 204–206
R_n. See Noise resistance
Rollett stability factor, 236
Ruggedness
   specifications for, 10
   tests for assessing, 10–11

Scattering parameters, 14, 219–220, 229–230
Second order intermodulation components, 21
Second order intermodulation distortion, 23
Semiconductor curve tracer, 49
Single-ended amplifier design
   distributed circuits, 114–116
   lumped circuits, 113–114
   microstrip, 114–116
   quasi-lumped element realization, 116–117
   wideband, 116–117
Single sideband modulation, 38–40, 61–62
Skin effect, 176
Slope, 19, 65
Small signal amplifier design
   biasing, 221–223
   load impedances
      broadband design, 240
      circuit realization for, 243–257
      description of, 235
      narrow band matching, 236–238
   noise
      design for low levels, 240–243
      parameters for, 220–221, 233–234
      power gain, 224–229, 234
      scattering parameters, 219–220
      stability, 229–233
Smith chart
   description of, 15–16
Motorola Impedance Matching Program, 147, 150, 151–159
Solid state amplifiers
   circuit testing, 165–168
   low pass filters, 170–174
   output filtering, 168–170
   VSWR protection of, 161–165
Splitters, in-phase, 198
Stability
   of amplifiers, 137–144
   of LDMOS transistors, 269–270
   of low power transistors, 229–233
   of power modules, 27
Storage temperature
   definition of, 8
   for power modules, 28
Stripline opposed emitter, 89, 89f
Synchronization pulses, 41

TDMA. See Time division multiple access
Temperature
   die
      description of, 6–7
      mean time before failure and, 76–77
      reliability effects, 75–81
   junction, 75
   storage
      definition of, 8
      for power modules, 28
   thermal resistance effects, 79
Test circuits, 9–10
Testing
   circuits, 165–168
   combiners, 197–198
   linearity, 64–65
   load mismatch, 165–168
   solid state amplifiers, 165–168
Thermal resistance
   CATV modules, 25
   determination of, 5–6, 77
   heat sink, 79, 80
   of high power transistor, 75
   power modules, 27–28
   temperature effects, 79
Thermal runaway
   bipolar junction transistors, 46
   LDMOS transistor resistance to, 266
Thermistors, 69–70
Time division multiple access
   advantages of, 271
   description of, 271
   disadvantages of, 272–273
   technical specifications of, 274t
TO-220 package, 92–93
Transfer function, 20
Transformers
   conventional, 182–185, 186f
   impedance ratios of, 180
   transmission line
      characteristics of, 190
      disadvantages of, 192–193
      equal delay, 193–195, 194f
      example of, 191f
      materials for, 190, 192
      twisted wire, 187–190
      wideband, 179–182
Transistors
- bipolar junction. See Bipolar junction transistor
- characteristics of, 31
- circuit configurations, 48–50
- design of, 31
- field effect. See Field effect transistor
- functional characteristics of, 9–14
- high power. See High power transistor
- input/output characteristics of, 12
- internal matching network, 35–37
- LDMOS. See LDMOS transistors
- low power
  - characteristics of, 14–18, 32–33
  - selection of, 14–18
- mounting of, 103–108
- packaging of. see Packages
- paralleling of, 117–119
- pulse mode operation of, 72–74
- ruggedness of, 10
- selection considerations
  - application, 32–34
  - bandwidth, 34–38
  - linearity, 40–41
  - modulation, 38–39
- MOSFETs vs. bipolar junction transistor, 38
- selection criteria for, 9
- types of, 32

Transmission line transformers
- characteristics of, 190
- disadvantages of, 192–193
- equal delay, 193–195, 194f
- example of, 191f
- materials for, 190, 192
- Twisted wire transformers, 187–190
- Varactor effect, 142, 143f
- Voltages
  - for avionic products, 2
  - for radio, 2
- VSWR, 14
- VSWR bridge, 161
- VSWR sensor, 162f, 164f–165f
- Wideband code division multiple access
  - designing of, 277–280
  - features of, 275t
- Wideband transformers, 179–182
- Wilkinson combiners, 198, 208f, 208–209
- Wire
  - aluminum, 82
  - transistor failure and, 81–82
- Zener diodes, 85
- Z_\text{in}, 12
- Z_\text{out}, 12
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