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The Battle of New Orleans (1814) was the only major land battle won by the United States during the War of 1812. But it was a hollow victory because it took place two weeks after the war ended. The message announcing the end of the war did not arrive in time. Why? Communications in 1814 were very slow. Messages went by horseback courier or sailing ship. General Andrew Jackson enjoyed no better communications between Washington and New Orleans than Julius Caesar had between Rome and Gaul. Indeed, Caesar may have had better communications because of the road system built by the Romans.

The modern telecommunications revolution began less than a generation after the Battle of New Orleans when Samuel F. B. Morse invented the telegraph. By the Civil War much of the country was humming with telegraph wires, and communications between distant cities was reduced to a few minutes. Stonewall Jackson had communications that Andrew Jackson could not even comprehend. It took another generation to invent the telephone, which allowed voice communications, and still another to invent radio.

The accelerating rate of progress in communications is seen by certain historical events. The first transatlantic telegraph cable was completed between 1855 and 1857, and could transmit no faster than about 50 words per minute. It wasn't until 1955, a century later, that the first transatlantic telephone cable was laid.¹ Only nine years after the first transatlantic telephone cable went into service, the first global communications satellite (AT&T’s Telstar 1) was launched. In the decades since Telstar 1 so many satellites (communications and otherwise) have been launched that collisions with “space junk” have become a distinct hazard. Progress in telecommunications today proceeds at such a whirlwind pace that it is difficult to keep pace with advances.

Concurrent with, and because of, the telecommunications revolution is the development of now commonly available services such as cable TV,² the

¹ Transatlantic telephone service began in the 1930s using high-frequency short-wave radio channels. Capacity was limited, and waits of several days to get a free line were not uncommon. Ionospheric disturbances and magnetic storms, caused by solar activity, often eliminated the telephone channel for hours to days at a time.

² Cable TV in this context includes not just television signals but also the distribution of radio signals.
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Internet, and wireless and cellular phone technology. Whereas Andrew Jackson and Julius Caesar had to wait weeks for messages to arrive, today we have instantaneous messaging, graphics, video, and audio available at our fingertips through the telephone companies, Internet service providers, and cable TV companies.

The baseline capability expected by the public has increased dramatically in the past two decades. Whereas in the past most users had been limited to a single-channel analog voice system (telephone), we now have the ability to conduct online sessions with participants in all states and on all continents, simultaneously.

The public switched telephone network in the United States of America is one of the true marvels of the modern world. It provides the ability to interconnect any two out of more than one hundred million telephones, usually within a few seconds of the request for connection. It is controlled by the world's largest network of interconnected and cooperating computers. Yet the telephones in this network are usable by unskilled operators without formal training (almost any child of 4 or 5 can make a telephone call).

This book is in part about that network and the technology that has made it possible. But it is more about revolutionary changes that are taking place in the way telephone conversations and data are taken into the network, switched, and transmitted. Some of the technology still in everyday use in the telephone network dates from the decade of the invention of the telephone in the 1870s. However, even this old and traditional business is being forced by economics, regulation, and competition to make massive changes in the way it does business and in the equipment and techniques used to provide the telephone service.

We begin by presenting the fundamentals of the telephone network: how it began, what the components are, and how they are connected. Next we review the basic nonelectronic telephone set. We then consider the effect of microelectronics on the construction and operation of the telephone set; for example, the effect on functions such as speech signal processing and interface with the telephone line, pulse and tone generation for dialing, and ringers. Next, we discuss how microcomputers use digital techniques and stored programs to enhance the performance and features of the telephone set. Digital transmission techniques, electronics in the central office, and network transmission concepts and fundamentals are explained. Finally, we consider new advances in cordless phone, mobile radio, and cellular phone technology. We also take a look at fiber optic technology and the Internet, as well as expand the coverage of wireless telephones—a very big market today. New information on high-definition television, modems, DSL lines, and cable modems has also been included.

1 Including both e-mail and the World Wide Web.
Like other books in the series, this book builds understanding via a step-by-step process. Try to master each chapter before going on to the next one. A quiz is provided at the end of each chapter for self-evaluation of what has been learned. Answers are given at the back of the book.

The business of providing the equipment and service for both local and long-distance telephone communication is today undergoing some of the most fundamental changes ever required to be made by any U.S. institution. Before the government breakup of AT&T in January 1984, AT&T was the largest company on earth, and its product is a service that has become a necessity for all of us. Understanding the technical side of the telephone is necessary in understanding a force in modern life that has been and will continue to be as much an agent for change as the automobile, the airplane, and the computer.
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The telephone was invented a little over a hundred years ago by Alexander Graham Bell. The telephone industry has since become one of the largest on earth.

The telephone arrived as a practical instrument over a century ago in 1876, an outgrowth of experiments on a device to send multiple telegraph signals over a single wire. Alexander Graham Bell, a native of Scotland, while conducting electrical experiments spilled acid on his trousers. His reaction, the now-famous “Mr. Watson, come here, I want you,” brought Thomas A. Watson on the run not only because of his employer’s distress, but because the words had been carried by electricity into Watson’s room and reproduced clearly on his receiving set. The simple instrument being tested on Court Street in Boston on March 10, 1876, wasn't very practical (the acid was used in the system), but improvement followed so rapidly that putting into action Bell’s concept of a public telephone network—“this grand system... whereby a man in one part of the country may communicate by word of mouth with another in a distant place”—was well under way by January 1878, when the first commercial exchange was operated in New Haven. By 1907, one hotel alone (the Waldorf Astoria in New York City) had 1,120 telephones and processed 500,000 calls per year.

The American Telephone and Telegraph Company (AT&T) was incorporated in March 1885 to manage the explosive growth of the fledgling telephone network across the United States. Virtually since the beginning, AT&T worked as a legal, regulated monopoly. This means that AT&T was allowed to establish, maintain, and control a single, universal network across the country without any competition, as well as provide all telephone sets and switching equipment to the general public. The federal government regulated its policies, practices, and fees. This set the groundwork for the development of the most advanced and efficient telecommunications system in the world.

By the mid-1940s, however, the U.S. government began to question seriously the principles of the telephone monopoly in light of the general antitrust laws and alleged abuses by AT&T. An antitrust suit filed in 1949 forced AT&T to restrict its business activities to the national telephone system in 1956. During the next several decades, the Federal Communications Commission (FCC) began to allow the introduction of new products and services from competing companies. By the mid-1970s, several competitors obtained the capacity to offer long-distance telephone service.
Advances in technology and the challenges of competition caused the government once again to rethink its position on the telephone monopoly. On November 20, 1974, the Department of Justice filed a new antitrust suit against AT&T. The trial began in January 1981. One year later, AT&T agreed on terms to settle the suit. In essence, AT&T would divest all of its local operating companies. This would dissolve the monopoly held by AT&T for almost one hundred years, but it would also lift many regulatory constraints.

Official divestiture took place on January 1, 1984. The monopoly was gone. AT&T was free to compete in the nation's emerging communications market, and local operating companies were allowed to handle local service and maintain the network.

Each local telephone company is owned by a holding company for that particular region which handles the overall day-to-day business operations of the region, and leaves the local companies to concentrate on service and maintenance of the network. These holding companies are known as Regional Bell Operating Companies (RBOCs). To maintain technical consistency after divestiture, a Central Service Organization (CSO) was established to serve RBOCs across the nation by providing research and development functions. This technical organization takes the place of Bell Labs (now Lucent Technologies), which remained with AT&T after divestiture. The CSO is funded by every RBOC, so its work is utilized by all regional and local companies.

Today, telecommunications is a multibillion dollar industry employing well over one million people. This modern network handles voice and data communications efficiently and reliably in even the most remote locations. A number of new and merged telecommunications companies have arrived on the scene. For example, the Chesapeake & Potomac telephone company merged with New York and New England telephone companies to become BellAtlantic, which then became Verizon. A number of long-distance telephone providers also exist now in addition to AT&T. For example, MCI Worldcom and Sprint operate in the United States on an equal basis with AT&T. There are also a number of smaller telephone companies in the marketplace, as well as “dial-around” (10-10-xxxx) services available to the long-distance user today.

### THE TELEPHONE SET

An example of a telephone set like those used to originate and receive telephone calls is shown in Figure 1-1. It is simple in appearance and operation yet it performs a surprising number of functions. The most important ones are:

1. It requests the use of the telephone system when the handset is lifted.
2. It indicates that the system is ready for use by receiving a tone, called the **dial tone**.
3. It sends the number of the telephone to be called to the system. This number is initiated by the caller when the number is pressed (or the dial is rotated in older telephones).

4. It indicates the state of a call in progress by receiving tones indicating the status (ringing, busy, etc.).

5. It indicates an incoming call to the called telephone by ringing bells or other audible tones.

6. It changes speech of a calling party to electrical signals for transmission to a distant party through the system. It changes electrical signals received from a distant party to speech for the called party.

7. It automatically adjusts for changes in the power supplied to it.

8. It signals the system that a call is finished when a caller “hangs up” the handset.

Of course, for a telephone to be of any use, it must be connected to another telephone. In the very early days of telephony, the phones were simply wired together with no switching. As the number of phones increased this became impractical, so the local exchange or central office was established to handle the switching and other functions.
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THE LOCAL LOOP

Each subscriber telephone is connected to a central office that contains switching equipment, signaling equipment, and batteries that supply direct current to operate the telephones as shown in Figure 1-2. Each phone is connected to the central office through a local loop of two wires called a wire pair. One of the wires is called T (for tip) and the other is called R (for ring), which refers to the tip and ring parts of the plug used in the early manual switchboards. In some countries, including the United Kingdom, these wires are called the A-wire and the B-wire, respectively.

Switches in the central office respond to the dial pulses or tones from the telephone to connect the calling phone to the called phone. When the connection is established, the two telephones communicate over transformer coupled loops using the current supplied by the central office batteries.

Initiating a Call

When the handset of the telephone is resting in its cradle, the weight of the handset holds the switchhook buttons down and the switches are open. This is called the on-hook condition. The circuit between the telephone handset and the central office is open; however, the ringer circuit in the telephone is always connected to the central office as shown in Figure 1-2. The capacitor, C, blocks the flow of dc from the battery, but passes the ac ringing signal. (The ringer circuit presents a high impedance to speech signals so it has no effect on them.)

When the handset is removed from its cradle, the spring-loaded buttons come up and the switchhook closes. This completes the circuit to the exchange and current flows in the circuit. This is called the off-hook condition. (The on-hook, off-hook, and hang-up terms came from the early days of telephony, when the receiver was separate and hung on the switchhook when not in use as shown in Figure 1-3. This also explains why many people still refer to the handset of today as the receiver.)

In the telephone circuit shown in Figure 1-2 the dc path is through the switchhook, dial contacts, induction coil, and the handset transmitter and receiver. In electronic telephones the dc current supplies power to the internal integrated circuits and any excess current is returned to line through a constant current circuit. A constant current circuit has high impedance to ac signals and thus provides a dc path without shorting out the wanted audio signals. The off-hook signal tells the exchange that someone wants to make a call. The exchange returns a dial tone to the called phone to let the caller know that the exchange is ready to accept a telephone number. (The telephone number also may be referred to as an address.)
Figure 1-2
Sending a Number

Some older telephone sets send the telephone number by dial pulses while newer telephones send it by audio Touchtones. These are described in historical order; note that dial pulsing is rarely used nowadays (although sometimes an option on electronic telephones).

Dial Pulsing

Telephone sets that use dial pulsing have a rotary dial, which opens and closes the local loop circuit at a timed rate. The number of dial pulses resulting from one operation of the dial is determined by how far the dial is rotated before releasing it. Although all network facilities are currently compatible with pulse dialing telephones, today's standard embraces the Touchtone method of dialing.
**Dual-Tone Multifrequency**

Most modern telephone sets employ the newer method of using audio tones to send the telephone number called the dual-tone multifrequency (DTMF) method. Audio tones can be used only if the central office is equipped to process the tones. Instead of a rotary dial, these telephone sets have a push-button keypad with 12 keys for the numbers 0 through 9 and the symbols * (asterisk) and # (pound sign). Pressing one of the keys causes an electronic circuit in the keypad to generate two output tones that represent the number. DTMF is also known as MF4 and is used by customers for giving instructions in electronic banking systems and to route calls through call centers.

**Connecting the Phones**

The central office has various switches and relays that automatically connect the calling and called phones. For now, assume that the connection has been made. The actual operation of switching systems will be covered in more detail a little later.

If the called phone handset is off-hook when the connection is attempted, a busy tone generated by the central office is returned to the calling phone. Otherwise, a ringing signal is sent to the called phone to alert the called party that a call is waiting. At the same time, a ringback tone is returned to the calling phone to indicate that the called phone is ringing.

**Ringing the Called Phone**

Early telephone circuits were point-to-point (not switched), and the caller gained the attention of the party at the other end by picking up the transmitter and shouting “Hello” or “Ahoy.” This was not very satisfactory, and schemes based on a mechanical signaling arrangements were soon invented. The one in common use today, called the polarized ringer, or bell, was patented in 1878 by Thomas A. Watson (Mr. Bell's assistant). Electronic ringing circuits are quickly replacing polarized ringers in new telephone designs.

**Answering the Call**

When the called party removes the handset in response to a ring, the loop to that phone is completed by its closed switchhook and loop current flows through the called telephone. The central office then removes the ringing signal and the ringback tone from the circuit.

**Talking**

The part of the telephone into which a person talks is called the transmitter. It converts speech (acoustical energy) into variations in an electric
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The part of the telephone that converts the electric current variations into sound that a person can hear is called the receiver. The signal produced by the transmitter is carried by the loop current variations to the receiver of the called party. Also, a small amount of the transmitter signal is fed back into the talker’s receiver. This is called the sidetone.

Sidetone is necessary so that the person can hear his/her own voice from the receiver to determine how loudly to speak. The sidetone must be at the proper level because too much sidetone will cause the person to speak too softly for good reception by the called party. Conversely, too little sidetone will cause the person to speak so loudly that it may sound like a yell at the receiving end.

Ending the Call

The call is ended when either party hangs up the handset. The on-hook signal tells the central office to release the line connections. In some central offices, the connection is released when either party goes on-hook. In others, the connection is released only when the calling party goes on-hook.

Beyond the Local Loop

Thus far, the discussion of connecting two telephones together has been limited to local loops and a central office exchange. Most central office exchanges can handle up to 10,000 telephones. But what if we have a need to connect more than 10,000 phones, or to connect phones in different cities, different states, or different countries? Over the years, a complex network of many telephone exchanges has been established to accomplish these requirements. Let’s look next at how this network is arranged.

THE PUBLIC SWITCHED TELEPHONE NETWORK

Exchange Designations

Each telephone exchange in North America has two designations, office class and name, to identify it, and to describe its function. These are shown in Figure 1-4.

Subscriber telephones are normally, but not exclusively, connected to end offices. Toll (long-distance) switching is performed by Class 4, 3, 2, and 1 offices. The intermediate point, or Class 4X office, is a relatively new class. It applies to all-digital exchanges to which remote unattended exchanges (called remote switching units) can be attached. These Class 4X offices may interconnect subscriber telephones as well as other Class 5 and Class 4 exchanges.
Figure 1-4
Network Hierarchy

<table>
<thead>
<tr>
<th>Key</th>
<th>Class</th>
<th>Name</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Regional Center*</td>
<td>RC</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Sectional Center*</td>
<td>SC</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>Primary Center*</td>
<td>PC</td>
</tr>
<tr>
<td>4</td>
<td>4C</td>
<td>Toll Center</td>
<td>TC</td>
</tr>
<tr>
<td>4</td>
<td>4P</td>
<td>Toll Point</td>
<td>TP</td>
</tr>
<tr>
<td>4</td>
<td>4X</td>
<td>Intermediate Point</td>
<td>IP</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>End Office</td>
<td>EO</td>
</tr>
<tr>
<td>5</td>
<td>5E</td>
<td>End Office with</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Remote Switching Unit</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5R</td>
<td>End Office with</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Remote Switching Unit</td>
<td>RSU</td>
</tr>
</tbody>
</table>

*May be a "point" rather than a "center".
The abbreviation is then RP, SP, or PP.
The ten regional centers (Class 1 offices) in the United States and two in Canada are connected directly to each other with large-capacity trunk groups. North America has 67 Class 2, 230 Class 3, 1,300 Class 4, and about 19,000 Class 5 exchanges.

**Interconnection**

The network is organized like a tree, or rather like a small grove of trees, whose roots have grown together. Figure 1-4 shows this in simplified form. Each exchange is optimized for a particular function. A call requiring service that cannot be performed by a lower class exchange is usually forwarded to the next higher exchange in the network for further processing.

The regional center, like the base of each tree, forms the foundation of the network. The branch levels are the Class 2, 3, 4, 4X, and Class 5 offices. Most offices are connected to more than one other, and the interconnections among the various offices are not as simple as shown in Figure 1-4. The interconnections depend on the patterns of the traffic arriving at and leaving each office.

The network makes connections by attempting to find the shortest path from the Class 5 office serving the caller to the Class 5 office serving the called party. The high-usage interoffice trunk groups, which provide direct connection between offices of equal or lower level, are used first. If they are busy, trunk groups at the next higher level (called final groups) are used. Digital logic circuits in the common control of each exchange make decisions based on rules stored in memory that specify which trunk groups are to be tried and in what order. These rules, for example, prevent more than nine connections in tandem, and prevent endless loop connections (called ring-around-the-rosy).  

**Structure**

The supervisory signals used to set up telephone connections and the voice signals of the conversations are carried by transmission systems over paths called facilities. These systems are divided into three broad categories: local, exchange area, and long-haul.

**The Local Network**

The local network shown in Figure 1-5 is the means by which telephones in residences and businesses are connected to central offices. The local facilities are almost exclusively wire pairs that fan out like branches of a tree from a point called the wire center throughout a serving area. Serving areas vary greatly in size, from an average of 12 square miles in urban locations to 130 square miles for rural areas. More than one central office is often required for a serving area in urban areas, but one central office is usually sufficient in rural areas. An average wire center in an urban area will serve 41,000 subscriber lines and

---

1 Nine tandem connections have never been known to occur.
Figure 1-5
Local Network

a. Local Distribution Area

b. Detail of a Serving Area
5,000 trunks. The urban exchanges generally have a higher call-carrying capacity than the rural exchanges.

**Exchange Area Network**

The exchange area network is intermediate between the local network and the long-haul network. A simplified example is shown in Figure 1-6. Exchanges are interconnected with exchange area transmission systems. These systems may consist of open wire pairs on poles, wire pairs in cables, microwave radio links, and fiber optic cables. The exchange area network normally interconnects local exchanges and tandem exchanges. Tandem exchanges are those that make connections between central offices when an interoffice trunk is not available. A tandem exchange is to central offices as a central office is to subscriber telephone sets.

**Long-Haul Network**

During the 1980s and 1990s, wire cable and microwave transmission facilities connecting local and toll (long-distance) exchanges in the United States...
Both voice and control signals are carried. Voice signals are usually analog, but control signals or supervisory signals may be digital and/or analog.

and in many other countries were aggressively replaced with fiber optic cables. Currently, the major long-distance carriers primarily employ fiber optic cables in favor of satellite and microwave links, which are relegated to situations where optical fiber installation is not practical or economical (some mountainous areas may come under this category).

TYPES OF TRANSMISSIONS

Spoken messages or voice signals are not the only signals that are transmitted down a telephone line. In the previous discussion of making a connection between the calling telephone and the called telephone, some of these other signals were discussed: dial tone, dial pulses or key tones used for sending a number, busy tone, and ringback tone. These signals are for control of the switching connections or to indicate the status of the call. Such signals are called control signals or supervisory signals. They may be tone signals (analog) or on-off (digital) signals. Therefore, if one were to examine the signals on many local loops, one would find analog voice signals, analog tone signaling, and digital on-off signaling. It would be a mixture of analog and digital signals.

Analog Voice Transmissions

Signals that have continuously and smoothly varying amplitude or frequency are called analog signals. Speech (or voice) signals are of this type. They vary in amplitude and frequency. Figure 1-7 shows the typical destruction of energy in voice signals. The vertical axis is relative energy and the horizontal axis is frequency. It shows that the voice frequencies that contribute to speech can extend from below 100 hertz (Hz) to above 6,000 Hz. However, it has been found that the major energy necessary for intelligible speech is contained in a band of frequencies between 200 and 4,000 Hz.

Voice Channel Bandwidth

The telephone circuits are designed to pass a limited bandwidth. This permits the transmission of the voice frequencies and limits unwanted circuit noises.

To eliminate unwanted signals (noise) that could disturb conversations or cause errors in control signals, the circuits that carry the telephone signals are designed to pass only certain frequencies. The range of frequencies that are passed are said to be in the passband. For a telephone system voice channel (a VF channel) the passband is 0 to 4,000 Hz. (Sometimes this band is called a message channel.) The bandwidth is the difference between the upper and lower limits of the passband; thus, the bandwidth of the VF channel is 4,000 Hz. However, not all of the VF channel is used for the transmission of speech. The voice passband is restricted to 300 to 3,000 Hz as shown in Figure 1-7. Hence, any signal carried on the telephone circuit that is within the range of 300 to 3,000 Hz is called an in-band signal as shown in Figure 1-8. Any signal
which is not within the 300 to 3,000 Hz band, but is within the VF channel, is called an out-of-band signal. All speech signals are in-band signals. Some signaling transmissions are in-band and some are out-of-band.

**Voice Channel Level**

The loudness or amplitude of signals on telephone circuits is usually referred to as the level of the signal. The level of a signal is expressed in terms of the power that the signal delivers to a load. For example, a pair of telephone wires running together in a cable forms a transmission line with an impedance of 600 ohms. Impedance is to ac circuits what resistance is to dc circuits. As shown in Figure 1-9, the power delivered to a balanced pair transmission line is:

\[
P_{\text{load}} = \frac{e_s^2}{Z}
\]

where

- \(P_{\text{load}}\) is the power in watts,
- \(e_s\) is the signal level in volts,
- \(Z\) is the impedance in ohms.
Figure 1-8
In-Band and Out-of-Band Signaling

This is the frequency width for the voice channel

This is the frequency width allowed for the voice signal

Figure 1-9
Power Delivered to Wire Pair

\[ P_{\text{load}} = e_s \times i_s \]

\[ i_s = \frac{e_s}{Z} \]

\[ P_{\text{load}} = \text{Power in watts to load} \]

\[ e_s = \text{Signal level in volts} \]

\[ i_s = \text{Signal current in amperes} \]

\[ Z = \text{Impedance in ohms} \]
Signal level usually is expressed relative to some reference. In telephone and audio circuits, the reference level is 1 milliwatt of power to the load. If $P_{\text{load}}$ equals 1 milliwatt (0.001 watt) and $Z$ equals 600 ohms then, as shown in Figure 1-9:

$$1\text{mW} = \frac{e_s^2}{600 \text{ ohms}}$$

or

$$600 \times 1 \times 10^{-3} = e_s^2$$

$$0.6 = e_s^2$$

$$0.775 = e_s$$

Therefore, a signal level of 0.775 volt applied across 600 ohms produces 1 milliwatt of power.

Analog signals that are transmitted at a constant frequency also can have their level expressed in decibels (dB). It is another means of expressing the signal power delivered to a load. In technical terms as an equation:

$$\text{dB} = 10 \log_{10}(P_1 / P_2)$$

It is a shorthand way of expressing the ratio of power $P_1$ to power $P_2$. Table 1-1 lists some of these ratios.

A special decibel ratio is established when 1 milliwatt is used as the reference power, $P_2$. Under this condition, the decibel power ratio is classified as measured in dBm (decibels referenced to 1 milliwatt dissipated in a 600-ohm load). Therefore, from Table 1-1, if $P_2$ equals 1 milliwatt, then a signal at 0 dBm will be delivering a power, $P_1$, of 1 milliwatt to the load because the ratio of $P_1$ to $P_2$ must be 1. Said another way, when a signal produces a power $P_1$ into load of 600 ohms that has a 20-dBm level, it is delivering 100 milliwatts of power ($P_1$) compared to the reference power of 1 milliwatt for $P_2$.

In telephone systems, the 0-dBm level is usually set at the sending end of a transmission line at the output of the switch. This point then becomes a system reference point called the zero transmission level point (0 TLP). Once the 0 TLP is chosen and the 0-dBm level applied at that point, all other power gains and losses in the transmission path between that point and the next switch output can be measured directly with respect to the 0 TLP. If the signal magnitude is measured, then the unit dBm0 is used. If only the relative gain or loss is indicated, the unit dB is used.

**Voice Channel Noise**

Transmission systems often must operate in the presence of various unwanted signals (generally referred to as noise) that distort the information being sent. Lightning, thermal noise, induced signals from nearby power lines, battery noise, corroded connections, and maintenance activities all contribute...
Table 1-1
Power Ratios in Decibels

<table>
<thead>
<tr>
<th></th>
<th>dB</th>
<th>P1/P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td></td>
<td>10,000</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>1,000</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>2.0</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>-3</td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>-10</td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>-20</td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td>-30</td>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td>-40</td>
<td></td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Echoes are caused by the reflection of unabsorbed electrical energy by the load side of the transmission lines.

Multiple telephone conversations may be sent over one telephone channel by frequency division multiplexing. This involves assigning each voice signal to a separate carrier frequency.

to degradation of the signal. Analog channel speech quality is primarily determined by the absolute noise level on the channel when it is idle; that is, when no speech signal is present. Speech tends to mask any noise present, but noise in an idle channel is quite objectionable to a listener. Stringent standards (−69 dBm0 up to 180 miles and −50 dBm0 up to 3,000 miles with −16 dBm0 as speech level) have been set for this idle channel noise in the U.S. network.

Another type of noise that originates from the voice transmission itself is an echo. The primary echo is the reflection of the transmitted signal back to the receiver of the person talking. The amount of delay in the echo depends on the distance from the transmitter to the point of reflection. The effect of the delay on the talker may be barely noticeable to very irritating to downright confusing. Echo also affects the listener on the far end, but to a lesser degree. Echoes are caused by mismatches in transmission line impedances; these usually occur at the hybrid interface between a 2-wire circuit and a 4-wire transmission system. The effect of echo is reduced by inserting loss in the lines.

**Multiplexing**

A local loop can carry only one voice channel conversation at a time. This is not economical for toll transmission and a method was devised so that a transmission path can carry many telephone conversations at the same time. This is accomplished by multiplexing. For analog signals, frequency division multiplexing (FDM) is used. In simplified terms, this means that several telephone conversations are all sent together over one transmission channel, but are separated by their frequency.

The basic principles of this are shown in Figures 1-10 and 1-11. In Figure 1-10, a voice signal having frequencies within the voice frequency channel bandwidth of from 0 to 4 kilohertz (kHz) is changing, or modulating, the
Figure 1-10
Carrier Modulated by Voice Signal

Figure 1-11
Multiplexed Frequency Signals
amplitude of another frequency (8,140 kHz in this case), which is called the carrier frequency. The 0- to 4-kHz voice frequency signal is amplitude modulating the 8,140-kHz carrier. The information in the voice signal is being carried by the changing amplitude of the 8,140-kHz signal and the voice frequencies have been translated to different frequencies. This technique is commonly referred to as amplitude modulation.

If different voice signals (different telephone conversations) are placed on different carrier frequencies, then many conversations can be multiplexed on one transmission path and transmitted to the receiving point. At the receiving point, the different conversations can be identified and separated by their unique frequency, and the original conversation can be recovered from the carrier (demodulated) and sent to the called telephone.

The multiplexing of the signals is shown in Figure 1-11 for 12 voice channels. Because each voice channel has a 4-kHz bandwidth, 12 channels require 4 x 12 or 48-kHz bandwidth. Because the lower frequency in this example is 8,140 kHz, the output multiplexed signal frequency extends from 8,140 to 8,188 kHz (8,140 + 48 = 8,188). It should be apparent that if the individual voice channel bandpass were made larger, the spread in carrier frequency would have to be larger; or if the number of voice channels to be multiplexed together were increased, the spread in carrier frequencies would need to be larger. In technical terms, in general, as the number of voice channels to be transmitted over a transmission path increases, the required bandwidth of the transmission path must increase.

**Signaling Transmission**

As stated previously, signaling refers to specific signals on the transmission line that are used for controlling the connection from the calling telephone to the called telephone, or that are used to indicate the status of a call as it is being interconnected. The first type to be discussed is dc signaling.

**DC Signaling**

Dc signaling is based on the presence or absence of circuit current or voltage, or the presence of a given voltage polarity. The state of the signal indicates on-hook, off-hook, dial pulses, or status of the interconnection. These signals are on-off type digital signals.

On local loops, on-hook is indicated by an open circuit and no current flow. Off-hook is signaled by a closed circuit and continuous current flow. Dial pulses consist of current flow interrupted at a specified rate as discussed previously. (A potential problem with dc signaling is that dial pulses spaced too far apart may be mistaken for an on-hook signal by the exchange. However, due to careful design, this problem does not occur very often.)

A type of dc signaling called reverse battery signaling is used between central offices to indicate the status of the switched connection. When the
near-end exchange requests service, an idle trunk is seized. A polarity of a given voltage exists on the trunk, which indicates to the near end that the called phone is on-hook and ringing. The far-end exchange acknowledges and indicates to the near end that the called party has answered by reversing the voltage polarity.

E&M signaling is used for the same purpose on long interoffice and short-haul toll trunks. This type of signaling requires two extra wires in the originating and terminating trunk circuits—one for the E lead and the other for the M lead. Since separate wires are used for each, the on-hook and off-hook states can be signaled from both ends of the circuit as shown in Table 1-2. This allows signaling to be sent in both directions at the same time without interfering with one another. Sometimes two wires are used for each signal to avoid noise problems caused by a common ground.

<table>
<thead>
<tr>
<th>State</th>
<th>E Lead (Inbound)</th>
<th>M Lead (Outbound)</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-hook</td>
<td>Open</td>
<td>Ground</td>
</tr>
<tr>
<td>Off-hook</td>
<td>Ground</td>
<td>Battery voltage</td>
</tr>
</tbody>
</table>

**Tone Signaling**

Various tones are used for both control and status indication. The tones may be single frequency or combinations of frequencies. These are analog signals that are either continuous tones or tone bursts (tones turned on and off at various rates). The call progress tones listed in Table 1-3 are sent by the exchange to the calling phone to inform the caller about the status of the call. For example, the dial tone, which has been mentioned previously, is a continuous tone made by combining the frequencies of 350 and 440 Hz. The busy signal that tells the caller that the called telephone is busy (off-hook) is a combination frequency tone that appears in bursts of 0.5 second on-time separated by an off-time of 0.5 second. The receiver off-hook warning signal is a combination frequency tone of four frequencies that is on for 0.1 second and off for 0.1 second. This signal is very loud in order to get the attention of someone so that person can “hang up” a receiver (handset) that has been left off-hook. All of these tones, as well as the DTMF addressing tones discussed previously, are in-band signaling.

Tone signaling between exchanges may be in-band or out-of-band. The most commonly used single frequency (SF) tones are 2,600 Hz for in-band and 3,700 Hz for out-of-band signaling. E&M signals are converted to an SF tone for transmission on carrier systems because the dc signals cannot be transmitted. The tone indicates on-hook when present and off-hook when not
TABLE 1-3
Network Call Progress Tones

<table>
<thead>
<tr>
<th>Tone</th>
<th>Frequency (Hz)</th>
<th>On-Time (sec)</th>
<th>Off-Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dial</td>
<td>350 + 440</td>
<td>Continuous</td>
<td></td>
</tr>
<tr>
<td>Busy</td>
<td>480 + 620</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Ringback, normal</td>
<td>440 + 480</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Ringback, PBX</td>
<td>440 + 480</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Congestion (toll)</td>
<td>480 + 620</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Reorder (local)</td>
<td>480 + 620</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>Receiver off-hook*</td>
<td>1400 + 2060 + 2450 + 2600</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>No such number</td>
<td>200 to 400</td>
<td>Continuous, frequency modulated at 1-Hz rate</td>
<td></td>
</tr>
</tbody>
</table>

*Receiver off-hook is a very loud tone, 0 dBm per frequency

The telephone system uses multifrequency (MF) signaling, which transmits address information (the telephone number) over toll facilities. The frequencies used are pairs of tones to represent the numerals 0 through 9 and some control functions, similar to DTMF used at the telephone set.

**Digital Control Signals**

Instead of just interrupting a dc voltage, as in the case of dc signaling, or interrupting continuous tones to provide tone bursts, control or supervisory signals can be digital codes. Instead of being on-off signals that occur at random times, they are combinations of signals that have two levels, 0 and 1, and that have a definite time relationship with each other. This is illustrated in Figure 1-12. In the telephone system, the binary digital (bit) 1 and 0 levels may be represented by voltage or current levels. Note that the bits occur in a particular time sequence. For example, in Figure 1-12, a binary code of eight bits is shown with bits d0 through d7 always occurring in the same time slot, t1 through t8, when transmitted in sequence. For a particular system design, once the time relationships of when the bits occur is set, the time relationship doesn’t change.

The control information can be contained in the binary code in several ways. All eight bits may be used as a group to represent a number from 0 to 255. The binary code for the number 234 is shown across the first line in Figure 1-12. On the left side, the code is presented in Os and Is, and on the right side, the code is presented as voltage levels or pulses. Or the 8-bit group might represent a letter of the alphabet in a data communications code. A letter T in ASCII is shown on the second line. Or individual bits or subgroups of the 8-bit
A special method of signaling (common channel interoffice signaling) uses no-voice circuits for control and addressing purposes. Computers manage the system.

code can be used to command different functions. Examples of subgroup codes for the functions A, B, and C are shown on the third line.

**Common Channel Interoffice Signaling**

All of the signaling methods discussed so far send the control and addressing signals over the same circuit as the voice signals. Another method that is used separates the control signals from the voice signals. The control signals are sent over a separate circuit where they are detected and do the control and switching of lines independently from the voice signals. This is called common channel interoffice signaling (CCIS). CCIS is illustrated in Figure 1-13. The basic control is by digital computer and CCIS is a separate data network for exchanging control signals among these computers. As the name suggests, this method of signaling is used on the interconnecting trunks that carry signals between central offices.

**Digital Transmission**

Many advances have been made in solid-state electronics and integrated circuits that handle digital signals, so that high functional density integrated circuits with expanded signal handling capability can be put into a small space, are low cost, operate with low power, and have long-term reliability. Because of this, telephone system designs are changing toward an all-digital network. The
Thanks to the sophistication of solid-state technology, voice/analog signals may be digitized before being sent over the telephone lines. This permits time division multiplexing and pulse code multiplexing, allowing many control and voice signals to be combined.

Newer systems convert voice and signaling information to digital signals for transmission. The process of transmitting both voice and signaling information in digital form is called digital transmission.

Instead of the voice signal being processed as an analog signal, it is converted into a digital signal and handled with digital circuits throughout the transmission process. When it arrives at the central office that serves the called telephone, it is converted back to an analog signal to reproduce the original voice transmission. (In the future, the digital signal may travel all the way to the telephone set.)

When the binary signal is transmitted in serial form as shown in Figure 1-12, and the code varies as the signal changes, the method is called pulse code modulation (PCM). Because the voice signals and the supervisory signals are low-frequency signals (300 to 3,000 Hz), and digital circuits can operate at very high frequencies (millions of cycles per second), voice signals from many conversations can be sent in series on the same line. This is called time division multiplexing (TDM).

For digital transmission, multiplexing is done in a particular way, as shown in Figure 1-14. To illustrate the technique, suppose a person is located at point A and can see the binary codes of Figure 1-14. The binary codes pass by point A serially one bit at a time. In this case, there are 8 bits \(d_0 \text{ to } d_7\) in each code. The value of the signal on Channel 1 is represented by the combination of 1s and 0s.
and 0s in the 8-bit code for Channel 1. The value of the signal on Channel 2 is represented by the combination of 1s and 0s in the 8-bit code for Channel 2. Channel 2's code follows Channel 1's code. Instead of the transmitted signal continuously representing the signal of one channel as on an analog circuit, the signals from all 24 channels are mixed together, but in a definite pattern. Channel 2 is multiplexed behind Channel 1, Channel 3 behind Channel 2, and so on until the codes for 24 channels have been multiplexed together, one following the other in serial fashion in time as shown. So the observer at point A would see 8 bits for Channel 1, 8 bits for Channel 2, 8 bits for Channel 3, and so on until Channel 24 came by. The pattern would then repeat beginning again with Channel 1. This is how many conversations digitally encoded by PCM are digitally transmitted by TDM over one channel. TDM and PCM will be covered in much more detail in later chapters.

SWITCHING SYSTEMS

Now that there is some understanding of the transmission of the signals, let's look at how the called telephone and the calling telephone are actually connected by selecting one of a multitude of paths. Several mechanisms have been used to provide control of the process of switching one circuit among many others in the hundred-odd years since Mr. Bell envisioned "this grand system." The first, of course, was manual.

Manual Control

Early telephone switchboards were operated manually using a jack for each line and two plugs on a long flexible wire, called a cord pair (Figure 1-15a), for making the connection. The cord pairs appeared in rows on a shelf in front of the operator, and the jacks (called line appearances) were mounted on a vertical panel as shown in Figure 1-15b. To make a connection, the operator picked up a cord (Figure 1-15c), plugged it into the jack corresponding to the line
Figure 1-15
Manual Switchboards

a. Patch Cord or Cord Pair

b. Board With Patch Cords (Courtesy Bell Laboratories)

c. Operator at Work (Courtesy Bell Laboratories)
requesting service, obtained from the calling party the name or number of the desired party, then plugged the other end of the cord pair into the correct outgoing line jack. Many thousands of cord switchboards are still in operation, a tribute to the versatility and ease of programming of the control system, and the personal touch it provides. However, not every subscriber appreciated the personal touch.

**Progressive Control**

In 1889, a Kansas City, Missouri, undertaker, Almon B. Strowger, began to suspect that potential clients who called the operator of the local manual exchange and requested “an undertaker” were more often than not being connected to a firm down the street. This suspicion was reinforced when he learned that the telephone operator was the wife of the owner of the other funeral parlor in town. In the best tradition of pioneer America, Mr. Strowger invented a mechanism substitute for the biased operator that could complete a connection under direct control of the calling party. This simple device is variously called the Strowger, two-motion, or step-by-step switch. It was patented in 1891 and became the basis of a very large fraction of the installed telephone switching systems in the world. As of 1978, 53% of the Bell System exchanges in service (over 23,000,000 subscribers) used Strowger switching, even though the Bell System did not begin installing Strowger switching until about 1918.

**Step-by-Step Switch**

The Strowger, or step-by-step, switch connects pairs of telephone wires by progressive step-by-step operation of several series switches (called the switch train) operating in tandem. Each operation is under direct control of the dial pulses produced by the calling telephone. Figure 1-16 shows what happens in simplified schematic form. The telephone line shown is actually a pair of wires. When the calling telephone goes off-hook, current flowing in the local loop operates a relay in the exchange, causing the first switch in the train (the line finder) to search for the active line by stepping vertically until the vertical contact is connected to the off-hook line. The line finder then steps horizontally until it finds a first selector that is not in use on another call. This is the next switch in the train. When a free first selector is connected, a dial tone is returned to the calling party. The first selector switch waits for the first digit to be dialed, then steps vertically one step for each dial pulse received. When it has taken in one digit, it steps horizontally until a free second selector is found, and the process is repeated. Thus, the first switch in the train (the line finder) takes in no digits, the second and third takes in one digit each, and the last switch in the train (called a connector) takes in the final two digits. A 10,000-line exchange requires four digits to be dialed (0000 through 9999) and requires four switches for each connected call (line
finder, first selector, second selector, and connector). A line drawing of a Strowger bank is shown in Figure 1-17.

The Strowger switching system has the following significant limitations:

1. Because several switches are operated in tandem and the switches (except for the first one) are shared among many incoming lines, it is possible for a call to become blocked partway through the dialing sequence, even though the called line is free.

2. It is not possible to use tone dialing (DTMF) telephones directly. (They may be used if the central office is equipped with a conversion device.)
Figure 1-17
Strowger Switch Bank (Courtesy Bell Laboratories)
3. The switch requires the successful sequential (step-by-step, time related) operation of several relays, and a sizable voltage and current is switched each time a switch is stepped. Consequently, the mechanical reliability of the switches is low, they require large amounts of maintenance by skilled people, and they generate large amounts of electrical and mechanical noise.

4. Since the switching network is hard-wired, it is difficult to make changes in the switching arrangement.

**Common Control**

Primarily due to the inflexibility and large maintenance costs associated with Strowger-type switching networks, the concept of common control was brought back, but with a new type of switching matrix called a crossbar. The common control can be assigned to an incoming call as required. It takes in the dialed digits, and then sets up the path through the switching matrix according to hard-wired or stored-program rules. These rules provide for variations in the handling of local and long-distance calls, for choosing an alternate route for a call in case the first route chosen is busy, and for trying the call again automatically in case of blocking or faults in the switching path. The common control element may be a relay-operated device called a marker or a stored-program controlled digital computer.

**Crossbar**

Crossbar, as the name implies, depends on the crossing or intersection of two points to make a connection. The switching matrix is shown in Figure 1-18a. It is called a crosspoint array. Its operation depends on energizing a vertical line and a horizontal line and the point where they intersect represents the connection made. Therefore, any one of the input lines shown (I1 through I6) can be connected to any one of the output lines (O1 through O10) by energizing a particular input line and a particular output line.

As shown in Figure 1-18b, the crossbar matrix is controlled by common control. Control signals from transmission lines are detected and used to control the matrix to connect the proper lines for the path from the calling telephone to the called telephone.

**Electromechanical Version**

Figure 1-19 illustrates a relay type of mechanism that has vertical and horizontal selector bars operated by electromagnets that close relay contacts to provide the matrix interconnection. When a horizontal select magnet is energized, its horizontal selecting bar rotates slightly on its axis. This moves a selecting finger up or down to allow either an upper or lower bank of horizontal contacts to complete a circuit to the vertical contacts when the appropriate vertical select magnet is energized. The vertical select magnet moves the vertical holding bar sideways to push on the selecting finger to close the respective
horizontal contacts to the vertical contacts. For the other horizontal select magnets that have not been energized, the associated selecting fingers are in the middle position and pass between the horizontal contacts when the vertical holding bar pushes on the selecting fingers. Therefore, no crossbar connection is made at any other point.

One crosspoint is at the intersection of each horizontal and vertical bar, as shown in Figure 1-18a. A crosspoint is provided for each wire of the wire pair so that both wires of the line are switched. Once connected, the switch path is maintained by the current flowing through the vertical select magnet coil. The horizontal select magnet is deenergized and the horizontal selecting bar returns
Figure 1-19
Crossbar Switch
(Courtesy Teletraining, Inc., Geneva, IL)

a. Major Parts of Crossbar Switch:
- Horizontal Select Magnets rotate selecting bar to position selecting finger either up or down.
- Horizontal Magnets release after vertical holding bar is positioned but selecting finger is held by vertical holding bar.
- Selecting finger position to actuate upper horizontal contacts.
- Actuating Card.
- Selecting finger position to actuate lower horizontal contacts.
- Vertical Select Magnet Action pushes holding bar against selecting finger which pushes against back of selected horizontal contact and forces it against the vertical contact. Vertical magnet remains energized during connection, releases upon hang-up.

b. Detail of one Selecting Crosspoint:
- Selecting finger in middle position. When in this position, finger passes between upper and lower horizontal contacts. It does not actuate any contacts.
Reed relay switches, although also electromechanical devices, are more dependable because they are in a sealed envelope. They open or close depending on the polarity of the electrical impulses input.

Most central offices now employ digital switching. This replaces the maintenance intensive electromechanical switches with reliable semiconductors.

to its idle position, but the previously selected finger is held by the vertical holding bar. When the calling end goes on-hook (hangs up), the vertical select magnet current is interrupted and the crosspoints are released. Thus, the calling party controls the connection.

**Reed Relays**

Another type of switch uses reed relays to make the connections. The reed relay is a small, glass-encapsulated, electromechanical switching device as shown in Figure 1-20. These devices are actuated by a common control, which selects the relays to be closed in response to the number dialed and sends pulses through coils wound around the relay capsules. The pulses change the polarity of magnetization of plates of magnetic material fitted alongside the glass capsules. The contacts open or close in response to the direction of magnetization of the plates, which is controlled by the positive or negative direction of the pulse sent through the windings. Because the contacts latch, no holding current is required for this type of crosspoint, but separate action is required by the common control to release the connection (unlatch or reset the relay) when one party or the other hangs up.

Reed relays have improved the reliability and maintainability of switches a great deal. Crossbar switches still provide much of the switching for long-distance or long-haul telephone calls in the United States. In addition, reed relays are an important part of stored program controlled electronic switching systems.

All of the step-by-step, crossbar, and reed relay switching is called space division switching because each telephone conversation is assigned a separate physical path through the telephone system. The PCM time division multiplexed digital transmissions discussed previously are different because they place many interleaved conversations onto one telephone line.

**Digital Switches**

Digital switching uses time division multiplexed signals (as described in Figure 1-14). Two users are connected together by time–space–time (T-S-T) switching. Analog signals from one telephone are first converted into a digital code and multiplexed with other users so that each user occupies a particular time slot. Time switching is used to move the data in one time slot into a different time slot of an input trunk circuit. Space switching is used to move the data from its time slot in the input trunk to the same time slot in an output trunk. Time switching is then used again to move the data from its time slot in the output trunk to the time slot of another user. The data forms part of a digital signal that is converted back to analog for transmission to the other telephone.

Large-capacity central offices may use more switching stages (typically T-S-S-S-T switching) in order to have sufficient internal routes through the switch.
The additional space switches allow many more switching combinations. Time switching is more expensive and processor intensive because data have to be moved into and out of temporary memory circuits.

**Local Loops and Trunks**

As the telephone connection extends from the calling phone, it proceeds over the local loop to the first exchange, the central office. From the central office, it proceeds over trunk connections selected by the control signals to other exchanges. Control signals and functions different from those used in the local loop are required for making trunk interconnections. Let's examine several of these.
A dial tone is returned to the calling telephone when the local exchange is ready to receive the called number after recognizing that a telephone has been taken off-hook. To tell a trunk the same thing requires an appropriate trunk acknowledgment signal.

The acknowledgment signal may be a reversal of battery polarity, momentary reapplication of a tone, an interruption of the circuit (wink), or transmission of coded tone signals (proved-to-send tone). The acknowledgment signal is returned only after the exchanges have made the proper connections to receive the called number.

The called number must be transmitted over the trunk just like the dial pulses or dial tones from the calling telephone. This is done with a sending device in the originating exchange. At the receiver exchange, the common control may be the crossbar control circuit, or (on newer exchanges) an electronic circuit called an incoming register that receives and stores the digits of the called number. After all of the digits arrive, they are used by the common control section to direct the switching of the network to route the conversation over the correct path.

When an exchange has received enough information to complete a connection, it selects the appropriate outbound trunk or line, seizes it, and applies a signal to alert the distant end that a call has arrived and requires service. When the next exchange detects the call, it sends back an acknowledgment signal to the sending exchange to send the dialed number.

At the same time as call connection is progressing toward the called phone, each exchange in the train sends back status signals to the previously connected exchange to indicate how the call is progressing.

When the call arrives at the local central office serving the called telephone, and if the called telephone is on-hook, the ringing voltage is sent over the local loop to ring the called telephone. At the same time, the central office serving the called telephone returns a ringback signal all the way back to the calling phone to indicate that the called telephone is ringing.

When the called telephone answers, its central office provides the power for the called phone and the conversation proceeds.

**TRANSMISSION SYSTEM FACILITIES**

The physical lines, the relays, switches, cables, power supplies, electronic circuits, transformers, impedance matching networks, etc., are called the transmission system facilities. Whether voice only, voice and analog signaling, digital signaling, or all-digital signals are sent over a particular path depends on the facilities. Also, the facilities determine the number of channels that can be sent over a particular path. Facilities generally fall into three categories: metallic, analog carrier, and digital carrier.

**Metallic**

Metallic facilities are wire pair line circuits carrying only one VF channel, and on which in-band or out-of-band signaling, including dc signaling, can
Analog signal carriers may be classified as solid conductors, which include twisted pair open wire, twisted pair in cable, coaxial cable pair, and fiber optic cable or wireless including land microwave and satellite. Typically, a metallic facility is used to connect a central office to the telephones in homes and small businesses.

**Analog Carrier**

Analog carrier facilities may operate over different media, such as wire lines, multiwire cable, coaxial cable, microwave radio land or satellite links, or fiber optic cable. Each circuit carries from a few to several thousand individual analog VF channels and in-band analog or CCIS signaling is used.

Table 1-4 shows the common types of analog carrier facilities, their bandwidth and the number of voice channels that can be carried by each. Note that an L5 transmission path can carry 108,000 different conversations at the same time.

One now obsolete application of analog multiplexing occurred in undersea telephone cables. One such cable, called the SG system (TAT-6; Trans-Atlantic

<table>
<thead>
<tr>
<th>Medium</th>
<th>Carrier Type VF</th>
<th>Number of Channels</th>
<th>Number of Pairs or Radio Channels</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open wire</td>
<td>O</td>
<td>4-12</td>
<td>2</td>
<td>200 kHz</td>
</tr>
<tr>
<td></td>
<td>On-2</td>
<td>24</td>
<td>2</td>
<td>200 kHz</td>
</tr>
<tr>
<td>Twisted pairs in Cables</td>
<td>K</td>
<td>12</td>
<td>2</td>
<td>300 kHz</td>
</tr>
<tr>
<td></td>
<td>N-1</td>
<td>12</td>
<td>2</td>
<td>300 kHz</td>
</tr>
<tr>
<td></td>
<td>N-2</td>
<td>12</td>
<td>2</td>
<td>300 kHz</td>
</tr>
<tr>
<td></td>
<td>N-3</td>
<td>24</td>
<td>2</td>
<td>300 kHz</td>
</tr>
<tr>
<td></td>
<td>N-4</td>
<td>24</td>
<td>2</td>
<td>300 kHz</td>
</tr>
<tr>
<td>Coaxial Cable pairs</td>
<td>L1</td>
<td>1,800</td>
<td>3</td>
<td>3 MHz</td>
</tr>
<tr>
<td></td>
<td>L3</td>
<td>9,300</td>
<td>5</td>
<td>10 MHz</td>
</tr>
<tr>
<td></td>
<td>L4</td>
<td>32,400</td>
<td>9</td>
<td>20 MHz</td>
</tr>
<tr>
<td></td>
<td>L5</td>
<td>108,000</td>
<td>10</td>
<td>68 MHz</td>
</tr>
<tr>
<td>Microwave Radio</td>
<td>TD-2</td>
<td>19,800</td>
<td>11</td>
<td>500 MHz</td>
</tr>
<tr>
<td></td>
<td>TD-3</td>
<td>12,000</td>
<td>10</td>
<td>500 MHz</td>
</tr>
<tr>
<td></td>
<td>TH-1</td>
<td>10,800</td>
<td>6</td>
<td>500 MHz</td>
</tr>
<tr>
<td></td>
<td>TH-3</td>
<td>14,400</td>
<td>6</td>
<td>500 MHz</td>
</tr>
<tr>
<td></td>
<td>TM-1</td>
<td>3,600</td>
<td>4</td>
<td>500 MHz</td>
</tr>
<tr>
<td></td>
<td>TJ</td>
<td>1,800</td>
<td>3</td>
<td>1000 MHz</td>
</tr>
<tr>
<td></td>
<td>TL-1</td>
<td>720</td>
<td>3</td>
<td>1000 MHz</td>
</tr>
<tr>
<td></td>
<td>TL-2</td>
<td>2,700</td>
<td>3</td>
<td>1000 MHz</td>
</tr>
<tr>
<td></td>
<td>AR6-A</td>
<td>42,000</td>
<td>7</td>
<td>500 MHz</td>
</tr>
</tbody>
</table>
Digital carrier facilities may operate over the same types of media as analog carrier terminals, but all of the voice and control signals are converted to digital data, multiplexed, and sent as a continuous digital data stream over a single channel. Table 1-5 shows information for digital carrier multiplex systems. Note that the more voice channels handled, the higher the digital signal data rate in bits per second (bps).

<table>
<thead>
<tr>
<th>Medium</th>
<th>Digital Signal Designation</th>
<th>Multiplex Designation</th>
<th>Number of VF Channels</th>
<th>Data Rate (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1 paired cable</td>
<td>DS-1</td>
<td>D-channel bank</td>
<td>2</td>
<td>1.544</td>
</tr>
<tr>
<td>1A-RDS radio</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1C paired cable</td>
<td>DS-1C</td>
<td>M1C</td>
<td>48</td>
<td>3.152</td>
</tr>
<tr>
<td>T2 paired cable</td>
<td>DS-2</td>
<td>M12</td>
<td>96</td>
<td>6.312</td>
</tr>
<tr>
<td>3A-RDS radio</td>
<td>DS-3</td>
<td>M13</td>
<td>672</td>
<td>44.736</td>
</tr>
<tr>
<td>FT-3 fiber optic cable</td>
<td>DS-4</td>
<td>M34</td>
<td>4032</td>
<td>274.176</td>
</tr>
<tr>
<td>T4M coaxial cable</td>
<td>DS-4</td>
<td>M34</td>
<td>4032</td>
<td>274.176</td>
</tr>
<tr>
<td>WT4 waveguide</td>
<td>DS-4</td>
<td>M34</td>
<td>4032</td>
<td>274.176</td>
</tr>
<tr>
<td>DR18 radio</td>
<td>DS-4</td>
<td>M34</td>
<td>4032</td>
<td>274.176</td>
</tr>
<tr>
<td>FT4 fiber optic cable</td>
<td>DS-4</td>
<td>M34</td>
<td>4032</td>
<td>274.176</td>
</tr>
</tbody>
</table>

**CCIS Facilities**

As previously discussed, the common channel interoffice signaling system operates over a channel with VF bandwidth that carries all the supervisory control signals for several VF channels carrying voice only. The facilities necessary to accomplish this are shown in Figure 1-21.
The CCIS link consists of a terminal access circuit (TAC), a signaling terminal, and a modem (discussed in Chapter 6) at each exchange; and a channel to a control computer called a signal transfer point (STP). Several exchanges may be interconnected with two or more STPs for backup protection against equipment failure.

CCIS is a major improvement in network control. It provides higher signaling speed, much greater information capacity, and two-way signaling even while a conversation is in progress on a trunk. Also, it provides some benefits of separate channel signaling such as freedom from accidental disconnection by voice or extraneous tones that appear to be control tones, protection from misuse of the network by simulating in-band signals, and freedom from mass seizures of whole trunk groups due to carrier or multiplex system failures.
Transmission Mediums

The transmission medium is what actually carries a signal from point to point in the network. The signal carried by the medium may be voice or data, network control signals, or combinations of the two. Each medium has its own particular advantages and disadvantages. Although modern transmission mediums can be found in many shapes and sizes, they can typically be separated into three categories: wire, radio, and fiber optic.

Wire Medium
Twisted pair cable, coaxial cable, and open wire lines are common transmission media found not only in the local loop and exchange network, but in the long-haul network as well. Wire is certainly the oldest and most straightforward of all mediums as shown in Figure 1-22, yet it still remains the foundation of the network. New technologies promise to replace wire in the next few decades.

Wire has several disadvantages. It is expensive, heavy, and bulky. The cost of installing and repairing long-haul wire is often prohibitive when compared with other new media. Wire is also susceptible to such environmental effects as corrosion, noise, and voltage spikes.

Radio Medium
Radio or wireless takes into account microwave and satellite communication. It offers many advantages over wire in the exchange and long-haul networks. A typical microwave link can handle more than 40,000 voice channels in an analog system. The network can be altered or rearranged easily without having to relocate huge amounts of copper or fiber optic cable. Maintaining radio systems is also less expensive than a wire network.

On the negative side, radio system installations require huge capital expenditures for structure, equipment, and real estate. Radio systems are also subject to the problems associated with propagation and atmospheric conditions. Reflection, refraction, diffraction, fading, noise, and interference can all work to degrade the transmission signals through the atmosphere. Figure 1-23 shows a typical radio relay link.

Waveguide bridges the gap between wire and radio. It provides a means to transmit microwave signals through a hollow metal conductor—much like cable. Waveguide offers the advantages of the radio medium, while keeping the signal from ever entering the atmosphere where degradation can occur. It also provides the same bandwidth capacity as open broadcast microwave and contributes little loss to the signal. Figure 1-24 illustrates two common styles of waveguide.

Unfortunately, waveguide is much more delicate and expensive than wire medium. As a result, its use is limited to very short transmission distances. Any physical damage or corrosion in the waveguide will introduce severe losses to the signal.
Optical Fiber

Optical fibers represent the newest frontier in telecommunication transmission media. These fibers are made using a high-quality glass core, surrounded by a glass cladding material of slightly lower refractive index. Plastic fibers are also commonly used for short-hop, computer-to-computer links.
Light introduced to the core is carried down the fiber by continuously reflecting at the core/cladding interface. Figure 1-25 presents a diagram of a typical fiber, and shows how light travels through it.

Fibers have many advantages. They are very thin and light, but are surprisingly strong. A typical glass fiber can carry signals for great distances with less than 0.3 decibel of attenuation per kilometer. Repeater equipment needs to be placed only every 20 miles or so. Fibers have a wide signal bandwidth—some systems carry over 30,000 voice channels simultaneously. They carry no electrical current and are free from noise, ground loop effects, crosstalk, and interference. This makes optical fiber the ideal choice for long-haul installations.

Yet, optical fibers have several drawbacks. For safety and reliability reasons, great care has to be employed in handling fibers and their connectors; this raises installation costs. The use of fibers to carry high volumes of telephone traffic means that a severed fiber will cause the loss of many circuits. To protect against this, long-haul carriers provide a second backup fiber routed over a different path, although this may not be economical for fiber feeds to some urban areas. In spite of these difficulties, however, optical fiber continues to grow in capacity and flexibility.

**SYSTEM OPERATING CONDITIONS**

Telephone systems have certain specifications that are used as guidelines throughout the industry. The telephone set is designed to operate under a wide range of electrical, mechanical, and acoustical conditions. Some of the design parameters are dictated by human factors such as sound pressure levels and
handset dimensions; some are historical carryovers such as ringing voltage and frequency; and some, such as minimum line current for satisfactory carbon transmitter and relay operation, are dictated by physical properties of the materials used in the telephone set. Table 1-6 lists some operating parameters and limits for subscriber telephone sets in the United States and in some European countries.
Table 1-6 Operating Parameters and Limits

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical U.S. Values</th>
<th>Operating Limits</th>
<th>Typical European Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common battery voltage</td>
<td>-48 V dc</td>
<td>-47 to -105 V dc</td>
<td>Same</td>
</tr>
<tr>
<td>Operating current</td>
<td>20 to 80 mA</td>
<td>20 to 120 mA</td>
<td>Same</td>
</tr>
<tr>
<td>Subscriber loop resistance</td>
<td>0 to 1,300 ohms</td>
<td>0 to 3,600 ohms</td>
<td>Same</td>
</tr>
<tr>
<td>Loop loss</td>
<td>8 dB</td>
<td>17 dB</td>
<td>Same</td>
</tr>
<tr>
<td>Distortion</td>
<td>-50 dB total</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Ringing signal</td>
<td>20 Hz, 90 V rms</td>
<td>16 to 60 Hz, 40 to 130 V rms</td>
<td>16 to 50 Hz, 40 to 130 V rms</td>
</tr>
<tr>
<td>Receive sound pressure level</td>
<td>70 to 90 dBspl*</td>
<td>130 dBspl</td>
<td>Varies</td>
</tr>
<tr>
<td>Telephone set noise</td>
<td>Less than 15 dBrnC**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*dBspl = dB sound pressure level.
**dBrnC = dB value of electrical noise referenced to -0 dBm measured with C message weighting frequency response.
THE TELEPHONE SYSTEM

TELEPHONE EQUIPMENT REGISTRATION

Up until 1955, the FCC supported the monopoly of the common carriers in the area of terminal equipment and devices attached to terminal equipment. Terminal equipment is the equipment, such as telephone sets, that is attached to the network. In 1955, the FCC ruled that the carriers could not prohibit attachment of devices that were "privately beneficial without being publicly harmful" to equipment leased by the carrier. (This was the so-called "Hush-a-Phone" case.) This policy was then extended in the Carterfone decision in 1968 to apply to equipment connecting to the switched network. In 1975, the FCC determined that any piece of equipment registered with the FCC could be connected directly to the telephone network (this did not include coin telephones and party line telephones).

The rules for registration of equipment to be connected to the network are set out in the Rules and Regulations of the Federal Communications Commission, Part 68: Connection of Terminal Equipment to the Telephone Network, dated July 1977. This document (available from the U.S. Government Printing Office) describes the types of equipment that must be registered, the electrical and mechanical standard to be met, and standard plug and jack arrangements to be used in connecting terminal equipment to the network. It also specifies the procedures to be followed in testing equipment for compliance to Part 68 rules, and the method of applying for certification.
Quiz for Chapter 1

1. The telephone was invented by:
   a. Watson.
   b. Bell.
   c. Strowger.
   d. Edison.

2. The central office detects a request for service from a telephone by:
   a. a flow of loop current.
   b. no loop current.
   c. a ringing signal.
   d. dial pulses.

3. Which kinds of signal are transmitted on the local loop?
   a. voice
   b. tones
   c. pulses
   d. all of the above

4. Which office class is the local central office?
   a. 2
   b. 3
   c. 4
   d. 5

5. Which exchange is used to connect between central offices when a direct trunk is not available?
   a. local
   b. tandem
   c. toll
   d. any of the above

6. Which of the following is a type of dc signaling?
   a. loop current
   b. reverse battery
   c. E&M
   d. all of the above

7. The voice frequency channel passband is:
   a. 0 to 4,000 Hz.
   b. 300 to 3,000 Hz.
   c. 8,140 to 8,188 Hz.
   d. none of the above.

8. What method is used to transmit more than one conversation over a path?
   a. hybrid
   b. tandem
   c. multiplexing
   d. all of the above

9. The common channel interoffice signaling method:
   a. uses the same channel for signaling as for the related conversation.
   b. uses a separate channel for signaling only.
   c. carries the signaling for only one related conversation.
   d. is used on local loops.

10. Telephone switching is accomplished by the use of:
    a. digital switches.
    b. step-by-step switches.
    c. crossbar switches.
    d. any of the above.

11. The step-by-step switch:
    a. was invented by Strowger.
    b. generates much noise.
    c. cannot operate directly from DTMF tones.
    d. all of the above.
12. Time division multiplexing is used for:
   a. analog transmission.
   b. digital transmission.
   c. both of the above.

13. Conventional transmission media include:
   a. twisted pair cable.
   b. microwave waveguide.
   c. fiber optic cable.
   d. all of the above.
The Conventional Telephone Set

ABOUT THIS CHAPTER

In Chapter 1, the telephone set functions were briefly covered to show how a call is initiated and connected. In this chapter, the conventional telephone set functions will be examined in detail. Then, in Chapters 3 and 4, we'll discuss the electronic circuits that perform these functions in electronic telephone sets.

SWITCHHOOK

On-Hook

Figure 2-1 is a block diagram showing the major functions of a telephone set. The ringer circuit, which will be discussed later, is always connected across the line so it can signal an incoming call. The remainder of the telephone set is isolated from the line by the open contacts of the switchhook when the handset is on-hook. No dc flows (except possibly a small leakage current) since the ringer has a capacitor that blocks dc flow through it.

Off-Hook

When the handset is lifted off-hook to make a call, the switchhook contacts, S1, S2 of Figure 2-2a, close. Loop current flows from the central office battery through the telephone set and through a relay coil at the central office. When sufficient current flows in the relay coil, this relay is energized and its closed contacts signal to other central office equipment that a subscriber telephone is off-hook. A line finder searches until it finds the line with the off-hook signal. The line finder then sets up a connection for the switching equipment to begin receiving the telephone number. At this point, a dial tone generator is connected to the line to signal the caller to proceed with dialing. Dialing may be done by pulsing (interrupting) the loop current or by sending audio tones. When the first dialed digit is received at the central office, the dial tone is removed from the line.

Pulse dialing has been used from the time of the Strowger switch, but is rarely used now. Common control switches allow the use of tone dialing, which is much faster and allows the user to signal commands for additional services such as routing calls through call center switchboards.
PULSE DIALING

In the old-fashioned conventional telephone set, pulse dialing is accomplished with a rotary dial having ten equally spaced fingerholes as shown in Figure 2-2a. The number of dial pulses resulting from one operation of the dial is determined by how far the dial is rotated before releasing it. The regularly spaced holes in the dial plate and the finger stop make it easy to rotate the dial the correct amount for each digit. This action winds up a spring that rotates the dial back to the rest position when it is released. A small governor inside the dial causes it to return at a constant rate of rotation. A cam turned by the shaft through a rear operates the switch contact S3, shown in Figure 2-2a, which opens and closes the local loop circuit during the return rotation of the dial. (The loop is not broken during forward rotation of the dial.) Opening the loop circuit interrupts the loop current flow of 20 to 120 milliamperes, and closing the circuit permits the loop current to flow again. Thus, pulse dialing produces a series of current pulses in the loop circuit. One pulse is sent for the digit 1, two for the digit 2, etc., up to 10 pulses for the digit 0.
Figure 2-2
Dial Pulses

a. Dial Circuit with Switchhook Closed

b. Dial Pulse Timing (for "4")

Pulse Period = Break Duration + Make Duration (100 Milliseconds Nominal)
Pulse Rate = Pulses Per Second = $1000 / \text{Pulse Period (MS)}$
Percent Break = $100 \times \text{Break Ratio}$
= $100 \times \text{Break Duration} / \text{Pulse Period}$
Interdigit Interval = 700 Milliseconds Nominal (may range from 600 to 900 depending on system)
Pulse Timing

Dial pulses were originally conceived to operate electromechanical switching systems. The mechanical inertia associated with such systems set an upper limit on the operating rate of about 10 operations per second. Thus, mechanical rotary telephone dials were designed to produce a nominal rate of 10 pulses per second.

Figure 2-2b shows the timing relations of dial pulses. Note that the number of breaks represent the number dialed. One timed interval of circuit opening and closing, called a dial pulse period, is normally 100 milliseconds long, giving the desired pulse rate of 10 pulses per second. (One second equals 1,000 milliseconds, thus 1,000/100 = 10 pulses per second.) One dial pulse consists of a period when the circuit is open (called the break interval) and a period when the circuit is closed (called the make interval). The nominal value of these periods in the U.S. telephone system is 60 milliseconds break and 40 milliseconds make. This is called a 60% break ratio. In other countries, this ratio is usually around 67%.

Dial Pulse Detection

For each mile, the wire pair between the central office and the telephone set has shunt capacitance of about 0.07 microfarad, series inductance of about 1.0 millihenry, and series resistance of about 42 ohms. Pulse detection circuits at the central office must be able to detect dial pulses that are not perfect rectangular-shaped pulses. The circuits also must decode the difference between successive pulses of a digit and the start of a new digit. This is done on the basis of time. As shown in Figure 2-2b, the nominal interval between dialed digits (the interdigit interval) is 700 milliseconds.

ANTI-TINKLE AND SPEECH MUTING

High-voltage spikes are produced each time the dial pulsing contacts interrupt the flow of loop current. These spikes of increased voltage can cause the bell of the ringer to sound as the pulses are generated. The ringing is fairly soft, like a tinkle; thus, the circuit to prevent it is called an anti-tinkle circuit. This circuit is often combined with the speech-muting circuit as shown in Figure 2-3. The extra switches, S5 and S6, are part of a normal dial. When the dial is rotated, the contacts of switches S5 and S6 on the dial close. This shorts the speech circuit to prevent loud clicks in the receiver and possible damage to the speech circuit. The closed contacts also shunt the ringer coil with a 340-ohm resistor to prevent bell tinkle. In this circuit, the ringer capacitor also serves as a spark quencher to suppress arcing at the dial pulsing contacts.
TONE DIALING

Most telephone sets today use a method called dual-tone multifrequency (DTMF) for sending a telephone number. DTMF can be used only if the central office is equipped to process the audio tones emitted, but that is not currently a problem because DTMF has become the preferred way of handling dialing and all central offices now offer tone service. As shown in Figure 2-4, instead of a rotary dial, these telephone sets are equipped with a push-button Touchtone keypad with 12 keys, which represent the numbers 0 through 9 and the symbols * and #. (As shown dotted in Figure 2-4, some special-purpose telephones have a fourth column of keys for a total of 16 keys.) Pressing one of the keys causes an electronic circuit to generate two tones in the voice band: a low-frequency tone for each row and a high-frequency tone for each column. Pressing key 5, for example, generates a 770-Hz tone and a 1,336-Hz tone. By using the dual-tone method, 12 unique combinations are produced from only seven tones when the 12-position keypad is used.

The frequencies and the keypad layout have been internationally standardized, but the tolerances on individual frequencies may vary in different countries. The North American standard is ±1.5% for the generator and ±2% for the digit receiver.
A dual oscillator circuit generates the two DTMF frequencies simultaneously.

**Figure 2-4**
Push-Button Keypad

**Tone Generation**

A DTMF circuit using discrete components is shown in Figure 2-5. Switches S1, S2, and S3 are shown in the inactive position. With the switchhook in the off-hook position, loop current flows through RV1, L1A, L2A, and via the hybrid network to the line. Transistor Q1 is off. Capacitors C1 and C2 are disconnected at one end by the open contacts of S1 and S2.

When a key is pressed, mechanical couplings, called the row rod and column rod, for that key position close the appropriate S1 and S2 contacts to connect C1 to a tap on L1A and C2 to a tap on L2A. This establishes the resonant circuits for the required low-group tone (L1A-C1) and high-group tone (L2A-C2).

The mechanical arrangement of the push button and switches is such that the resonant circuit connections just described are made with only partial depression of the button. At this point, S3 is still in the position shown. Further depression of the button causes S3 to change position. This interrupts the dc flow through L1A and L2A and shock-excites the two-resonant circuits into oscillation. At the same time, S3 connects battery voltage from the line to the collector of Q1. The transformer couplings between L1A, L1B, and L1C, and between L2A, L2B, and L2C cause Q1 to sustain the oscillations and modulate...
the loop current to transmit the two tones to the central office. The transmitter and receiver are shunted when S3 switches, but the outgoing tones can still be heard in the receiver at a low level. Modern DTMF tones are produced with integrated circuits instead of discrete oscillator components.
Tone Detection

The tones used have been carefully selected so that the processing circuits (called the digit receiver) in the central office will not confuse them with other tones that may occur on the line. The digit receiver has frequency-selective filters that pass only the frequencies used for DTMF. It also has timing circuits that make sure a tone is present for a specified minimum time (about 50 milliseconds in North America) before it is accepted as a valid DTMF tone.

After a connection to an answered phone has been made, the digit receiver is out of the circuit and the DTMF tones can be transmitted in the same way as speech. This permits the use of DTMF tones as data communications for entering orders at a remote terminal or obtaining information from a remote database.

Time Comparison

DTMF dialing is much faster in principle and in practice than dial pulsing. Using DTMF, the time required to recognize any digit tone is only 50 milliseconds with an interdigit interval of another 50 milliseconds. Thus, the total time to send any digit is about 100 milliseconds.

In contrast, dial pulsing requires a 60-millisecond break and a 40-millisecond make period for each dial pulse for a total time of 100 milliseconds per dial pulse. Thus, for dial pulsing, each higher digit number requires more time because the number of pulses per digit increases. Also, the interdigit interval of about 700 milliseconds (ms) for dial pulsing is much longer. By using the number 555-555-5555, an average time for pulse dialing a long-distance call can be obtained as follows:

5 pulses per digit × 100 ms per pulse × 10 digits = 5 seconds
Interdigit interval × (number of digits − 1) = 700 ms × 9 = 6.3 seconds
Total time for dial pulsing = 5 + 6.3 = 11.3 seconds

DTMF dialing for the same number takes:

Number of digits × 100 ms per digit = 10 × 100 ms = 1 second

These times are the minimum. Actual physical operation of the dial and keypad add to these times, but the time savings from the use of DTMF are substantial when summed for the many telephone calls made in a day. At the local exchange, the digit receiver and memory required to hold the digits as they are keyed are shared among many incoming lines. A reduction in the average time per call that each is in use (called the holding time) means fewer digit receivers are required for the same service. The end result is that less capital equipment is required for a given number of lines; therefore, the cost of the exchange is reduced.
Several important considerations must be considered when matching the DTMF generator to the line. It must be able to function within a wide range of variables, including input voltages and line lengths. It must be able to produce acceptable amplitudes, distortion-free signals, and present correct dynamic impedances.

**Coupling the DTMF Generator to the Line**

The requirements for the proper interfacing of the DTMF generator to the line are:

1. The correct dc voltages and loop currents must be maintained on any loop length.
2. The tones must have proper amplitude and distortion characteristics.
3. The DTMF generator must have the proper impedance to match the line.

**Power**

Problems may arise when powering the DTMF circuits from the line in either of the two extreme cases—long loops or short loops.

Long loops reduce the amount of current and voltage available for electronic circuits in the telephone; thus, the tone-dialing circuits need to operate from a supply voltage as low as 3 volts.

The minimum working dc voltage ($V_{DC(MIN)}$) for the DTMF generator and interface circuit will be the sum of the peak voltages of the two tones ($V_{LPK} + V_{HPK}$), plus the desired regulated voltage ($V_{REG}$), plus the voltage drop necessary to achieve the regulating voltage ($V_{BE} + V_{CE(SAT)}$); for example:

$$V_{DC(MIN)} = (V_{LPK} + V_{HPK}) + V_{REG} + (V_{BE} + V_{CE(SAT)})$$

$$= 1.24V + 3V + 1.2V$$

$$= 5.44V$$

Short loops require the telephone set to sink (absorb) high-loop current or handle high-dc voltage if no provision is made at the central office to regulate or limit the current and voltage supplied to the loop. In either case, the interface must maintain proper dc voltage regulation if it is to supply voltage to other circuits.

**Level**

The sending levels of the DTMF tones are referenced to 0 dBm (1 milliwatt of power dissipated in a 600-ohm impedance). The high frequencies have a level 2 dB above the level of the low frequencies to compensate for losses in transmission. Figure 2-6 is the curve usually shown to specify the sending levels of the tone pairs.

**Distortion**

Allowable distortion of the transmitted tones is specified in several ways:

1. The total power of all unwanted frequencies shall be at least 20 dB below the level of the frequency pair, which has the lowest level.
2. The level of unwanted frequencies produced by the pair shall be:
   a. Not more than −33 dBm in the band from 300 to 3,400 Hz.
   b. Not more than −33 dBm at 3,400 Hz and falling 12 dB per octave to 50 kHz.
   c. Not above −80 dB above 50 kHz.

3. Distortion in dB is defined as:

   \[ Distortion = 20 \log_{10} \frac{\sqrt{V_1^2 + \ldots + V_N^2}}{\sqrt{V_L^2 + V_H^2}} \]

   where
   \[ V_1 \] through \[ V_N \] are the unwanted frequency components,
   \[ V_L \] is the low frequency tone,
   \[ V_H \] is the high-frequency tone.

### Impedance

When the DTMF generator is active, it must present the correct dynamic impedance to the loop. A nominal 900-ohm impedance is the normal...
requirement. When the DTMF generator is inactive, it must present a low dynamic impedance when connected in series with the speech circuit and a high dynamic impedance when connected in parallel.

**Return Loss**

Return loss is defined as:

\[
RL = 20 \log_{10} \frac{Z_L + Z_g}{Z_L - Z_g}
\]

where

- \(Z_L\) is the line impedance,
- \(Z_g\) is the output impedance of the telephone set generating the signal.

Return loss \(RL\) must be greater than \(14\) dB in the frequency band from 300 to 3,400 Hz and greater than \(10\) dB in the frequency bands from 50 to 300 Hz and from 3,400 to 20,000 Hz.

**Advantages of DTMF**

In summary, DTMF dialing is replacing pulse dialing because it:

1. decreases dialing time,
2. uses solid-state electronic circuits,
3. can be used for end-to-end signaling after the call is connected (low-speed data transmission),
4. reduces local exchange equipment requirements,
5. is more compatible with electronically (stored program) controlled exchanges.

**TRANSMITTER**

The part of the telephone into which a person talks is called the *transmitter*. It converts speech (acoustical energy) into variations in an electric current (electrical energy) that can be transmitted through the transmission system to the receiver of the called telephone. The most common telephone transmitter in use today is in principle like the one invented more than one hundred years ago by Thomas A. Edison.

**Construction**

As shown in Figure 2-7a, the old style transmitter consists of a small, two-piece capsule filled with thousands of carbon granules. The front and back are
The carbon transmitter converts acoustical energy into resistance variations. When the vibrating diaphragm compresses the carbon granules, changing their net resistance, a proportional change in the current flow results.

Metallic conductors and are insulated from each other. One side of the capsule is held fixed by a support that is part of the handset housing. The other side is attached to a diaphragm, which vibrates in response to the air pressure variations caused by speaking into it. The vibrations of the diaphragm vary the pressure on the carbon granules. If the granules are forced together more tightly, the electrical resistance across the capsule decreases. Conversely, if the pressure on the granules is reduced, they move apart and the resistance increases.

The current flowing through the transmitter capsule varies because of the varying resistance; thus, the varying air pressure representing speech is converted to a varying electrical signal for transmission to the called party. Other carbon transmitters may be constructed differently, but operate the same way. Carbon transmitters become noisy over time because the carbon granules fracture and, as the handset is moved, the small particles of carbon produced make sporadic electrical contact with the remaining granules. A maintenance visit may be necessary to replace the carbon transmitter in a noisy telephone. For this reason, and because of reduced distortion, carbon transmitters have been replaced in many modern telephones by the use of microphones (see a later section in this chapter, under the heading “Microphones for Use as Transmitters”).

**Operation**

To understand how the level of the loop current varies with the speech level, refer to Figure 2-7b. The carbon granule transmitter is represented in the circuit by the variable resistance $R_{TR}$, which changes as a person speaks. The voltage applied across the transmitter is constant; therefore, as the sound energy varies the resistance $R_{TR}$ of the transmitter, the current in the circuit varies in the same manner as the sound intensity. Because the voltage applied is another energy source, the current variations in the circuit deliver electrical energy to the called receiver, which produces a greater amount of acoustic energy than that which caused the original resistance variations at the transmitter. Thus, the original speech signal has been amplified.

**Effect of Loop Length**

The resistance of the telephone set is typically 400 ohms in the United States if measured at points X and Y in Figure 2-7b with the local loop disconnected. It is made up of $R_{TR}$ and $R_{INT}$, where $R_{INT}$ lumps together the rest of the resistance in the telephone besides $R_{TR}$.

$R_L$ represents the line resistance of both wires. It varies with the length of line to the central office; the longer the line, the larger the resistance. $R_B$ is a balancing resistor in the central office; for this discussion, $R_B$ is considered to be zero.
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The loop current is determined by Ohm's law as follows:

\[ I_L = \frac{\text{Central Office Voltage}}{R_{TR} + R_{INT} + R_L} \]

The central office voltage in the United States is usually 48 volts, therefore:

\[ I_L = \frac{48V}{R_{TR} + R_{INT} + R_L} \]

The total resistance in the local loop \((R_{TR} + R_{INT} + R_L)\) gets larger as the line length from the telephone set to the central office increases; therefore, the current gets smaller. Also, as the total resistance gets larger, the variations in \(R_{TR}\) as a percentage of the total resistance become much smaller. Therefore, for the same speech input, the variations in the local loop current become smaller as the line length increases. This causes the speech level to go down at the called telephone's receiver. This is not a desirable condition and methods to provide automatic compensation for line length have been developed.

**Compensation for Loop Length**

For ease and uniformity of telephone use, it is desirable that the speech on all calls arrive at the exchange at about the same volume or level regardless of loop length. To achieve this, modern telephone sets have automatic compensation circuits. In Figure 2-7b, the varistor resistance decreases as loop current increases with shorter loops. This resistance bypasses some of the current around the transmitter so that the transmitter current is about the same as it is on a long loop. Thus, the varistor automatically adjusts the speech level so that a relatively constant speech level will appear at the exchange regardless of the distance to the telephone set.

**Distortion**

The principal function of the transmitter is to produce an electrical output waveform that is shaped like the input speech waveform. This output is called an analog signal since the transmitter's electrical output is an analog of (similar to) the acoustic input. Any difference between the waveforms is called distortion. Some forms of distortion are readily apparent to the listener, others are not. The most obvious distortion in the telephone system is the “flattening” quality given to the voice. Some of the distortion is caused by the carbon transmitter and, as shown in Chapter 1, some is due to the fact that some frequencies contained in human speech are not transmitted. This doesn’t impair the intelligibility of the speech, but a listener can quickly recognize a recording of a telephone conversation when compared to a recording of someone speaking through a high-fidelity sound system. Much of the distortion caused
by the carbon transmitter can be eliminated in electronic telephones that have an active speech amplifier by using a low-distortion microphone.

**Microphones for Use as Transmitters**

All microphones may be defined as *electroacoustic transducers*, which convert the varying pressure of a sound wave to a varying current or voltage by means of a mechanical system. Although there are many types of microphones, only two besides the carbon type combine the ruggedness and low cost required for application in telephone sets. One type is the electromagnetic or electrodynamic microphone and the other type is the electret microphone.

**Electrodynamic Microphone**

The electrodynamic-type microphone has a diaphragm attached to a wire, coil, or ribbon in a permanent magnetic field as shown in Figure 2-8. Sound waves striking the diaphragm cause the coil to move. This movement in the presence of a permanent magnetic field includes a current in the coil proportional to the movement; thus, the sound is converted to a varying electric current which can be amplified and transmitted.

---

**Figure 2-8**

Electromagnetic Phone (Cross Section)
The ability of a capacitor to hold a charge is proportional to its capacitance. In the electret microphone, a vibrating diaphragm is one of a capacitor's plates. Therefore, the charge varies in proportion to fluctuations in the sound, appearing as voltage variations at the microphone's output.

Electret Microphone

The electret-type microphone has been known for many years, although its practical application to telephony awaited development of better dielectric materials and low-cost amplifiers. An electret is the electrostatic equivalent of a permanent magnet. It is a dielectric that will hold an electric charge almost indefinitely.

The relationship of voltage (V), capacitance (C), and charge (Q) is given by the following equation:

\[ V = \frac{Q}{C} \]

When an electret is the dielectric between two metal plates, it forms a special kind of capacitor. Charge Q is held permanently in the electret material. Therefore, if one of the plates of the capacitor is the diaphragm of the microphone, the voltage at the terminals will vary according to the diaphragm movement. The variations are very small and must be amplified.

The dielectric material of a modern electret microphone is a fluorocarbon material. It is produced as a foil metallized on one side. The material is charged by placing it in a corona discharge and forcing the electrons into the foil with an external electric field. The resulting film can be assembled into a metal can about 18 mm (0.7 in.) in diameter and 18 mm in length.

One type of construction is shown in Figure 2-9. The resulting microphone is similar to the studio ribbon-type capacitor microphone, but it does not need a polarizing voltage. Like the ribbon microphone, the device has high internal impedance. Matching to a low-impedance circuit is sometimes done with a source follower FET (field-effect transistor) mounted inside the microphone capsule. The diaphragm has a working diameter of 15 mm (0.59 in.) and a capacitance of 15 picofarads. The stability of the charge on the foil is acceptable for commercial use and the total harmonic distortion of the device can be less than 1% compared with 8 to 10% for a carbon granule microphone.

RECEIVER

The receiver converts the varying electrical current representing the transmitted speech signal (I_T in Figure 2-7) to variations in air pressure usable by the human ear. A typical electromagnetic receiver, shown in Figure 2-10a, consists of coils of many turns of fine wire wound on permanently magnetized soft iron cores that drive an armature. The armature is a diaphragm made of a soft iron material.

A key requirement for an electromagnetic receiver is a permanent magnet to provide a constant bias field for the varying electromagnetic field to work against; otherwise, both positive and negative currents would push the armature in the same direction. The varying electrical current representing speech (I_R in Figure 2-7) flows through the coils and produces a varying electromagnetic field. It alternately aids and opposes the permanent magnet.
field; thus, it alternately increases and decreases the total magnetic field acting on the diaphragm as shown in Figure 2-10b. This causes the diaphragm to vibrate in step with the varying current and moves the air to reproduce the original speech that caused the current changes. (The principle of a permanent magnet providing a bias field also is used in loudspeakers for audio reproduction in many kinds of electronic equipment.)

The receiver shown in Figure 2-10c operates similarly except the armature is a separate part and is connected to a conical nonmagnetic diaphragm. The rocking action of the armature causes the aluminum diaphragm to vibrate to reproduce the original speech.

It is interesting to note that the electromagnetic receiver was a central element of Alexander Bell’s original telephone patent.

**ELECTROMECHANICAL RINGER**

When a call has been connected through to the central office serving the called subscriber’s local loop, the central office must send a signal to the called subscriber to tell him that a call is in progress. This is done by using the electromechanical ringer — a device designed to deliver a loud mechanical noise to the subscriber's telephone.
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party that a call is waiting to be answered. This signaling function is called ringing.

From the telephone company's point of view, it is desirable that a called subscriber answer an incoming call as quickly as possible. While the telephone is ringing, expensive common control equipment in the exchanges, and for toll calls, even more expensive transmission facilities, are tied up. When in this condition, these facilities are generating no income. A call arrival alerting system, therefore, must signal incoming calls in an urgent manner and must be loud enough to be heard at considerable distance. For residential phones, it is usually desirable to hear the signal from outside the house. The traditional metallic gong bell struck by a metal clapper fulfills these requirements. It was patented in 1878 by Thomas A. Watson (Mr. Bell's assistant).

**Operation**

As shown in Figure 2-11a, the armature of the ringer is pivoted in the middle and two electromagnets formed by coils wound on permanently magnetized iron cores. These electromagnets alternately attract and repel opposite ends of the armature in response to an applied alternating current. The armature drives a hammer to alternately strike two bells or gongs.

The coils are wound so that the magnetization in the coils due to an applied electric current is of opposite polarity on each of the outer poles of the E-shaped structure. Like the receiver structure, the permanent magnet provides a bias on the armature so that it will be attracted first to one side, then the other, as the applied ac sets up an alternating magnetic field. The permanent magnet also accelerates the hammer as the armature closes so that the hammer strikes the bell harder to produce a louder sound. A mechanical adjustment to regulate the loudness is often included in the telephone set.

A simplified circuit is shown in Figure 2-11b. $V_R$ is the ringing voltage applied from the central office. In the United States, it is usually about 90V rms at a frequency of 16 to 60 Hz. It produces the alternating current to drive the ringer. Capacitor $C$ passes the ac for ringing, but blocks the flow of any dc from the local loop battery. The value of inductance for the coils and value of capacitance are chosen so that the ringer circuit presents a high impedance to the voice frequencies. Because the handset is on-hook, the switchhook is open so the ringing voltage is not applied to any other telephone circuits.

**Ringer Generator**

The voltage source for the alternating current to operate the ringer was at first supplied by a hand-cranked magneto, also patented by Mr. Watson in 1878. The magneto produced about 75 volts at about 17 Hz. The high voltage was necessary due to the inefficiency of existing magnetic materials and system transmission lines. Although the ringer in modern phones is more efficient
because of improvement in materials and manufacturing methods, the high voltage still is used today.

In most central offices, the ac ringing signal is generated by a dc motor driving an ac generator, or by a solid-state inverter. The inverter produces an ac voltage from a dc voltage without any moving parts. Both are called ringing
The ac ringing signal is generated at the central switching office. Multiple ringing machines run simultaneously; their pauses are staggered. This helps to more evenly distribute the load.

The ac signal is applied to the loop in timed on-off intervals to produce a ringing cadence. Figure 2-12 shows two typical cadences. The first is widely used in the United States and Europe. The second is used in the United Kingdom.
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used in the United States and Europe, and the second is used in the United Kingdom. In some private systems (PABXs), different cadences are used to indicate whether the source of a call is internal or external.

**Loop Current Detection in the Presence of Ringing**

When the telephone is being rung, an alternating current flows in the loop, but no dc flows. If the call is answered while the bell is ringing, it is necessary for the exchange to detect that direct current has begun to flow at the same time that ringing current is flowing, so that the ringing can be removed before the receiver is applied to the called party's ear (this time period is normally considered to be 200 ms). This process is called ringup.

The value of the current in the local loop varies widely. It depends on the exchange battery voltage, the current limiting resistance inserted in the loop at the exchange to limit short-circuit current (ranges from 350 to 800 ohms), the resistance of the local loop (which may vary from 0 to about 1900 ohms), and the resistance of the telephone set itself (between 100 and 400 ohms).

The circuits in the central office can detect loop direct currents in the range of 6 to 25 milliamperes as indicating an off-hook condition. However, the detection circuit must not be so sensitive that leakage currents between the tip and ring sides of the loop, or leakage to ground from either conductor, is interpreted as an off-hook condition. The problem is further complicated by the fact that a typical residence may have several telephones all connected to the same line. Because all phones are rung at the same time, the resulting ringing current may reach 50 mA ac, while the loop direct current at the time the call is answered may be lower than 20 mA dc. Since during one half-cycle of the ac wave the central office can't tell dc from ac, ring trip circuits must average the sensed current over at least one full cycle of the ac ringing wave to determine if an off-hook condition exists at the called phone.

The ringing method discussed in the preceding has ringing current applied to the loop superimposed on the dc battery voltage. Another way is to apply the ringing current as pure ac with the dc restored between bursts of ringing current. The advantage of the first method is that the answer condition can be detected even during the ringing cycle by observing the average dc level. Detecting answer during ringing when only ac is applied is more difficult. This method requires detection of the impedance change when the handset is lifted.

**THE HYBRID FUNCTION**

Figure 2-13 shows how the transmitter and receiver are connected within the telephone set. It also shows simplified connections at the central office exchange. In particular, note the components labeled “induction coil” and “hybrid.” The induction coil name is another of the carryover terms from the early days, but one of its functions in the circuit is similar to that of the hybrid.
S1, S2 and S3 are mechanically coupled together to switchhook. S4 and S5 are mechanically coupled together to dial
The hybrid circuit permits the interfacing of a 2-wire with a 4-wire system. Normal full-duplex operations can still be maintained.

The function of a hybrid is to interface a 2-wire circuit to a 4-wire circuit to permit full-duplex operation. In communications, full-duplex means that transmission of signals over the circuit can occur in both directions at the same time. Two-wire circuits are used for the millions of subscriber local loops because they are cheaper. Four-wire circuits, which have two wires for each direction, are used for almost all other circuits in the network. Physical separation of the transmit and receive signals is needed on these circuits so that all types of transmissions can be handled—digital data as well as voice—and so that electronic amplifiers can be used in the transmission path to increase the signal level. A hybrid is used at the central office to interface the local loop to trunks and between trunks at some older offices where only 2-wire switching is available.

The telephone handset also is a 4-wire circuit with two wires used for the transmitter connection and two for the receiver connection. This is shown in Figures 2-11 and 2-13. It can be represented by the circuit as shown in Figure 2-14; however, the telephone circuit really evolved from an anti-sidetone circuit rather than a 2-wire to 4-wire hybrid. For this reason, the circuit in the telephone set more commonly is called an induction coil and the interconnections of Figure 2-13 are somewhat more complicated than the 2- to 4-wire hybrid of Figure 2-14.
The heart of the hybrid system is the multiple winding transformer. By electromagnetic coupling, signals are transferred between windings. Where coupling results in opposing fields, signal cancellation occurs. Thus, two superimposed ac signals can be recovered.

**Operation of the Hybrid**

The hybrid is a multiple winding transformer. Actually, as indicated by the diagram in Figure 2-14, it usually consists of two interconnected transformers in one physical container. Like any transformer, it uses electromagnetic coupling; that is, a changing current in winding A produces a changing magnetic field, which in turn induces a changing voltage in winding C on the same core. When the winding C is connected in a circuit, the changing voltage causes a changing current to flow in the circuit. Thus, the changing current pattern or waveform of the input winding (primary) is reproduced in the output winding (secondary) without physical connection between the two circuits. The ratio of the input voltage to the output voltage and the input current to the output current depends on the ratio of the number of turns in the primary winding to the number of turns in the secondary winding. The turns ratio also allows impedance matching between coupled circuits. The impedance in the secondary appears in the secondary circuit as \( N^2 \times Z_p \), where \( N \) is the ratio of the secondary turns to the primary turns and \( Z_p \) is the primary impedance. Impedance matching is important in circuits to reduce power loss and signal reflections.

In Figure 2-14, a transmit signal applied to terminals 7 and 8 is inductively coupled to windings C and D by the current flow through windings A and B. The voltage induced in winding D causes a current to flow through the 2-wire circuit connected to terminals 1 and 2 for further transmission of the signal. This same circuit also flows through winding F, which induces a voltage in winding H.

In like fashion, the voltage induced in winding C causes a current to flow through the balancing network and winding E. The impedance \( Z_B \) of the balancing network matches line impedance \( Z_L \). Since \( Z_B = Z_L \), the turns on coil C and D are equal, and the turns on coil E and F are equal, the same current flows in the circuit of C and E and the circuit of D and F. As a result, the same voltage is induced in windings G and H, since they also have turns equal to each other.

Windings C and E have their connections reversed from the connection of windings D and F. Therefore, the voltage induced in winding G is opposite in phase to the voltage induced in winding H and opposes the voltage in winding H. Since they are equal and opposite, they cancel each other. The net result is that the signal from the transmitter that appears at terminals 7 and 8 is transmitted to terminals 1 and 2, but does not appear at terminals 3 and 4 that go to the receiver. (The signal level at terminals 1 and 2 is only one-half the level input to terminals 7 and 8 because the other half is dissipated in the balancing network.)

A similar effect occurs when a signal appears at terminals 1 and 2 from the line. The current flowing in windings D and F induces a voltage in windings B and H. The voltage in H causes a current to flow through the circuit of the
receiver—winding G and winding H. The same current that flows through H flows through G. The current flowing in winding G induces a voltage in winding E and causes a current to flow in the balance network. This current flows through winding C and induces a voltage in winding A. The voltage in winding A is 180° out of phase from that induced in winding B by the current flowing in winding D. This again is due to the reversed connection of windings C and E. Therefore, the winding A voltage and the winding B voltage oppose each other and cancel each other. None of the signal that appears at terminals 1 and 2 from the line appears at terminals 7 and 8, the transmitter terminals.

**Sidetone**

For the hybrid used in the central office exchange, the balancing network is adjusted so that no transmit signal appears at the receive terminals and no receive signal appears at the transmit terminals. However, for the induction coil arrangement in the telephone set, the balancing network is intentionally unbalanced slightly so that a small amount of the transmitted signal is also fed to the receiver of the talking phone. This signal is called the *sidetone*.

Sidetone is necessary so that the person can hear his or her own voice from the receiver to determine how loudly to speak. The sidetone must be at the proper level because too much sidetone will cause the person to speak too softly for good reception by the called party. Conversely, too little sidetone will cause the person to speak so loudly that it may sound like yell at the other end. In the circuit shown in Figure 2-13, the values chosen for R2, C2, and C3 and the turns ratio of the windings on the induction coil produce the proper level sidetone for most conditions. Varistor RV2 provides automatic adjustment of the sidetone level for telephone set installations as variations in loop current occur due to the different length of local loops.

**THE ELECTRONIC TELEPHONE**

A study of Figure 2-13 reveals an interesting fact; the conventional dial telephone set contains no “active” circuit component (an active electronic element is one that accomplishes a gain or switching action). In other words, the ordinary telephone performs no amplification of the incoming electrical signals. Whatever electrical signal current level is produced at the central office is what is transmitted down the local loop and is what the listener hears. In fact, the signal level at the listener’s receiver is weaker because of line loss in the local loop.

Any amplification of the signal occurs in the central office or in the exchanges and repeaters between central offices. This is done to centralize the expensive and complex equipment for maintenance and so the equipment can be shared by many users. As a result, the local loop and central office have become a type of “centralized processing” system; while the telephone set itself has remained a relatively inexpensive device that serves only as an interface and
input/output device. However, this is changing and, as will be shown in this book, the telephone set is evolving to provide more services. Nowadays there is some processing power in modern telephone sets, including storage of dialed numbers and display of the calling party's identity.

**Equivalent Circuits**

As the discussions in the following chapters show how the telephone set is evolving and will evolve into its position in the distributed system, equivalent circuits of the telephone system will be useful. Figure 2-15 shows such a circuit. The exchange, line, and telephone set are replaced with equivalent circuits. The series resistance and shunt capacitance of the line are represented by lumped values of resistance $R_L$ and capacitance $C_L$. The telephone set is represented by the transmitter, receiver, and equivalent impedance of the induction coil $Z_{F1}$ and $Z_{F2}$. The balancing network made up of $R_{B1}$, $R_{B2}$, and $C_B$ is adjusted to...
match an average line impedance and to provide the correct amount of sidetone.

It is useful to understand the equivalent circuit of the telephone set under the varying conditions of transmission and reception. Figure 2-16 shows the equivalent circuit when speaking into the transmitter. The voltage generated as a result of speaking is $V_T$. As it is generated, voltage drops equal to it exist in each of the loops containing $Z_L$ and $Z_B$. Voltage $V_O$ is the voltage that is transmitted down the telephone line as the output resulting from the speech voltage, $V_T$. The remainder of the $V_T$ voltage, $V_{F1}$, is dropped across the impedance $Z_{F1}$. In the balance network loop, $V_{ZB}$ is the drop across the balancing network and $V_{F2}$ is the drop across $Z_{F2}$. The voltages $V_{F1}$ and $V_{F2}$ are equal and oppose each other; therefore, there is no voltage across the receiver because $V_{F1}$ and $V_{F2}$ cancel each other.

Figure 2-17 shows the equivalent circuit when a signal is being received from the line. The signal is represented as a voltage $V_r$ in series with the line impedance, $Z_L$. The current resulting from $V_r$ produces voltage drops around the network of $V_{F1}$, $V_T$, $V_{F2}$, and $V_B$. Now $V_{F1}$ and $V_{F2}$ are in the same direction, so that there is a net voltage $V_R$ across the receiver, which causes the receiver to produce sound. The voltage across the transmitter, $V_T$, is just dissipated in the transmitter and causes no reaction.

These equivalent circuits will be useful in analyzing the use of electronic circuits to replace the passive functions present in the conventional telephone set. For example, the purpose of the present configuration of transmitter,
The receiver equivalent circuit of the telephone is represented by the source of emf in series with the load, feeding a series-parallel resistance network. Note that the actual voltage drop across the receiving device is now large enough to drive the device.

hybrid, and receiver is to transfer as much as possible of the incoming audio-frequency power to the receiver, and to transmit as much as possible of the speech power into the transmitter to the rest of the network. If the dc supply from the exchange can be used to power a low-cost, low-voltage audio-frequency amplifier in the telephone set, then both the electrical circuit configuration and the physical telephone set can change quite drastically.

The conventional hybrid circuit with its audio transformer can be replaced by a smaller and less expensive circuit using resistive bridge techniques, with the amplifier gain compensating for the losses in the bridge. Since the gain of the amplifier can be controlled, modern low-distortion microphones can be used and compensation for loop length can be closely controlled. We'll begin the look at such circuits in the next chapter.

WHAT HAVE WE LEARNED?

1. The conventional telephone set performs the following functions: Signals the system that it wants the use of the system, sends the dialed telephone number, transmits speech, receives speech and call progress tones, rings to indicate an incoming call, and signals the system to disconnect when the handset is hung up.
2. The transmitter converts speech into electrical signals when its carbon granule resistance is varied by sound pressure on its diaphragm.
3. The receiver converts electrical signals into sound by applying variations in an electromagnetic field produced by the varying electric current to the receiver diaphragm.
4. The dialing of a called telephone number is equivalent to giving the telephone system an address.

5. Voltages as large as 130 V rms are applied to the telephone set from the line by a ringing voltage generator in the local exchange.

6. An off-hook signal occurs when the handset is off its cradle or hanger and allows current to flow continuously in the local loop.

7. Tone dialing is much faster than pulse dialing and the DTMF tones may be used for low-speed data communications.

8. Muting circuits are used to prevent dial pulse transient voltages from ringing the bell and to protect the speech circuits.

9. The length of the local loop affects the speech signal level so automatic compensation for loop current is provided in the telephone set.

10. A hybrid is a transformer used to interface a 4-wire circuit to a 2-wire circuit. The induction coil in a telephone set performs this function.
Quiz for Chapter 2

1. The nominal value of the dial pulse break interval in milliseconds in the United States is:
   a. 40
   b. 60
   c. 100
   d. 67

2. What type of transmitter has been replaced by the use of microphones in many modern telephones?
   a. carbon
   b. electromagnetic
   c. electret
   d. ceramic

3. Which component in the telephone set has the primary function of compensating for the local loop length?
   a. resistor
   b. varistor
   c. capacitor
   d. induction coil

4. What type of receiver is most commonly used in a conventional telephone handset?
   a. carbon
   b. electromagnetic
   c. electret
   d. ceramic

5. Which component in the telephone set has the primary function of interfacing the handset to the local loop?
   a. resistor
   b. varistor
   c. capacitor
   d. induction coil

6. How many unique tones are used for the 12-key dual-tone multifrequency keypad?
   a. 2
   b. 3
   c. 7
   d. 12

7. DTMF dialing takes ______ time than pulse dialing.
   a. less
   b. more
   c. about the same

8. Which of the following are important for proper interface of a DTMF generator to the telephone line?
   a. impedance
   b. tone amplitude
   c. loop current
   d. all of the above

9. The anti-tinkle circuit:
   a. prevents tampering with the telephone.
   b. prevents dial pulsing from ringing the bell.
   c. prevents speech signals from ringing the bell.
   d. all of the above.

10. The sidetone is:
    a. a type of feedback.
    b. determined by the balancing network.
    c. permits the talker to hear his/her own voice.
    d. all of the above.
State-of-the-art electronics concepts and techniques must be designed to be compatible with existing telephone networks. Therefore, major improvements in equipment are made very gradually.

With this chapter, the discussion moves from a description of the telephone system as it presently exists to a discussion of how it is changing and improving as mechanical and conventional electrical devices are replaced by electronic devices, usually in the form of integrated circuits. These devices have most of the required components on the chip, with connections provided for outboard components such as resistors and capacitors that are used to “program” the chip; that is, to set the electrical operating parameters for specific applications. In this way, one design can be used for a variety of similar, yet different requirements. This approach lowers cost and improves performance. In this chapter, the emphasis is on the circuits that provide two-way speech in the telephone set.

But first an important point must be made. Any improvement to any part of the telephone system, whether it be in the telephone set, the switching offices, or the transmission lines, must be not only better, more reliable, less expensive, easier to manufacture, and all the other features associated with progress; but also it must, above all, be compatible with the existing system. If it were possible to start all over again with current technology, the telephone industry undoubtedly would do many things differently. Wiring to subscribers might be in the form of a time division multiplex loop from house to house, rather than a separate pair from each residence to the central office. The bandwidth would certainly be wider; signaling and ringing would be different. But for most systems, the luxury of an entirely new design is not possible. There is not enough capital, manufacturing capacity, or manpower available in the United States to completely rebuild the telephone system, nor is there any reason to want to do so.

The improvements described in this and following chapters will be implemented in the way the telephone companies have managed change for over a hundred years; that is, only small changes that are compatible with the existing network at the interface (the point where it is connected) are made at any given time. Change in the telephone industry is evolutionary, not revolutionary; subtle, rather than sudden.
The electronic telephone must be able to operate entirely from the local loop current.

DC REQUIREMENTS FOR THE LOCAL LOOP

To discuss the changes to the circuits in the telephone set, we must consider the portion of the system that we cannot change, but with which the electronic telephone set must interface. This is, of course, the local loop from the central office. It is important that, where possible, the electronic telephone use the loop current from the telephone company central office to provide power for the electronic circuits. Therefore, let's first examine the dc parameters of the local loops seen by the telephone set.

Figure 3-1 shows the typical battery feed circuit arrangements used in central offices to connect to the local loop. Figure 3-1a shows a capacitance-coupled circuit and Figure 3-1b a transformer-coupled circuit. The configuration at the central office depends on the type of supervisory signaling used on the transmission lines being connected and on how the central office was designed.

In each battery-feed arrangement, \( L_1 \) and \( L_2 \) are equal and their sum is the total inductance of the feed circuit in the central office including the sensing relay. The same holds true for the resistance; \( R_1 \) and \( R_2 \) are equal and their sum is the total resistance, again including the sensing circuit being used. \( R_L \) and \( C_L \) are the lumped values for the line resistance and line capacitance. \( R_{eq} \) is the equivalent resistance that the telephone set presents to the line for determining the local loop current. \( V_B \) is the central office voltage applied to the local loop. Table 3-1 lists some typical values for the battery feed components in several different systems.

For most conventional telephone sets in the United States, the component that determines the minimum operating current in the local loop is the carbon transmitter. It requires 23 mA to operate reliably, but minimum current on the local loop is usually set at 20 mA. (The sensitivity of the line relays in the central office also can determine the minimum local loop current; however, they are designed to operate within the 20-mA limit of Table 3-1.) With \( V_B \) at 48 volts and \( R_T \) equal to 400 ohms, the maximum current that would flow in the local loop is 120 mA if the line were shorted at the central office. This is system 1 of Table 3-1. (\( R_T \) varies considerably with different countries; e.g., France has 380 to 780 ohms.)

The equivalent resistance, \( R_{eq} \), of Figure 3-1 for the telephone set is typically about 400 ohms (but may be as little as 100 ohms). Using Ohm's law, if 48 volts is divided by 23 mA (the minimum current to operate the carbon transmitter), the maximum local loop resistance is 2,087 ohms. If \( R_{eq} \) is 400 ohms and \( R_T \) is 400 ohms, the maximum line resistance, \( R_L \), for the local loop is 2,087 - 800 = 1,287 ohms, or typically 1300 ohms (refer back to Table 1-6).

If electronic telephone sets are used with transmitters that are microphones other than the carbon granule type, then the minimum loop current may be much less than 20 mA, say, 10 mA. In this case, the limiting component specification is the minimum current required to operate the line relay in the central office.
Figure 3-1
Typical Central Office Battery Feed

Table 3-1
Central Office Battery Feed

<table>
<thead>
<tr>
<th>System</th>
<th>Nominal Battery Voltage $V_B$ (volts)</th>
<th>Typical Resistance (ohms) $R_T = R_1 + R_2$</th>
<th>Current (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>48±2</td>
<td>400</td>
<td>120</td>
</tr>
<tr>
<td>2</td>
<td>48±2</td>
<td>800</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>24±2</td>
<td>400</td>
<td>60</td>
</tr>
</tbody>
</table>
Under these conditions, the on-hook current drawn by the electronics inside the telephone set must be well below the minimum current required by the line relay; otherwise, the line relay would energize and incorrectly indicate an off-hook condition. Obviously, the on-hook current drain also must be held to a minimum so the central office supply will not be overloaded. For these reasons, some local exchanges have specifications for minimum loop current that fall in the range from 6 to 25 mA. This is especially true for local exchanges that may be detecting off-hook loop current with optoelectronic couplers, which are then interfaced directly to digital logic circuits.

**TWO-WAY SPEECH BLOCK DIAGRAM**

With the past discussion as background, let’s now shift to the main topic of this chapter—the electronic circuits and different devices that replace the transmitter, the receiver, and the transformer-coupled induction coil (or hybrid) of the conventional telephone set.

To relate how the electronics fit into the telephone set, the equivalent circuit of Figure 2-14 for the hybrid circuit is shown again in equivalent form in Figure 3-2, modified with the two-way speech electronics. The transmitter now feeds signals to a transmission amplifier marked with the symbol $A_T$, and the receiver is driven by a receiver amplifier marked with the symbol $A_R$. The triangle is the common symbol for an electronic amplifier. The amplifiers now couple to the equivalent circuit at the same point in Figure 3-2 as the transmitter and receiver did in Figure 2-14. The balance network of Figure 2-14 is represented by $Z_B$ in Figure 3-2.
Two more circuits that are not shown in Figure 3-2 are required when electronic circuits are used in the telephone set. These additional circuits, the overvoltage protection and polarity protection circuits, are shown in the block diagram of Figure 3-3.

PROTECTION CIRCUITS

Overvoltage Protection

Electronic circuits using small signal transistors and integrated circuits are easily damaged by high-voltage transients that may appear on the line due to lightning, switching transients, or power line induction. Therefore, some form of transient and overvoltage protection must be used to protect the circuits in the electronic telephone set. Because the technology used for making integrated circuits cannot provide high enough breakdown voltage, one or more external zener diodes are placed across the line to provide overvoltage protection. When the input voltage exceeds the zener (breakdown) voltage, the zener diode conducts and holds the voltage input to the electronic circuit at the rated zener voltage. If the overvoltage protection is needed at a point where either polarity voltage may appear, the device may be constructed as two zener diodes connected back to back, or two physically separate zener diodes may be connected back to back across the line.

Polarity Protection

Polarity of the normal input voltage is critical for electronic circuits since they won't operate if the polarity is reversed, and they may be damaged. The method commonly used to protect against polarity reversal is the rectifier bridge. The output voltage polarity of a rectifier bridge is always the same regardless of input voltage polarity.
For line voltage of less than 5 volts, the low-voltage rectifier bridge is used. Its forward voltage drop is low because the conducting transistors are at saturation. The transistors are subject to voltage spike damage, however, and are therefore protected by zener diodes.

### Conventional Rectifier Bridge

A rectifier bridge can be built easily by using four diodes as shown in Figure 3-4a. Since the rectifier diodes can withstand high-voltage transients, only one zener diode is required on the bridge output to protect the speech circuits. A conventional full-wave silicon diode rectifier bridge has a forward voltage drop of 1.5 volts. This voltage drop becomes important for electronic telephone sets because they are voltage operated. Recall that the conventional telephone set discussed in Chapter 2 was current operated. Therefore, the minimum line voltage is a much more important specification for the electronic telephone set. Since the speech circuits must have 3.5 volts to operate, the line voltage must be at least 5.0 volts if a silicon diode bridge is used.

### Low-Voltage Rectifier Bridge

Some telephone systems may have less than 5.0 volts available. In these cases, the electronic telephone set must use a low-voltage rectifier bridge, which has a voltage drop of 0.5 volts or less. This characteristic can be obtained with an active bridge arranged as shown in Figure 3-4b so that the voltage drop between input and output is the \( V_{CE(sat)} \) of a transistor. \( V_{CE(sat)} \) is the voltage drop across the collector-emitter junction when the junction is in a condition where it is switched on. This operating condition is called saturation.

Depending on the polarity of the input voltage applied to points \( a \) and \( b \), either transistor pair Q1-Q2 or Q3-Q4 conducts. If point \( a \) is positive and point \( b \) is negative, Q3 and Q4 conduct. Q1 and Q2 conduct when point \( b \) is positive and point \( a \) is negative. Thus, the output voltage polarity at points \( c \) and \( d \) is the same regardless of the line polarity. The values of resistors \( R_B \) are chosen so that the transistors always operate in saturation. The voltage drop across the bridge is the sum of the \( V_{CE(sat)} \) of the two “on” transistors.

This bridge circuit also has the desirable characteristics of low shunt current (about 1 milliampere) and no effect on speech frequencies. However, the maximum line voltage it can handle is about 14 volts. This is sufficient for the normal voltage variations, but high-voltage transients would damage it. Therefore, the transient protection circuit must be placed between the bridge and the line input as shown in Figure 3-4b. Since the input voltage may be of either polarity, two zener diodes are connected back-to-back across the line.

### SPEECH CIRCUIT

A simplified block diagram of a speech circuit suitable for implementation as an integrated circuit is shown in Figure 3-5. The Motorola MC34114 is a telephone speech circuit offering built-in transmit, receive, and sidetone circuits, as well as a dc regulator and an automatic gain control (AGC) circuit. It is connected to the telephone line by a conventional rectifier bridge. The bridge is dynamically equivalent to a small resistance in series with the signal path, and a high resistance in parallel to it.
External components are used to adjust transmit, receive, and sidetone gains. Transmit and receive gain are also adjusted by the AGC function, which is determined by the line length and two resistors (R₂ and R₃). The sidetone level can be adjusted by altering the value of the balance network (R₉, R₁₀, and...
The MC34114 is designed to work with a high-impedance electret microphone, although a low-impedance dynamic microphone can be used.

The MC34114 will operate properly with an input voltage ($V+$) as low as +1.2 volts. This low-voltage operation allows great flexibility in the circuit’s operating environment. An interface for dialer circuits (dialing circuits will be covered in detail in the next chapter) is provided to simplify the use of integrated circuit dialers with the speech network. A “mute” input is provided to reduce the level of dialing pulses or tones reaching the receiver. Built-in voltage regulators can be used to bias the microphone and to provide power to the dialer circuit.

**DC LINE INTERFACE**

The line current first passes through a bridge rectifier to ensure that the correct polarity is applied across the speech circuits. The integrated circuit would be damaged if a reverse polarity were applied across it. A 12-volt zener diode connected across the supply rails to the integrated circuit provides overvoltage protection. The line voltage is usually arranged to be between 5 and 10 volts, so the zener diode does not normally conduct. However, under fault conditions this could be exceeded and the zener diode will conduct to protect the integrated circuit.
The dc line interface circuits control the dc voltage and current characteristics of the entire speech network, depending on the value of loop current in the subscriber line. The loop compensation circuit determines the dc voltage at the telephone and provides a control voltage for the AGC function. Three voltage regulators are contained within the MC34114. One regulator sets the operating voltage within the integrated circuit. Two regulators are used to provide stable outputs voltages: One provides a 1.7-volt output for biasing the microphone ($V_m$) and the other provides a 3.3-volt output ($V_{DD}$), which can be used to supply external dialing circuits. A block diagram of the dc line interface circuit is shown in Figure 3-6.

**Loop Compensation Circuit**

The loop compensation circuit is shown in Figure 3-7. It is used to set the dc operating characteristics for the telephone, based on the length of the subscriber loop and the current flowing through it. Transistor Q1 removes excess current from the integrated circuit and passes this through external resistors R2 and R3. The transistor is biased using resistor R1, which forms part of a low-pass filter with capacitor C1. The low-pass filter attenuates any substantial ac voice signals to prevent Q1 from being affected by speech or tone dialing signals. Thus the loop compensation circuit acts as a constant current circuit and presents high impedance to ac signals. Selecting the appropriate value of R1 sets the ac impedance of the telephone.

The dc voltage between tip and ring can be set for a given line current, which is dependent on the length of the subscriber line. First the resistance
between $V_{LR}$ and ground is calculated for a given line voltage and current, allowing a 1.4-volt drop across the bridge rectifier and 2.8 volts across transistor Q1. This resistance is the sum of the values of $R_2$ and $R_3$. The value of $R_3$ is then selected so that AGC circuit reduces the gain of amplifier stages on short lines.

When the MC34114 circuit is in “tone mode” (when the tone dialer circuit is operating), the voltage across transistor Q1 increases to 3.8 volts. This occurs because an additional 1.5 mA is drawn from the transistor bias point ($V_B$), which causes an increased voltage drop across resistor $R_1$ and lowers the bias voltage by about 1 volt ($620 \text{ ohms} \times 1.5 \text{ mA}$). The additional 1.5 mA is used by the 3.3-volt regulator circuit (for the external dialer circuit). When the voltage across transistor Q1 increases to 3.8 volts, the current through resistors $R_2$ and $R_3$ reduces, thus compensating for the increased current in the 3.3-volt regulator and maintaining the overall line current at an approximately constant level.

### Output Regulators

Two regulator circuits are included in the MC34114 that supply power to an external dialer and bias to a microphone. The regulators comprise current and voltage limiting devices. An external capacitor is often added to stabilize the output voltage level.

The simple regulator circuit that provides a microphone bias voltage is shown in Figure 3-8. This circuit uses 500-μA constant current circuit in series...
with the load. A zener diode provides a stable 1.7-volt reference voltage. External capacitor C2 is added to remove noise from the zener diode and to stabilize the output voltage.

The Motorola MC34114 is equipped with an auxiliary regulator circuit, which will provide 3.3 volts to any external tone dialing integrated regulator circuit shown in Figure 3-9. The circuit comprises a constant current regulator and a zener diode. The zener diode provides the voltage regulation; an external capacitor (C7) should be used to remove noise and stabilize the output voltage.

When the integrated circuit is in speech mode or in pulse dialing mode, a constant current circuit provides 1 mA to the output and the zener diode.
When in tone dialer mode (Mode Select input and the Mute input both set at logic 0), a second constant current circuit provides an additional 1.5 mA. This current is drawn from the bias point ($V_B$) of the loop compensation circuit.

**TRANSMITTER SECTION**

Transmit circuitry for the MC34114 is shown as a block diagram in Figure 3-10. The microphone is biased through a network of external components.

**Microphone Bias**

A high-impedance electret microphone can be biased as in Figure 3-11. The microphone is ac coupled to the MC34114, by capacitors $C_3$ and $C_4$, to avoid affecting the pre-amplifier's internal bias circuits.

The 1.7-volt bias supply should have a capacitor ($C_2$) connected to ground to remove power supply noise and to ensure that it has low impedance to ground at speech frequencies. Equal-valued resistors $R_4$ and $R_5$ are connected to either side of the electret microphone to ensure that both outputs have equal impedance to ground (to maintain balance).
Microphone Pre-Amplifier

The microphone pre-amplifier provides a gain of 30 dB and has a balanced differential input. The balanced input reduces electromagnetic interference. It also reduces any likelihood of crosstalk from the receiver circuit. (Remember that the wires to the microphone and receiver are in the same handset cord, which will give some electrical coupling.) During dialing the microphone amplifier is disabled by a mute circuit, controlled by a signal from the dialer.

Speech signals from the microphone pre-amplifier pass through a series resistor and capacitor, and into amplifier A1, which has a gain of 2. If the microphone pre-amplifier were disabled, tone signals from the dialer circuit would be input to amplifier A1 instead. The use of the mute signal to disable the microphone pre-amplifier ensures that only one type of signal is present at any one time.

The output of amplifier A1 passes through a gain control element, which is controlled by the AGC circuit and is dependent on line current. The gain control element adjusts the signal level entering the transmit amplifier A2, which has a gain of 50.

Transmit Amplifier

Transmit amplifier A2 has an open-collector output stage, which gives it high impedance to signals received on the telephone line. The open-collector
output produces a current and generates a voltage across the telephone line, due to the current flowing through the parallel combination of the line impedance and the impedance matching resistor R2, as shown in Figure 3-12.

**Sidetone Amplifier**

The sidetone amplifier, A3 in Figure 3-10, provides a portion of the transmitted signal to the receiver. The person speaking can then hear his or her voice in the receiver and judge the proper volume at which to speak. The sidetone amplifier performs its function by inverting the transmitted signal and supplying a portion of the signal to the receive circuit as shown in Figure 3-10.

The AGC circuit, described earlier, controls sidetone levels and ensures that the amount of sidetone is directly proportional to loop current. This tends to keep sidetone amplitude constant in proportion to received signal levels, regardless of loop length.

Note also that the sidetone gain is always much less than 1. Only a small portion of the transmitted signal is required back at the receiver, therefore it is necessary to attenuate the speech signal on its route to the receiver circuits.

**AC Line Interface**

The ac line signals pass through the bridge rectifier, which presents low impedance because the dc current biases two of the diodes into their conducting state. Capacitor C10 provides a shunt for radio-frequency signals and reduces the likelihood of interference from cellular phones and other sources.

The series circuit of resistor R1 and capacitor C1 connected to ground means that, in effect, resistor R1 is terminating the line at speech frequencies. Although the nominal line terminating impedance is 600 Ω, the value of R1 is usually set slightly higher at 620 Ω to allow for parallel high-impedance loads.
caused by other circuits. The equalization circuit comprising resistors R9 and R10 and capacitor C9 presents high impedance to line. The transmit amplifier (A2) has an open-collector output that presents high impedance to signals on its output (i.e., the line).

**RECEIVER SECTION**

Receiver circuitry for the Motorola MC34114 is shown in the block diagram of Figure 3-14. This circuit comprises the receiver amplifier itself, as well as an AGC circuit and a receiver driver circuit. The output of the sidetone amplifier was covered in the preceding section. Passive components are used to select the parameters of the circuit’s operation.

**Receiver Amplifier**

The local loop is connected to a balance network (Z_B) comprising resistors R9 and R10 and capacitor C9. The values of these components are selected to give sidetone cancellation. The presence of C9 provides a measure of phase shift to the signal to adjust for the phase shift introduced by the local loop. For complete sidetone cancellation, \( Z_B = \left( 40 \times R_2 / |Z_{LINE} | \right) - 500 \Omega \); the values given in Figure 3-14 are suitable for a nominal 600-Ω line with matching terminating resistor R1.

The balance network is connected to the receive circuit at pin 15 where it is amplified by the receiver amplifier, A4, and coupled to the AGC element. Just about any voice channel signal on the local loop will be amplified. A small
sidetone signal from the sidetone amplifier is mixed with the receive signal to supply sidetone in the telephone handset.

The gain of receive amplifier A4 is fixed, but the AGC element controls the overall receive gain. The gain is increased in circuits that are used on long lines to compensate for the additional line loss. The overall receive gain is set by the current through the AGC element and the current through feedback resistor R8. The current through each of these components must be equal, since no current flows into the inverting input of the driver amplifier, so increasing the value of resistor R8 increases the overall receive path gain.

The receiver driver has an inverting amplifier connected to its output. This inverts ac signals from the receiver amplifier to provide a balanced output. The average ac signal on the two wires connecting the receiver is zero, because as the output from the receiver driver rises, the output from the inverting amplifier falls. The balanced output reduces the likelihood of electromagnetic interference from radio signals. It also reduces the chances of speech signals carried on wires to the receiver from being coupled into wires going to the microphone.

The specific formula for receiver gain in the MC34114 can be found in the Motorola Telecommunications Device Data Book or on the Motorola Internet site (www.motorola.com).

**Mute and Mode Select**

A mute circuit is also added to the receiver network of Figure 3-14. A mute works in conjunction with the speech network’s dialer interface to shut down (or “mute”) the receiver during dialing operations. This prevents loud tones or “clicks” from reaching the receiver. The mute control signal is generated by the external dialing circuit. During normal speech, the mute signal is logic 1. This will cause the output of the inverter to be at logic 0 and the receiver driver will work normally.
When dialing, the mute signal will become logic 0. The inverter produces logic 1 and disables the receiver driver. If the mode select signal is also at logic 0, signifying tone dialer mode, the NOR gate will output a logic 1. The NOR gate controls the current available from the 3.3-volt regulator (dialer supply), and increases it to 2.5 mA when the NOR gate output is logic 1. The 1.5-mA increase in current is drawn from the loop compensation circuit, as described earlier.

**Dial Interface**

The Motorola MC34114 includes a connection for external dialing circuits that allows the tone dialing signals to be coupled directly into the loop. Figure 3-16 is a diagram of the dial interface. Pin 16 is a mode select input, which switches the mute logic between tone and pulse dialing modes. In this way, the circuitry can provide the appropriate muting signals for tone or pulse dialing. Mode selection must also be connected to the respective dialing circuit.

The mute signal from the dialer is sent to pin 17. It is this input, which supplies the logic control signal, that mutes the receiver. Tone dialing signals can be connected to pin 10 through a resistor-capacitor network comprising C6 and R7. These signals will be amplified directly by amplifier A1 and sent along to the local loop. (More information will be given on dialers in the following chapter.)

**LINE BALANCING**

The discussion of the telephone set would not be complete without considering line balancing. We will discuss this topic from a general view, considering both electrical and acoustic factors effecting a classical passive telephone instrument.

In the overall operation of a telephone, several factors affect the transfer of energy between the twisted pair, the receiver, and the transmitter amplifiers.
The electronic telephone maintains a constant output level over a wide range of loop currents by automatically adjusting the transmitter and receiver amplifier gains.

The entire telephone set, including the handset, the amplifiers, and the hybrid, is shown in Figure 3-17. A signal $a$ from the microphone results in the $a-b$ portion being delivered to the telephone line amplified by a factor $K$ based on the gain of $A_T$ and the ratio of decoupling of the hybrid. The imbalance of the hybrid results in a fraction of this signal, $b$, being fed through the receiver amplifier, $A_R$, to the receiver. This is the sidetone as discussed in Chapter 2.

The electrical signal to the receiver is converted into sound and fed to the user's ear. However, a fraction, $b_x$, of that acoustical signal will be fed back to the microphone via the air and possibly the facial bones of the user. This acoustical feedback can be positive and add to the original signal, $a$, to cause howling if the level of feedback is high enough. The shape of the handset, the mounting of the receiver and microphone inside it, and the material from which it is made can reduce the acoustical feedback.

The electrical signal balancing depends on the hybrid network and the value of line balancing impedance $Z_B$. The latter values are determined by the telephone company after a great deal of statistical survey on the lines used by the telephone system, and on the spread of parameters of the production components that go into the telephone set.

**TELEPHONE SET VOLUME COMPENSATION**

Recall in the discussion of the conventional telephone set that there were varistors (components whose resistance changes as the current through them...
changes) in the hybrid circuit. These varistors adjusted their resistance so that the volume of the sound in the telephone system from transmitter to receiver stayed about the same, even though the length of the local loop increased.

Figure 3-18 illustrates this feature for the common Bell Type 500 telephone set. Note that the horizontal axis is either local loop resistance $R_L$ in ohms (top of chart) or line length in thousands of feet (bottom of chart). The vertical axis is the response in decibels.

The curve of the relative response of the Bell Type 500 telephone set receiver shows that the relative volume level delivered to the receiver stays within ±1 dB for a local loop length of 0 feet ($R_L = 0$) to a length of 14,000 feet ($R_L = 1180$ ohms). As a comparison, an older telephone set, the Type 302, had a 5-dB loss in volume when the local loop was 12,000 feet long. Similarly, another curve in Figure 3-18 shows the transmitting response.

As explained earlier, in the MC34114 speech integrated circuit the line current determines the voltage at the AGC control input, which in turn adjusts the gain of the transmitter amplifier and the receiver amplifier of the electronic
telephone. This provides the same or better compensation than that of the Bell Type 500 set.

**AVAILABILITY AND CHARACTERISTICS OF INTEGRATED CIRCUIT SPEECH NETWORKS**

Motorola is just one manufacturer of telephone integrated circuits; others include Philips and Samsung. Full performance details for any component such as the Motorola MC34114 can be obtained from the respective manufacturer. The Samsung S1T2425A integrated circuit is identical to the Motorola MC34014, which is now obsolete and was described in previous editions of this book.

At first glance, the Motorola MC34114 data sheet may appear unwieldy, but there are several main characteristics that are critical to the speech network’s performance. Table 3-2 lists some of the most important points. Although the MC34114 can work down to 1.2 volts, it needs 5 volts or more in order for both the 1.7- and 3.3-volt regulators to function correctly.

To emphasize the flexibility of the IC speech network, Table 3-3 describes the effects of each component shown in the application of Figure 3-19.

Integrated circuits for modems and other telephone component products are available from a wide variety of IC manufacturers such as Philips, Texas Instruments, National Semiconductor, Oki, Infineon (formerly Siemens),
Lucent, and Samsung. Each manufacturer offers a range of different products, each with its own features, characteristics, and options.

Some general-purpose integrated circuits such as digital signal processors (DSPs) and field programmable gate arrays (FPGAs) are programmed to perform the functions determined by complex algorithms. These algorithms are
<table>
<thead>
<tr>
<th>Component</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Determines the telephone input impedance</td>
</tr>
<tr>
<td>R2, R3</td>
<td>Control the AGC function</td>
</tr>
<tr>
<td>R4, R5</td>
<td>Microphone biasing resistors</td>
</tr>
<tr>
<td>R6</td>
<td>Controls microphone input amplitude</td>
</tr>
<tr>
<td>R7</td>
<td>Controls tone input amplitude</td>
</tr>
<tr>
<td>R8</td>
<td>Controls receiver amplifier gain</td>
</tr>
<tr>
<td>R9, R10</td>
<td>Controls sidetone cancellation</td>
</tr>
<tr>
<td>C1</td>
<td>Removes ac signals at loop compensation circuit</td>
</tr>
<tr>
<td>C2</td>
<td>Stabilizes 1.7-volt supply for microphone</td>
</tr>
<tr>
<td>C3, C4</td>
<td>Couples signals to microphone pre-amplifier</td>
</tr>
<tr>
<td>C5</td>
<td>Couples microphone signals to speech network</td>
</tr>
<tr>
<td>C6</td>
<td>Couples tones from DTMF dialer</td>
</tr>
<tr>
<td>C7</td>
<td>Stabilizes 3.3-volt supply for dialer circuit</td>
</tr>
<tr>
<td>C8</td>
<td>Couples signals into receiver amplifier</td>
</tr>
<tr>
<td>C9</td>
<td>Controls sidetone cancellation (compensates for phase shift of the line)</td>
</tr>
<tr>
<td>C10</td>
<td>Shorts out radio frequency signals</td>
</tr>
</tbody>
</table>

Available as software from a number of sources, but this software is usually proprietary and the intellectual property (IP) of a private company. The company that owns the IP may be able to charge a premium for the right to use that software in any design. High-speed modems and codecs for low-bit-rate voice encoding are very sophisticated and often use DSPs running proprietary software; the cost of reusing proprietary software is usually far less than developing designs from scratch.

**WHAT HAVE WE LEARNED?**

1. Changes to the telephone set must be made in a manner that maintains the proper characteristics for the line interface.
2. The coupling of two-way speech circuits into the telephone set is similar to the conventional hybrid circuit except a resistive bridge replaces the induction coil.
3. Two-way speech circuits are made with integrated circuits because they offer high performance, low power consumption, small size, are lightweight, and have high reliability.
4. Two-way speech circuits must be able to operate from very low voltage (below 4 V) if powered from the telephone line.
5. Overvoltage protection must be provided to prevent damage to electronic circuits by voltage variations and spikes on the line.

6. The two-way speech circuits must operate with either polarity voltage on the telephone line. A rectifier bridge is used to provide a constant polarity voltage.

7. Two-way speech circuits must draw very low leakage current from the telephone line in the on-hook condition.

8. Circuits for voltage and current regulation are contained in the speech integrated circuit.

9. Controlled gain is provided by the AGC circuits in the electronic telephone set, which compensate for the line length. This is in contrast to the conventional telephone set that compensates for line length by using varistors.
Quiz for Chapter 3

1. The equipment used in the telephone network changes:
   a. rapidly, to keep up with new technology.
   b. almost never, because it is doing the job.
   c. slowly, to balance new technology against cost.

2. The telephone set can change:
   a. very little, because it is connected to a network that changes slowly.
   b. as long as the interface to the subscriber loop remains the same.
   c. only in cosmetics, such as color, shape, style, etc.

3. The carbon transmitter:
   a. is a comparatively recent electronic development.
   b. was invented by Thomas A. Watson, Bell's assistant.
   c. determines the minimum operating current in the local loop.

4. On-hook current must be kept low so that the:
   a. line relays in the central office will not mistake it for off-hook current.
   b. comparatively small wires in the cable will not overheat.
   c. ringer will not ring incorrectly.
   d. carbon microphone will not be damaged.

5. Power to operate the telephone and the subscriber loop is usually provided by:
   a. the telephone company, and is low-voltage ac.
   b. the subscriber, through the use of batteries in the set.
   c. the central office, and is called battery feed because batteries are sometimes used.

6. Overvoltage protection is:
   a. needed in the telephone set because of the high ringing voltage.
   b. is nearly always incorporated on the IC chip.
   c. is primarily a central office function.
   d. needed because of transients from lightning, induction, or short circuits.

7. A special rectifier bridge is used in electronic telephones because:
   a. the ac power must be converted to dc to simulate a battery.
   b. it is necessary to shunt the speech frequencies and keep them off of the loop.
   c. the voltage drop across conventional bridges leaves too little voltage to operate the set.
8. The MC34114 is primarily designed to work with:
   a. a low-impedance dynamic microphone.
   b. less than 1 volt.
   c. an inflexible dialer circuit interface.
   d. a high-impedance electret microphone.

9. The microphone pre-amplifier's balanced differential input:
   a. reduces the likelihood of crosstalk from the receiver circuit.
   b. disables the mute circuit.
   c. increases electromagnetic interference.

10. Electret and electrodynamic microphones are directly interchangeable devices in the speech network.
   a. True
   b. False
Electronic Dialing and Ringing Circuits

ABOUT THIS CHAPTER

In this chapter, the discussion centers on replacing the conventional telephone set components that perform the functions of dialing and ringing with electronics that do these functions. Electronics have made the mechanical rotary dial obsolete. Solid-state integrated circuits are available that generate dial pulses or tones when a telephone number is entered by depressing keys on a keypad. Electronic memories can retain one or more phone numbers so that the touch of only one key on a keypad sends the entire number down the line. Likewise, electronic ringers have replaced the bell to signal an incoming call. Single-tone and multitone electronic ringers are available.

DIAL PULSE GENERATION USING INTEGRATED CIRCUITS

Dial pulsing was once the most commonly used method in the world for sending addresses (telephone numbers) to the central office. In some Third World countries, it may still be in use. Consequently, the mechanical rotary dial with its gears, cams, contacts, and rotary speed governor was one of the first targets for the substitution of electronics. The rotary dial itself has been replaced with an integrated circuit called an impulse dialer. Several versions of this circuit are made by a number of semiconductor manufacturers.

To be compatible with electromechanical central offices, most modern telephones have a “pulse/tone” switch to allow the selection between pulse or tone. The electronic impulse dialer must send dial pulses at the 10 pulse-per-second (pps) rate. Since a person can push the buttons faster than the pulses can be sent, an electronic memory capable of holding from 17 to 20 digits is included in the circuit to hold the number while the dial pulses are transmitted. The number remains in this memory for several hours or until another number is entered. This capability must be provided because some central offices may still be electromechanical, especially in Third World countries, but in the United States and Canada electronic dialing is used almost exclusively.

Redial

With the memory function available, it was relatively easy to incorporate a redial function. By pushing only one button, the last number entered will be
Using integrated circuits provides the redial feature and meets the requirement for very low power.

redialed. This feature is helpful when continually trying to reach a busy number. Initially, the redial feature met with some resistance from the telephone companies because of fears of clogging the network since redialing could be done so rapidly and frequently. Also, they were concerned about the maintenance of batteries used to power the electronic circuits in the telephone set. (Remember that the station battery at each telephone was abandoned in favor of a common battery at the central office exchange very early in the 1900s because of cost and maintenance.) The development of complementary metal-oxide-silicon (CMOS) semiconductor technology, which produces integrated circuits with very low power consumption, has solved the latter problem. The current drain of these circuits is only a few microamperes so that it is possible to operate the electronics from the dc power available from the telephone line. However, if a battery of the type commonly used to power calculators or other consumer electronic goods were used to provide only the very small current required by the number memory, the battery would last for several years.

CIRCUIT POWER AND VOLTAGE TRANSIENTS

Before proceeding with the description of the electronic pulse dialer, two general subjects need to be covered in a bit more detail. One is circuit power and the other is voltage transients.

Circuit Power

Figure 4-1 shows a number of ways that power is provided to electronic circuits inside the telephone set that are powered from the line. The ringer circuit must be supplied from the line ahead of the switchhook so that the circuit can be energized by the ringer signal even though the telephone handset is on-hook. In this case, a diode rectifier bridge must precede the circuits (if it is not provided in the ringer circuit) to protect against line voltage polarity reversal.

Other circuitry in the telephone must also receive power from the telephone line. These additional circuits, however, must be powered after the switchhook assembly. For this reason, an independent diode bridge can be used to supply voltage and current to any device not already containing internal diode bridges.

Although Figure 4-1 shows standard diode bridges, low-voltage diode bridges may be used to supply power to integrated circuits that must operate on very-low-voltage lines. A well-designed telephone circuit needs no more than two bridge circuits (only one if the ringer has a built-in bridge). Notice the back-to-back zener diodes following each bridge. As discussed in Chapter 3, these diodes provide integrated circuits with a measure of overvoltage or transient protection.
Voltage Transients

When the handset is on-hook, the switchhook is open and the full exchange battery voltage (usually 48 V dc) appears at the tip and ring terminals of the telephone set. When the handset is lifted, the switchhook closes. If there is any contact bounce (momentary closures and openings) and the circuit in the telephone set is inductive, relatively high-voltage pulses called transients will be generated. Dial pulsing also produces these high-voltage transients.

Figure 4-2 shows an equivalent circuit of such a case just as the switch in the circuit has opened. A current $I$ had been flowing. Due to the magnetic field stored in the inductance $L$, which collapses when the current stops, a voltage is generated across the inductance that appears across the opening switch contacts. This voltage can be calculated by the following equation:

$$V = \frac{L\Delta I}{\Delta t}$$
The magnitude of the induced voltage will be increased by higher current values applied to a larger inductance. Also, the faster the current is applied or removed, the greater will be the induced voltage.

where
\[ V = \frac{L \Delta I}{\Delta t} \]

\[ L \] is the inductance (in henrys) in circuit,
\[ \Delta I \] is the change in current (in amperes) that occurred,
\[ \Delta t \] is the time (in seconds) it took to make the current change.

An example will show how large the voltage can be. Suppose \( L \) equals 1 henry of inductance, that 10 milliamperes \( (10 \times 10^{-3} \text{ amperes}) \) of current were flowing when the switch opened, and that it took 10 microseconds \( (10 \times 10^{-6} \text{ seconds}) \) to break the circuit. By substituting in the previous equation, the voltage can be calculated.

\[
V = \frac{1 \times 10 \times 10^{-3}}{10 \times 10^{-6}}
= 1 \times 10^3
= 1,000 \text{ volts}
\]

The voltage generated is 1,000 volts. Integrated circuits and many small transistors cannot withstand this much voltage and will be permanently damaged. Thus, the electronic phone must have high-voltage transistors in circuits that interface to the line and must have circuits to suppress or absorb
The electronic pulse dialer must perform two functions—loop disconnect dialing and receiver muting.

For circuits where the speech network and pulse dialer are in parallel, the pulse dialer must provide an output that pulses the loop current to the line, but is interrupted to the speech network.

these transient voltages. The overvoltage protection, speech-muting, and ringer-muting (anti-tinkle) circuits perform this function.

Overvoltage protection was discussed in Chapter 3. Recall that either single-polarity or double-polarity zener diodes are used depending on the expected polarity of the voltage at the point of protection. The speech-muting and ringer-muting circuits are discussed in the following sections.

PULSE DIALER

Recall that the pulsing switch on the rotary dial of the conventional telephone set is in series with the induction coil (hybrid) and interrupts the loop current a number of times equal to the number dialed; one time for the number 1, five times for the number 5, etc., at 10 pps. This is called loop disconnect dialing. The impulse dialer electronic circuit that replaces the mechanical dial must perform the same function—interrupt the loop current at 10 pps.

It also must perform another function. Recall that the conventional mechanical dial has additional switches to short out the handset receiver so that the dial pulses are not heard by the caller. This is called muting. The impulse dialer also must mute the receiver or, as more generally stated, mute the speech circuits. Generally, there are two ways that these functions are accomplished.

Dial Circuits in Parallel with Speech Network

The first way of accomplishing the functions is shown in the equivalent circuit of Figure 4-3. Here the dial circuits, represented by switch S3, are in parallel with the speech network. This previously has been called the hybrid network, but more recent terminology for this equivalent is speech network. The speech network is muted by switch S4 under control of the pulse dialer. Fundamentally, here’s how it works.

When the handset is taken off-hook, S4 is closed and S3 is open. The loop current flows through the speech network in order to signal the central office that a subscriber wants service. When the caller starts to dial and depresses the first key, the pulse dialer circuit closes S3 and opens S4 so that the loop current now flows through the dial pulse circuit and at the same time the speech network is disabled so the receiver is muted. As the circuit dials, it does the equivalent of opening and closing S3 electronically to interrupt the current in the loop the required number of times. When dialing is finished, S3 remains open and S4 closes to maintain the loop current.

Dial Circuits in Series with Speech Network

The pulse dialer also may accomplish the functions of interrupting the loop current and muting as shown in Figure 4-4. In this case, the circuits to do the current interruption, represented equivalently by S3, are in series with the...
For circuits where the speech network and pulse dialer are in series, the pulse dialer must provide an output that pulses the line and the speech network, but the current flow to the receiver only is interrupted.

Just as in Figure 4-3, the pulse dialer does the equivalent of opening and closing S3 electronically. However, unlike Figure 4-3, where no current flowed through the speech network while dialing was going on, now the interrupted loop current is flowing through the speech network. Therefore, muting must be accomplished differently.

Electronically, the pulse dialer does the equivalent of opening S4 in the receiver circuit. Thus, even though the current is pulsing through the hybrid network, the noise does not affect the receiver because its circuit is open. Let's now look at a typical integrated circuit pulse dialer.

**Primary Functions**

Figure 4-5 details the major operating sections contained in a typical pulse dialing integrated circuit. Depending on the particular device, the key decoding logic will accept either a 4-bit binary word corresponding to the selected key, or it may accept the key as a series of row and column lines. For the integrated circuit used in these examples, a binary input will be used.

---

**Figure 4-3**

**Dial Circuits in Parallel with Speech Networks**

[Diagram of dial circuits in parallel with speech networks]

- **S3** allows pulsing to receive current.
- **S4** isolates the hybrid during pulsing.
When a key is detected and verified, the binary code of the number is stored in internal memory. Certain dialer ICs may store anywhere from 16 to 20 digits per phone number. Additional control circuitry in the memory directs the location at which each digit is stored or recalled. Numbers stored in memory will be held until a new number is entered, or until power is removed from the dialer.

An oscillator circuit is provided to supply a stable clock frequency for all internal dialer circuitry. It is this oscillator that coordinates the timing and sequences of control logic in the dialer. Crystals, resistors, capacitors, or inductors can be used to set the frequency of the oscillator.

The output circuit is directed by control and timing logic and is comprised of a pulse output and a mute signal, which are both connected to the speech network. A discrete, medium-power, high-voltage transistor at the IC output uses dial pulses to actually interrupt loop current. Additional discrete components may be needed to employ the mute signal depending on compatibility of the particular speech network. An IC speech network such as the Motorola MC34014 covered in Chapter 3 can use mute signals directly. A
speech network using discrete components, such as an older 500-type telephone, would need some sort of mute interface.

Control and timing logic typically has a number of extra input options to control other facets of dialer operation. The three most common control inputs are On-Hook/Off-Hook, Interdigit Time, and Make/Break Ratio.

On-Hook/Off-Hook, sometimes referred to as Call Request, is a signal that enables dialers to sense a switchhook closure and loop current flow. The dialer will not function if this signal is in an on-hook condition. Interdigit Time, or IDT, controls the delay between subsequent digit pulse sequences. Typical delay values can range from 200 to 1000 milliseconds when dialing at 10 pps, and 100 to 500 milliseconds when dialing at 20 pps. A Make/Break Ratio (MBR) can be set at either 67% low/33% high, or 61% low/39% high depending on the logic state of the MBR input line. The clock frequency directly affects the dial rate, so the 10- or 20-pps dialing rate may be selected by changing the oscillator components.

Two extra functions that are often available are Hold and Redial. Hold is a signal that disables outpulsing when the current digit is completed. When this line is released, outpulsing will resume normally. This function is very useful in extending the Interdigit Time beyond the normal conventions. Redial, as the
name implies, will cause the last digit entered into memory to be repeated at the output.

**IC Impulse Dialer Application**

Dedicated impulse dialers are continuing to lose popularity as more and more central office facilities are being equipped to handle tone dialing signals. Although central offices will remain compatible with pulse dialing signals into the foreseeable future, the speed and convenience of tone dialing, combined with the onset of automated sales and information services, will eventually render pulse dialing telephones extinct.

One of the few integrated circuit pulse dialers still on the market today is the MC14408 manufactured by Motorola. It is fabricated using low-power CMOS technology and it incorporates a wide range of functions. Since the MC14408 requires a binary input, a keypad-to-binary encoder (such as a Motorola MC14419) must be used to interface the keypad to the pulse dialer.

Originally, the intent of the MC14408 was to provide a direct replacement for the electromechanical rotary dialer mechanism in conventional telephones as shown in Figure 4-6. Figure 4-7 shows the same conventional telephone circuit with the addition of the integrated pulse dialer.

As soon as the telephone goes off hook, the Call Request (CRQ) signal becomes logic low. This resets the MC14408 internal circuitry to either accept a new number or execute a redial function. When the pulsar executes a number,
the Dial Rotating Output (DRO) becomes logic high. This shuts off the transistor, providing a current path to the receiver and effectively mutes it. DRO will stay high while digit pulses are being sent. Dial pulses (Figure 4-8) are sent through the Outpulsing (OPL) pin, which switches a diode-transistor
network on and off to interrupt loop current. The central office interprets these current pulses as digits.

Power ($V_{dd}$) for the integrated circuits is channeled through an MDA920 polarity protection bridge rectifier and developed across a 1N4734 zener diode and 100-μF capacitor. Ground potential in the circuit is called $V_{ss}$. The charge stored in the 100-μF capacitor will be enough to retain the dialer memory for several hours.

**DTMF DIALING USING INTEGRATED CIRCUITS**

Dialing also may be accomplished by sending dual tones onto the line as discussed for the conventional phone. Integrated circuits have been designed to provide this function. The conventional way of accomplishing this is shown in Figure 4-9a. Unlike the conventional way, in which a low-frequency and high-frequency sine-wave oscillator feed the speech network, the integrated circuit DTMF generator (Figure 4-9b) has a counter and decoder that counts pulses from a crystal-controlled oscillator and provides output codes that correspond to the low-frequency tone required and the high-frequency tone required. Each
Figure 4-9
DTMF Generators

a. Conventional

b. Integrated Circuit
of the two outputs from the counter feeds into its own digital-to-analog (D/A) converter. The D/A converter, as the name implies, converts the digital code out of the counter to a sine-wave tone.

The low-frequency tone and the high-frequency tone are summed in an operational amplifier and are fed to the speech network as a combined signal by the output stage.

**An Example IC**

Activation of the tone output circuits in the integrated circuit DTMF generator begins with the caller pressing a key on the keypad. The keypad contacts may be arranged as shown in Figure 4-10a. The top schematic is a representation of a standard DTMF keypad (like a double-pole single-throw switch) where a separate set of two contacts gives the row and the column of the key being pushed. An alternative and somewhat less expensive arrangement is shown in the bottom schematic, which is a so-called “Class A” or single-pole single-throw configuration, with only one set of contacts for each row–column intersection. Some ICs are designed to accept both types; others accept only one type. In either case, the closed keypad contacts give an indication of the key being depressed. In some cases, the closed contacts may apply a supply voltage on the output lines for as long as the key is held down. In other cases, a ground or the common side of the power supply may be provided. The keypad may be

---

**Figure 4-10**

Keypad Contact Types and Output Waveforms

![Diagram of Keypad Contact Types and Output Waveforms]

a. Schematic

b. Output
arranged to provide only a pulse, as is the case for a keypad that is used with a scanning sequence. The output waveforms are shown in Figure 4-10b.

Figure 4-11 shows more detail for a typical DTMF integrated circuit, the TCM5087 (MK5087). This circuit fits into a whole family of devices from TCM5087 to TCM5094. In the diagram, it can be seen that the decoder circuits (labeled = 1) and the set of OR and AND gates in the center have the function of controlling the output of the dividers labeled CTRDIV K. The control is such that if only one key is pushed, two outputs will be generated; one from the row dividers, and one from the column dividers. These two digital outputs are converted to analog waves and summed in the summing amplifier. Note, however, that it is possible to depress two keys on the keypad simultaneously. If the two keys depressed are in the same row or in the same column, and the Single-Tone Enable (pin 15 on the example circuit) is a 1, only one tone, corresponding to the row or column in which the two keys are pushed, is generated. This feature is implemented to allow testing of the keypad and tone generator circuits. Operation of two keys in diagonal positions causes the circuit to provide no output at all (both sides of the decoder indicate “not equal to one”).

One other function of interest is shown by the logic element labeled ≥1 at the bottom of the high-frequency decoder. This gate provides an output at standard logic voltage levels (labeled Mute Out, pin 10) and an output through a transistor switch (pin 2) for muting of the speech circuit. The Mute Out signal is used to mute the receiver during dialing so the caller does not hear the full level of the dialed tones. These outputs are active whenever one or more keys are pushed.

Frequency synthesis in the circuit is accomplished by using a single input frequency of 3.579545 MHz, derived from an external crystal oscillator (using an inexpensive color TV crystal) connected to pins 7 and 8. This input frequency is divided in the blocks labeled CTRDIV K by eight different constants to produce eight possible output frequencies, two of which are selected each time a key is pressed on the associated keypad. The two tones are then added and amplified to produce the dual-tone output.

**Output Waveforms**

The output waveforms are not pure sine waves, but are stairstepped because of the D/A conversion. Typical stairstep approximations of the row and column sinusoidal output are shown in Figure 4-12. The sinusoidal waveforms are generated with a typical distortion of under 7%. The typical harmonic and intermodulation distortion content of the resulting two-tone sum is 30 dB down when referenced to the strongest column tone fundamental.

**Actual Application**

A TCM5087 is shown applied in a telephone set in Figure 4-13. The tone output feeds through the speech network to the line. A diode bridge feeds
Figure 4-12
DTMF Waveforms

a. Row 3 Output

b. Column 2 Output

This is the sum of the two frequencies above.

c. Row 3 and Column 2 (Digit 8) Dual-Tone Waveform at Pin 16
power to the IC and Z1 protects against transients. The capacitor C1 maintains and filters the voltage across the IC to eliminate noise and supply variations. A mute signal controls Q1 and mutes the transmitter of the speech network. The XMIT output on pin 2 and the ST1 input on pin 15 were described in the discussion of Figure 4-11.

**COMBINED DIALERS**

Advances in integrated circuit fabrication technology have made it practical to combine the circuitry for a pulse dialer and DTMF dialer into one device. Dialing modes can be selected with a single switch. These combined dialers also offer last number redial, as well as memory storage for 10 or more telephone numbers.

**Actual Components**

Motorola manufactures a series of combination dialing circuits: the MC145412, MC145413, and MC145512. Figure 4-14 is a block diagram for the MC145412/13/512 family. Each dialer interfaces directly with either 3 × 4

---

**Figure 4-13**

TCM5087 in Telephone Set
or 4 × 4 keypads. A single input pin will select between DTMF, 10-pps, or 20-pps dialing. An internal memory can hold up to 10 complete telephone numbers, each up to 18 digits long—this includes last number redial. Finally, the dialers operate on line power as low as 1.7 volts. This makes them very closely compatible with the MC34014 integrated speech network covered in Chapter 3.

Figure 4-15 demonstrates an actual application of the MC145412. A standard 3 × 4 keypad is used to select desired digits. Keypad signals are connected to row and column inputs. A ground condition at the off-hook input will enable the dialer. While on-hook, numbers may be entered into memory without dialing signals being generated. A 3.58-MHz colorburst crystal provides a stable time base for operation.

Dialing mode select can be logic high for 20 pps, open for 10 pps, or ground for DTMF signaling. DTMF tones are output to the DTMF OUT pin when the dialer is in the tone mode, and the pulse output (OPL) will be at high impedance. In pulse dialing mode, the DTMF OUT pin is at high impedance while pulses are delivered to the OPL pin. Mute is connected directly to the speech network. It will be logic low during pulsing or tone output, otherwise it will be logic high.

Make/break ratios are not field adjustable in the MC145412. Devices are mask programmed at the factory. Both the MC145412/13 offer a typical make/break ratio of 40/60. The MC145512 has a make/break ratio of 32/68.

Memory access and last number redial are accomplished easily by the integrated dialing circuits. For last number redial, the "*" and "0" buttons must
be pressed. To retrieve a stored number, "*" and the corresponding number (1 through 9) must be pressed. A complete explanation of dialing key sequences is available in the MC145412/13/512 data sheet.

**ELECTRONIC RINGER**

Ringing is the way the called party is signaled that a call is waiting. Conventionally, this has been done with an electromagnetic bell. An electronic ringer, like the conventional bell, must be efficient, cheap, sturdy, and reliable. Unlike bells, however, electronic ringers can provide extra features. They can sound varying pitches so that each of several telephones in an office can be identified. They can sound with increasing volume the longer the phone rings.

An important advantage provided by electronic ringers is their smaller size and lighter weight. New types of telephone sets are possible when the set does not need to contain a large heavy bell that is loud enough to be heard all over the house. Since many homes now have extension phones in one or more locations, this loudness is not needed. Component layout can be flexible so that
the circuit can be fitted into unusually shaped housings or can be combined with other electronics onto a main circuit board. Electronic ringers may be either single tone or multitone. Recall that to cause the ringing, the central office places large amplitude ac signal on the local loop.

**Single-Tone Ringer**

The single-tone ringer has a fixed-frequency self-resonant oscillator that is turned on and off by alternate half cycles of the ac ringing voltage. Figure 4-16 shows two single-tone ringer circuits. An electromagnetic transducer is used in Figure 4-16a and a piezoelectric “sound disc” type transducer is used in Figure 4-16b.

**Voltage Regulation**

The voltage regulation portion of both circuits in Figure 4-16 is the same. On the negative half cycles of the ac input, D1 conducts and the power is dissipated in R1. The small voltage drop across D1 ensures that D2 blocks current flow so no power is supplied to Q1 in the oscillator section; thus, there is no audio output. On the positive half cycles, D2 conducts when the voltage rises above the zener voltage of D3 and the oscillator operates for the duration of the half cycle. Therefore, the time of oscillation is determined by the amplitude and frequency of the ringer signal placed on the line.

**Anti-Tinkle Circuit**

D3 and C2 form the anti-tinkle circuit to prevent operation of the ringer by dialing pulses. The zener voltage of D3 establishes a threshold voltage that the dial pulse voltage must exceed before it can activate the ringer and C2 is a filter to absorb any transients that exceed the threshold.

**Tone Generation and Output**

The magnetic transducer in Figure 4-16a typically is a moving-coil or moving-armature transducer similar to those used for telephone receivers described in Chapter 2. Feedback for oscillation is provided by transformer coupling of T1.

The piezoelectric transducer is a thin brass disc to which a disc of piezoceramic material is glued with an epoxy cement (Figure 4-17). The upper surface of the ceramic is silver plated to form one side of the electrical connection. Feedback for oscillation of the circuit of Figure 4-16b is obtained from a small area of disc that is isolated from the main area by cutting or etching away the silver around the feedback element. When the circuit oscillates, because of its piezoelectric properties, the disc flexes as shown in Figure 4-17b and produces sound. For greatest efficiency, both types of transducers must be mounted in an acoustically resonant enclosure, which normally is made as part of the telephone case.
**Disadvantages**

The single-tone ringer can be made with few components at low cost, but the output tone is usually around 2 to 3 kHz. At these frequencies, two human factors problems arise:

1. As people get older, their hearing sensitivity at these frequencies is reduced.
2. The ability of people to locate the source of a sound at 2 to 3 kHz is poor.
This latter problem increases the difficulty of determining which phone is ringing in an office with several phones of the same type on different lines. Both of these problems can be solved by using a multitone ringer at a lower frequency.

**Multitone Ringer**

Multitone ringers are necessarily more complex electronically than single-tone types, but with modern integrated circuits, their component count can be even lower than that of the single-tone circuits. The output signal of a multitone ringer is produced by switching between two or more frequencies at a rate determined by the tone ringer circuitry, whereas the ac ringing voltage frequency determines the switching rate of the single-tone ringer. Thus, for the multitone ringer, the ac ringing voltage’s only function is to supply power to the unit.

The block diagram of Figure 4-18 shows the circuit functions typically required in a multitone ringer. The ac ringing voltage is rectified to obtain the dc supply power, which is then held constant by the voltage regulator. The overvoltage protection circuitry is the same type that has been discussed previously.
Voltage Regulation

The ac voltage at the input to the ringer can vary over a wide range depending on how far the telephone is from the exchange. Voltage regulation is needed so that the voltage applied to the tone generation circuit is independent of the loop length. The regulator must work over a range of input voltage from about 10 to 90 V rms. Usually the voltage regulator will provide an output higher than the minimum operating voltage (say, 25 to 40 V). At lower input voltages, reduced performance is tolerated.

Anti-Tinkle Circuits

The anti-tinkle circuit must distinguish between the signal generated during dial pulsing and the ac ringing voltage. The pulses applied to the ringer during dialing are short-duration, high-voltage pulses of up to 200 V at a 10-Hz rate as shown in Figure 4-19a. The ac ringing voltage input is roughly sinusoidal at between 16 and 60 Hz.

One way to distinguish between the signals is to make the circuits frequency selective. The dialing transients can be suppressed by making the tone ringer respond only to the higher frequency of the ac ringing signal. The disadvantage of this method is that components for filters at these low frequencies are physically large. Another way is to reduce the sensitivity of the ringer to short pulses with a low-pass filter followed by a threshold detector. The threshold is set so that after filtering the rectified waveform, the transient signal from the dial pulses never rises above the threshold, but the ac ringing signal does, as shown in Figure 4-19b.

In practice, this is not as easy to implement as it appears since the threshold setting also limits the level of ringing signal that will produce ringing. On long loops with more than one telephone set connected, the available ringing voltage can be as little as 10 V rms. Therefore, some compromise may have to be made between anti-tinkle performance and ringer sensitivity.
Two-tone ringing may be accomplished using two oscillators enabled by a frequency control, or by using one oscillator and frequency division.

A good impedance match of the ringer output circuit is essential to produce maximum power output from the small input signal power available. A double-ended output stage will help provide an increased output over single-ended circuits.

**Tone Generation**

Several different techniques for tone generation are used in multitone ringers. The most common circuit produces two tones, but some three-tone integrated circuits are available. Techniques also exist for generating more complex musical sounds.

One of the simplest schemes for generating a two-tone ringing signal is shown in Figure 4-20a. This system uses two oscillators—one set to operate at a low frequency (e.g., 10 to 20 Hz) and the other at a higher frequency (e.g., 440 to 480 Hz). A frequency control signal switches the output between the two frequencies during ringing. This approach has the disadvantage of requiring two sets of frequency determining components, which increases size and cost.

An alternative two-tone circuit uses a master oscillator to generate a high frequency from which the audio tones and the switching signal are generated by division as shown in Figure 4-20b. The master oscillator frequency \( f \) is divided first by \( x \) or \( y \) to give an output of frequency \( f/x \) or \( f/y \) Hz. This tone is then divided by \( Z \) to give a switching control rate of around 10 to 20 Hz, which switches the main dividers between \( X \) and \( Y \). For most ringers, an external resistor, as shown in Figure 4-20b, is used to adjust the frequency of a noncrystal-controlled oscillator. However, to improve frequency stability, the master oscillator in some circuits is crystal controlled as shown by the dashed lines. When crystal controlled, the pitch can be varied only by changing the crystal.

**Output Drivers**

The output driver (power amplifier) for the ringer circuit must match the transducer impedance to the circuit to produce the maximum audio output level with the small amount of input power available. A differential output driver can be used to increase the peak-to-peak voltage drive to the transducer.
This technique is especially good for driving high-impedance devices such as piezoelectric transducers. Instead of the more common single-ended output shown in Figure 4-21a, where the transducer is connected between one active output and ground, a double-ended output circuit has the load connected between two active outputs driven differentially in opposite phase (push-pull) as shown in Figure 4-21b. This method has the effect of doubling the peak-to-peak voltage applied to the transducer; thus, a much louder audio output is obtained.
**Figure 4-22**

*Output Drivers*

![Diagram showing Output Drivers: Single-Ended and Double-Ended (Differential) Outputs]

**ELECTRONIC RINGER IMPLEMENTATION EXAMPLE**

Figure 4-22 shows an implementation of an IC multitone ringer that requires only two resistors, two capacitors, and the transducer external to the integrated circuit to perform the complete ringing function. All of the necessary circuitry including rectifiers and overvoltage protection is integrated into a single 8-pin dual-inline package. The operation of this circuit (a TCM 1506 manufactured by Texas Instruments) is covered in the following discussion.

**Rectification and Protection**

The ac ringing voltage passes through C1 and R1 and is rectified by the on-chip diodes. Overvoltage protection for lightning spikes up to 1500 V for 200-microsecond duration is provided by a crowbar circuit. If a high-voltage pulse appears at the input to the chip, the crowbar circuit short circuits the input and dumps the excess power into resistor R1. The crossbar circuit then automatically resets. The rectified ac is filtered by an external capacitor, C2, and
supplies the voltage regulator, which powers the integrated circuit. A built-in oscillator supplies the timing frequency and can be adjusted with an external variable resistance, R3.

**Tone Generation**

The two-tone output signal is generated from a master oscillator by a programmable divider as was discussed for Figure 4-20. The shift rate between the high and low frequencies is controlled by another divider, which counts cycles of the tone output to generate the low-frequency shift rate. Referring to Figure 4-23, with the master oscillator set to 48 kHz and the programmable divider set to divide-by-28, the tone output and input to the shift rate divider is 1,714 Hz. The shift rate divider (divide-by-128) counts 128 cycles at 1,714 Hz, then switches the programmable divider to divide by 32. Now the tone output
and input to the shift rate divider is 1,500 Hz. The shift rate divider then counts 128 cycles at 1,500 Hz and returns the programmable divider to divide by 28. This cycle repeats as long as the ringing voltage is present on the line.

The shift rate is given by:

\[
SR = \frac{1}{DSR(1/f_1) + DSR(1/f_2)}
\]

\[
= \frac{1}{128 + \frac{128}{1714 + 1500}}
\]

\[
= 6.25 Hz
\]

where

DSR is the shift divider rate ratio,

\( f_1 \) is the high output frequency,

\( f_2 \) is the low output frequency.
The frequency of the master oscillator in the circuit is controlled by adjusted R3 in Figure 4-22. Because the output frequencies are generated by division from a master oscillator, they retain their harmonic relationship of 28:32 or 1:1.14 regardless of the actual oscillator frequency.

**Output Driver**

The output stage of the circuit in Figure 4-22 is designed to drive a piezoelectric disc type transducer, or an electromagnetic transducer. The piezoelectric transducer is shown in solid lines. The output circuit is a single-ended design that enables the IC to generate 0 to 40 volts peak into an open circuit. If an electromagnetic transducer is to be driven, an extra 0.1-μF capacitor and a transformer that matches 4,000 ohms to an 8-ohm speaker is required. The connection is shown in dashed lines in Figure 4-22.

**COMPLETE INTEGRATED TELEPHONE**

Integrated circuit dialing, ringing, and speech functions can be combined to form a complete, solid-state telephone that can provide such features as multitone ringing, tone or pulse dialing with memory and redial, and an active speech network free of bulky transformers or coils. Figure 4-24 shows the complete schematic for a solid-state telephone circuit.

This circuit is completely line powered through a conventional polarity protection diode bridge using regular 1N4004 rectifier diodes. Transient protection is provided by a 1N5274 130-V zener diode. The MC145412 IC allows the circuit to function in either pulse or DTMF dialing modes. Tones are delivered directly to the MC34014 speech network discussed in Chapter 3. The speech network will amplify and couple DTMF signals to the local loop. When in pulse mode, a discrete transistor network consisting of a 2N5401 and 2N5550 will pulse the loop current. A 1N4742 12-V zener diode supplies secondary transient protection to the speech network during pulse dialing. An MC34017 ringer circuit connects to the line side of the telephone. The MC34017 contains its own diode rectifier, transient protection, and anti-tinkle circuitry. A piezoelectric sound element is driven by a push–pull type output driver.

**WHAT HAVE WE LEARNED?**

1. Pulse dialing, tone dialing, and ring detection and sounding can be accomplished with integrated circuits.
2. Integrated circuits need special protection from pulses of voltage called transients whose magnitude is so large that it exceeds the IC breakdown voltage and can damage the circuit.
3. Voltage transients are generated when current is interrupted in an inductive circuit.
Figure 4-24
A Complete Solid-State Telephone
(Courtesy Motorola, Inc.)

ELECTRONIC DIALING AND RINGING CIRCUITS
4. Pulse dialers may provide electronic switching that is either in parallel or in series with the speech network.

5. The receiver is muted so the dialing pulses are not heard by the caller.

6. Muting may be accomplished by semiconductor switching devices or by relay contacts.

7. Typical tone dialing (DTMF) integrated circuits use a master oscillator and divide the frequency to obtain the tones for the row and column matrix.

8. Both single-tone and multitone ringer ICs are available.

9. Anti-tinkle circuits prevent the ringer from being energized during dialing.

10. Multitone ringers use a master oscillator and divide the frequency to obtain a low-frequency and a high-frequency tone for the multitone ringing signal.

11. Either electromagnetic or piezoelectric sound transducers may be used for ringing.
Quiz for Chapter 4

1. Memory is added to the telephone set to:
   a. allow more digits to be dialed.
   b. allow faster dialing.
   c. allow automatic redialing of the last number dialed.
   d. none of the above.

2. What is the function of the diode rectifier bridge in the line circuit?
   a. lower the voltage to the telephone electronics
   b. raise the voltage to the telephone electronics
   c. short out the line when the set is on-hook
   d. protect the set against polarity reversals on the line

3. What bad electrical effect happens when the switchhook is opened?
   a. a high-voltage transient is generated
   b. the line is shorted out
   c. the line is opened
   d. no bad effects happen

4. Pulse dialing occurs at a rate of:
   a. 20 pulses per minute.
   b. 10 pulses per minute.
   c. 10 pulses per second.
   d. 80 pulses per second.

5. Pulse dialers must:
   a. mute the receiver in the set while dialing.
   b. disconnect the transmitter while dialing.
   c. short out the line while dialing.
   d. all of the above.

6. How many different tones may be produced by a four-column DTMF keypad?
   a. 2
   b. 8
   c. 4
   d. 16

7. What is an advantage of electronic ringers?
   a. louder volume
   b. smaller size
   c. good directionality
   d. greater weight

8. What functions are provided in a multitone ringing generator?
   a. anti-tinkle circuitry
   b. tone generation
   c. output amplifier
   d. all of the above

9. The DTMF generator in an electronic phone produces tones using a(n):
   a. LC circuit.
   b. RC circuit.
   c. digital divider circuit.
   d. digital multiplier circuit.

10. A piezoelectric transducer is:
    a. an Italian whistler.
    b. a ceramic disc used to produce sound.
    c. a device used as a receiver.
    d. a device used as a transmitter.
Integrated Telephone Circuits

ABOUT THIS CHAPTER

Previous chapters have discussed the components found in conventional telephones, and how each component can be replaced with equivalent integrated circuits. But advances in electronics have not stopped there. Modern electronics now enables all standard telephone functions, as well as more sophisticated (or “feature”) functions to be fabricated on a single IC chip. A whole new range of possibilities exists for telephones at little or no additional cost to the telephone user. This chapter will examine the features and applications of several advanced telephone integrated circuits.

THE MC34010 SINGLE-CHIP TELEPHONE

Stop for a moment and consider a totally integrated telephone circuit—a complete telephone with all necessary functions neatly packaged into a single IC. At a minimum, it would contain a dialer, ringer, speech network, and loop interface circuits. It would also require a few low-cost components to establish its operating parameters, yet satisfy all impedance and signaling requirements. Finally, it would automatically adjust for a wide range of loop lengths and operate properly on line voltages as low as 1.4 volts.

The Motorola MC34010 is an electronic telephone circuit that provides all of the functions listed in the preceding paragraph, as well as a microprocessor interface port for automated operations and features. This port not only allows for remote dialing commands from the microprocessor, but will also allow the microprocessor to interpret keypad input. Using this method, the microprocessor can communicate with computers or automated control systems right over the phone line. The elements of the electronic telephone are shown in Figure 5-1.

Line Interface

The line voltage regulator, or loop interface, is responsible for providing a constant level of voltage and current to the internal telephone circuitry. Figure 5-2 is a diagram of the line interface circuit. Current is typically regulated through the pass transistor T1. It also selects the dc input resistance of the telephone. Capacitor C9 is a filter used to stabilize the regulated voltage.
The telephone circuit is designed to operate properly with line voltages down to 1.4 volts. When the line voltage is below 3 volts, only the voltage regulator itself is operational to provide the necessary bias signals to the speech and dialer networks. When the line voltage exceeds 3 volts, the transistor network of Q1 and Q2 conducts and transfers excess line power to dc load resistor, R4. It is R4 that sets the dc input resistance of the circuit. Capacitor
C11 acts as a dc load filter, which prevents R4 from loading down any ac signals on the local loop.

**Speech Network**

The speech network interfaces an electret transmitter and receiver to a 2-wire telephone line. Figure 5-3 shows the simplified block diagram of the speech network in the circuit.

Line current passed through transistor T1 is used to power an electret microphone. Resistor network R10, R11, R12, and R13 sets up proper bias between the microphone and the transmit amplifier. It is the fluctuation of current through this network that carries speech to the telephone line. A small portion of the transmit signal is delivered to a small amplifier, which couples back into the receiver to provide sidetone. A peak detector and limiter is included to attenuate any loud transmit signal and restrict audio distortion to a low level. A mute signal from the internal dialer will shut down the microphone and receiver to suppress loud DTMF tones, as well as any annoying clicks due to hookswitch activity or keypad use (the MC34010 does not provide pulse dialing). The ac impedance of the speech network is essentially equal to the impedance of the receiver divided by the gain of the receiver amplifier.

---

*Figure 5-3  Speech Network Block Diagram (Courtesy Motorola, Inc.)*
Tone Dialer

A complete DTMF dialer network is included in the MC34010. It is fully compatible with $3 \times 4$ or $4 \times 4$ keypads. When a key is pressed, keypad comparator circuits define 3-bit row and column addresses for the selected key. Those 3-bit addresses are used by counter/encoders to select unique frequency division settings based on the master oscillator frequency. A varying 8-bit digital word is generated at the necessary frequency by the row and column encoders. Individual row and column digital-to-analog (D/A) converters translate 8-bit data words into their analog voltage levels. These synthesized tones are mixed in an operational amplifier to produce the desired dual-tone output signal. Figure 5-4 is a block diagram for the DTMF dialer.

The unique design used to generate row and column frequency signals can produce a tone that is accurate to within ±0.16%. As a result, an inexpensive 500-kHz ceramic resonator can be used instead of a crystal to supply the DTMF reference frequency. An oscillator with an accuracy of ±0.3% in this telephone circuit will support DTMF signals with an accuracy better than ±0.8%.

Figure 5-4
DTMF Dialer Block Diagram (Courtesy Motorola, Inc.)
Ringer Network

The ringer network used in the Motorola MC34010 is very similar in approach to those individual ringer circuits presented in Chapter 4. Figure 5-5 shows a block diagram for the Motorola MC34010 tone ringer. Ring signals occurring across the polarity protection bridge are full-wave rectified and clipped by zener diodes Z2 and Z3. When ring signal voltage exceeds the threshold voltage level set by R2, an 8/10 frequency divider will be enabled. This will supply an alternating two-tone, or warble, signal to a single-ended output buffer driving a piezoelectric sound element. When the ring voltage level drops below a lower ring threshold, the 8/10 frequency divider will be disabled and ring output will cease.

Ring frequencies can be adjusted by external components. The base-frequency \( f_0 \) of the free-running oscillator is determined by an RC network of R3 and C13. This network can be altered within very narrow limits to tailor the ring tones as desired.

USING A MICROPROCESSOR

Incorporating a microprocessor into a telephone circuit may seem rather excessive at first. After all, every function necessary to implement a telephone can be fabricated onto a single integrated circuit. The fact that a basic telephone
Microprocessors allow many advanced features to be added to a telephone set with a minimum of additional cost.

set itself performs no logical or mathematical calculations can often add to this confusion.

In truth, the addition of a microprocessor does nothing to enhance the performance of an analog telephone circuit. The strength of a microprocessor lies in the broad range of additional functions that it can offer. Expanded number memory and recall, visual digit display (either through liquid crystal or light-emitting diode displays), visual calendar and clock, elapsed time and callback indicators, automated redial, and answering system control are just some of the many features that microprocessors make possible. Telephones offering these enhanced features are often referred to as “intelligent telephones.”

Choosing a Microprocessor

Several key factors should be considered when selecting a microprocessor for telephone applications. Perhaps the most important consideration is power. Since the microprocessor will have to be powered from the telephone line, it must be capable of operating at very low voltage levels comparable to other telephone ICs. Complementary metal-oxide semiconductor (CMOS) and integrated injection logic (I²L) devices will operate over a wide range of line voltages.

Another important consideration is microprocessor standardization. Although a custom-designed and manufactured microprocessor may prove more powerful than a standard model, the time, cost, and effort required to implement and program a custom device may be much greater than for an “off-the-shelf” device such as the Texas Instruments TMS7000 or the Motorola MC6800.

Microprocessor Interface

The Motorola MC34010 is equipped with an interface circuit specifically designed for connection to a microprocessor system. A block diagram for this interface is shown in Figure 5-6. It is incorporated into the DTMF dialer circuit and connected to the external microprocessor through six signal lines.

Each time a key is pressed (on either a 12- or 16-character keypad), row and column codes from the keypad comparators are translated into a 4-bit code through a keypad decoder. Every key has a unique code associated with it as shown in Figure 5-7. DTMF circuits use the key codes to load both programmable counters in order to generate appropriate tone combinations. The microprocessor interface circuit simultaneously loads the keypad code into a bidirectional 4-bit shift register for transfer to the microprocessor.

Transfer Method

Data are transferred serially to or from the microprocessor through an I/O pin from the shift register. The rate and timing of data transfer are controlled by
Any microprocessor system will require ROM (read-only memory) for permanent program storage, and RAM (random access memory) for temporary data and variables.

Figure 5-6
Microprocessor Interface Block Diagram (Courtesy Motorola, Inc.)

I clock pulses sent over the CL line by the microprocessor. It also manages the direction of data flow using the Data Direction (DD) pin. In this way, dialing activities of the telephone circuit can be supervised. Whether the microprocessor reads or writes key data will depend on what particular function it is performing and how it is programmed.

Reading

If the microprocessor chooses to read information from the dialer for such things as programming telephone numbers or changing operating modes, the DD line is held logic low. When a key is pressed, its key code is channeled through to the DTMF generator. It is also loaded into the shift register. Every subsequent negative edge of the clock signal from CL will shift out one bit at a time through the I/O pin—most significant bit first. The speed at which the transfer takes place will depend on the clock rate at CL.

Writing

If the microprocessors decides to write information to the dialer for purposes such as last number redial or automated control, DD will be held
logic high. Four bits—most significant bit first—are loaded into the shift register through the I/O pin. One bit is loaded with each pulse on CL. To prevent anyone from entering erroneous data while the microprocessor is writing, it will hold the Tone Output, or TO line, in a logic high state. This signal disables tone generation until all 4 bits have been loaded. Once loaded, the microprocessor will return TO a logic low and a tone will be produced.
**Other Control Signals**

The Motorola MC34010 generates two feedback signals that can be used by the microprocessor system. A dialpad (DP) signal becomes logic high when any valid key is pressed. When the key is released, the signal will return to a logic low level. Another status signal is the Mute Signal (MS). This signal becomes logic high when a tone is being produced and speech is muted. MS will return to a logic low after the tone is generated. Either of these signal lines may be used to signal the microprocessor or other control circuitry in the telephone.

**APPLYING THE TELEPHONE CIRCUIT**

The Motorola MC34010 electronic telephone circuit is designed to provide all of the features found in a more conventional telephone set with a minimum of external components. A typical application of the MC34010 is shown in Figure 5-8.

With exception of the 300-ohm receiver element, absolutely no inductive components are used in the electronic telephone. Impedance, gain, transient suppression, and filtering are all adjusted using off-the-shelf resistors and capacitors.

When the telephone is on-hook, switches S1 and S2 are positioned as shown in Figure 5-8. The telephone input impedance is now controlled by R1, C17, and Z3. Ideally, the telephone should have a very high impedance while on-hook. C17 will provide high impedance to dc and low frequencies in the voice passband. R1 will provide high impedance to all other frequencies. Zener diode Z3 shows a nonlinear impedance which helps to match the circuit as line voltage levels change. The polarity bridge (B1) is constructed using standard 1N4005 rectifier diodes.

If the telephone is lifted off-hook, S1 shorts out R1 and C17 to reduce input impedance. Loop current will begin to flow from the central office. The dc resistance of the telephone circuit is now determined by R4, which conducts line current more than 10 milliamperes away from the circuit. The ac impedance while off-hook is controlled by the impedance of the receiver and receive amplifier gain:

\[ Z_{\text{off hook}} = Z_{\text{receiver}} / A_{\text{receiver}} \]

Receiver gain is primarily controlled by R6. A larger value of R6 increases the receive gain, and vice versa.

Both ring start threshold and ring output frequencies can be adjusted through external components. R2 determines the ring start voltage level. An increase in R2 will decrease the voltage level required to start a ring cycle. The base frequency of the ring oscillator \((f_0)\) is set with R3 and C13. It can be expressed as:

\[ f_0 = \frac{1}{(R3 \times C13) + (8 \times 10^6)} \]
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Figure 5-8
Electronic Telephone Application Circuit
(Courtesy Motorola, Inc.)
where \( f_0 \) is the frequency in hertz. The tone frequencies actually heard at the piezo sound element are fractions of the base frequency:

- Upper frequency = \( f_0/8 \)
- Lower frequency = \( f_0/10 \)

The warble rate—the rate at which upper and lower tones switch back and forth during ringing—is usually specified as:

\[ \text{Warble rate} = f_0/640 \]

The ringer will operate properly with frequencies from 1 to 10 kHz. DTMF amplitude coupling to the local loop at \( V^+ \) can easily be adjusted with \( R_{14} \). Lowering the value of \( R_{14} \) will increase the amplitude of the output tone. Since the relationship of all row and column tone amplitudes is fixed, a variation in \( R_{14} \) will alter all tone amplitudes.

The transmit output amplitude and transmit gain can be independently controlled in this telephone circuit. The transmitted voice signal reaching the local loop at \( V^+ \) is restricted by \( R_{10} \). An increase in \( R_{10} \) will decrease the amplitude of the transmitted signal and vice versa. Transmit gain is effected by \( R_{11} \), as well as the level of sidetone. By making \( R_{11} \) larger, a stronger signal will be driven through \( R_{10} \) to the local loop. The sidetone will tend to increase the transmit signal level even further.

Sidetone presence is controlled by the ratio of \( R_9 \) and \( R_5 \). \( R_9 \) should always carry just a little bit more current than \( R_5 \) to ensure that sidetone reaching the receiver will be in phase to the transmitter output. Resistors \( R_8 \), \( R_{15} \), and \( C_6 \) form a phase shift network used to compensate for any phase shift introduced by the local loop. The sidetone signal is coupled into the receiver network through capacitors \( C_7 \) and \( C_8 \).

Transient protection is provided in several different ways. While on-hook, 30-volt zener diode \( Z_2 \) protects the ringer circuit. When off-hook, switch \( S_2 \) connects to the main portion of the circuit. \( Z_1 \) is an 18-volt zener diode for speech network and dialer transient protection. Capacitor \( C_3 \) will suppress any annoying clicks that might occur at the receiver. For a faster response, \( R_{16} \) may be connected across \( C_3 \) by closing \( S_3 \). Table 5-1 shows a detailed list of components used in the application of Figure 5-8, along with their typical values and descriptions.

The Motorola MC34010 is just one of a variety of specialized telephone integrated circuits developed for the telecommunications industry. While this device offers convenience and simplicity over more conventional telephone assemblies, another type of telephone is growing in popularity—speakerphones.

**SPEAKERPHONES**

Speakerphones contain a transmitter and receiver (almost always a speaker—thus the name “speakerphone”) built into the main housing of the
### Table 5-1
Motorola MC34010
External Components

<table>
<thead>
<tr>
<th>Component</th>
<th>Nominal Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1, C2</td>
<td>100 pF</td>
<td>Ceramic resonator oscillator capacitors.</td>
</tr>
<tr>
<td>C3</td>
<td>1 μF, 3.0 V</td>
<td>Transmit limiter low-pass filter capacitor: controls attack and decay time of transmit peak limiter.</td>
</tr>
<tr>
<td>C4, C5</td>
<td>0.1 μF</td>
<td>Transmit amplifier input capacitors: prevents dc current flow into TXL pin and attenuates low-frequency noise on microphone lead.</td>
</tr>
<tr>
<td>C6</td>
<td>0.05 μF</td>
<td>Sidetone network capacitor: provides phase shift in sidetone path to match that caused by telephone line reactance.</td>
</tr>
<tr>
<td>C7, C8</td>
<td>0.05 μF</td>
<td>Receiver amplifier input capacitors: prevents dc current flow into RM terminal and attenuates low-frequency noise in telephone line.</td>
</tr>
<tr>
<td>C9</td>
<td>2.2 μF, 3.0 V</td>
<td>VR regulator capacitor: frequency compensates the VR regulator to prevent oscillation.</td>
</tr>
<tr>
<td>C10</td>
<td>0.01 μF</td>
<td>Receiver amplifier output capacitor: frequency compensates the receiver amplifier to prevent oscillation.</td>
</tr>
<tr>
<td>C11</td>
<td>0.1 μF</td>
<td>DC load filter capacitor: prevents the dc load circuit from attenuating ac signals on V+.</td>
</tr>
<tr>
<td>C12</td>
<td>0.01 μF</td>
<td>Telephone line bypass capacitor: terminates telephone line for high-frequency signals and prevents oscillation in the VR regulator.</td>
</tr>
<tr>
<td>C13</td>
<td>620 pF</td>
<td>Tone ringer oscillator capacitor: determines clock frequency for tone and warble frequency synthesizers.</td>
</tr>
<tr>
<td>C14</td>
<td>0.1 μF</td>
<td>DTMF output feedback capacitor: ac couples feedback around the DTMF output amplifier which reduces output impedance.</td>
</tr>
<tr>
<td>C15</td>
<td>4.7 μF, 25 V</td>
<td>Tone ringer input capacitor: filters the rectified tone ringer input signal to smooth the supply potential for oscillator and output buffer.</td>
</tr>
<tr>
<td>C16</td>
<td>1.0 μF, 10 V</td>
<td>Tone ringer filter capacitor: integrates the voltage from current sense resistor R2 at the input of the threshold detector.</td>
</tr>
<tr>
<td>C17</td>
<td>1.0 μF, 250 V</td>
<td>Tone ringer line capacitor: ac couples the tone ringer to the telephone line; partially controls the on-hook input impedance of the telephone.</td>
</tr>
<tr>
<td>R1</td>
<td>6.8 kΩ</td>
<td>Tone ringer input resistor: limits current into the telephone line and partially controls the on-hook impedance of the telephone.</td>
</tr>
<tr>
<td>R2</td>
<td>1.8 kΩ</td>
<td>Tone ringer current sense resistor: produces a voltage at the input of the threshold detector in proportion to the tone ringer input current.</td>
</tr>
</tbody>
</table>
### Table 5-1 (continued)

<table>
<thead>
<tr>
<th>Component</th>
<th>Nominal Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R3</td>
<td>200 kΩ</td>
<td>Tone ringer oscillator resistor: determines the clock frequency for tone and warble frequency synthesizers.</td>
</tr>
<tr>
<td>R4</td>
<td>82 Ω, 1.0 W</td>
<td>DC load resistor: conducts all dc line current in excess of the current required for speech or dialing circuits; controls the off-hook dc resistance of the telephone.</td>
</tr>
<tr>
<td>R5, R7</td>
<td>150 kΩ, 56 kΩ</td>
<td>Receiver amplifier input resistors: couples ac input signals from the telephone line to the receiver amplifier; signal in R5 subtracts from that in R9 to reduce sidetone in receiver.</td>
</tr>
<tr>
<td>R6</td>
<td>200 kΩ</td>
<td>Receiver amplifier feedback resistor: controls the gain of the receiver amplifier.</td>
</tr>
<tr>
<td>R8, R9</td>
<td>1.5 kΩ, 30 kΩ</td>
<td>Sidetone network resistors: drives receiver amplifier input with the inverted output signal from the transmitter; the phase of signal in R9 should be opposite that in R5.</td>
</tr>
<tr>
<td>R10</td>
<td>270 Ω</td>
<td>Transmit amplifier load resistor: converts output voltage of transmit amplifier into a current that drives the telephone line; controls the maximum transmit level.</td>
</tr>
<tr>
<td>R11</td>
<td>200 kΩ</td>
<td>Transmit amplifier feedback resistor: controls the gain of the transmit amplifier.</td>
</tr>
<tr>
<td>R12, R13</td>
<td>4.7 kΩ, 4.7 kΩ</td>
<td>Transmit amplifier input resistors: couples signal from microphone to transmit amplifier; controls the dynamic range of the transmit peak limiter.</td>
</tr>
<tr>
<td>R14</td>
<td>36 Ω</td>
<td>DTMF calibration resistor: controls the output amplitude of the DTMF dialer.</td>
</tr>
<tr>
<td>R15</td>
<td>2 kΩ</td>
<td>Sidetone network resistor (optional): reduces phase shift in sidetone network at high frequencies.</td>
</tr>
<tr>
<td>R16</td>
<td>100 Ω</td>
<td>Hook switch click suppression current limit resistor (optional): limits current when S3 discharges C3 after switching to the on-hook condition.</td>
</tr>
<tr>
<td>R_x</td>
<td>3 kΩ</td>
<td>Microphone bias resistor: sources current output from VR to power a 2-terminal electret microphone; R_x is not used with 3-terminal microphones.</td>
</tr>
</tbody>
</table>

Source: Courtesy Motorola, Inc.

Telephone set as shown in Figure 5-9. This eliminates the need for a handset, although a handset is usually added for privacy and convenience. By mounting a transmit and receive element in exposed locations on the telephone, it is possible to speak or listen to a caller from just about anywhere within a room. This also allows groups of people to participate in the same conversation without requiring several extension telephones off-hook on the same loop.
Multiple extensions would load down signals and make the conversation more difficult for everyone to follow.

Speakerphones, also known as “comfort phones” or “hands-free” phones, are certainly not new devices. They have existed in one form or another for decades, although several drawbacks kept many of them from the commercial market until the 1980s.

The principal problem with older speakerphones is feedback. Speaker signals travel freely through surrounding air, and can be picked up again by the microphone as transmit signals. These “transmitted” signals would be amplified and delivered to the local loop. A portion of this would be sent back to the speaker as sidetone, only to be coupled to the microphone again. Feedback is an important component of most oscillator circuits. In this case, however, the self-oscillation produced by voice feedback causes a loud, incredibly annoying wail or whine. As a result, full-duplex operation of a speakerphone is impossible. Calling and called parties must take turns speaking and listening in half-duplex mode. Complex sensing and switching circuitry had to be added to switch between transmit and receive modes. The resulting increase in bulk and cost
often placed speakerphones beyond the range of the commercial market. A new
generation of speakerphones uses advanced integrated circuits to overcome
traditional disadvantages.

**Speakerphone Functions**

In order for a speakerphone to operate properly, several important
functions must be performed. Figure 5-10 is a simplified block diagram of a
speakerphone speech network.

The speakerphone must be capable of amplifying the transmit and receive
signals delivered from the local loop through the balance network. Since a caller
may be fairly far away from the phone, transmit and receive amplifiers provide
substantial gain. Their signal levels are constantly monitored and checked
against levels of background noise. Monitors control the actions of a switching
circuit. The switching circuit will turn transmit or receive attenuators on or off
depending on which party is speaking at any particular moment. Balance
network circuitry performs a 4-wire to 2-wire conversion of the speech signals.
Notice the differences between this speech network and the telephone speech
network discussed in Chapter 3.

**Figure 5-10**
Block Diagram of a
Speakerphone
Speech Network
INTEGRATED SPEAKERPHONE CIRCUITS

All of the circuits required to perform amplification, level detection, attenuation, switching, and hybrid functions can now be fabricated on a single integrated circuit. This level of integration offers a smaller, more reliable circuit that is easier to assemble and test, as well as a tremendous cost savings. Motorola manufactures speakerphone ICs.

Figure 5-11 is a block diagram for the Motorola MC34118. It contains all of the circuits needed to implement a complete speakerphone speech network. It supplies a transmit amplifier, level and background noise detectors, transmit and receive attenuators, and switching/control circuitry.

Attenuators

There are two attenuators in the speech path—one for transmit and one for receive. They operate in a complementary fashion under the direction of the attenuator control circuit, so one attenuator is always off while the other is on. This reversing action is what makes half-duplex operation possible. Although the attenuators do not create an open circuit when activated, they will provide as much as -46 dB of attenuation to the signal.

The attenuator control circuit interprets four level inputs; two from background noise monitors, and two from level detectors as detailed in Figure 5-12. Switching characteristics are also effected by a volume control setting, a dial tone detector, and an automatic gain circuit. Each of these factors let the attenuator control circuit decide when to transmit and receive.

Level Detectors

The MC34118 has two sets of two level detectors; two in the receive path and two in the transmit path. Level detectors are little more than high-gain comparators. The output states will change when an input is greater or less than a reference signal. The switching sensitivity of each level detector can be set independently using individual RC networks. The attenuator control circuit interprets each of these inputs to determine the proper operating mode for the speakerphone. A more detailed diagram of a level detector set is shown in Figure 5-13.

Background noise monitors, which are designed to distinguish the characteristics of speech from background noise, are also added. Since speech is a fluctuating signal and background noise is typically constant, under most circumstances it is a simple matter to tell two conditions apart.

Amplifiers

Speech signals picked up by an electret microphone will be boosted as much as 80 dB by a single-stage amplifier. This ensures that even the weakest...
Figure 5.11
Motorola MC34118
Block Diagram
(Courtesy Motorola, Inc.)
detected signal will be transmitted. A mute option is added to provide privacy for the caller on demand. If the caller wishes to discuss something aloud without having that speech overheard by the called party, a mute key can be pressed. A logic high condition at the mute pin will disable the microphone amplifier and attenuate any transmitted signals. A logic low condition will restore normal operation. Figure 5-14 shows a detailed diagram of the microphone amplifier and mute circuit.

Amplifiers are used to construct the MC34118 hybrid network, which provides the 4-wire to 2-wire local loop interface. Gain in the hybrid can be set with external components. Finally, an operational amplifier is used as a filter in the receive circuit. By properly selecting an appropriate configuration of resistors and capacitors, a bandpass filter can be formed. Such a filter will attenuate low-frequency noise such as ac line noise, as well as high-frequency signals that can cause feedback problems.

**Applying the MC34118**

A basic hands-free speakerphone circuit is shown in Figure 5-15. The Motorola MC34118 forms the heart of the network. Operating parameters are set with a minimum of external resistors and capacitors. This particular circuit uses a 25-Ω 300-milliwatt speaker. Since the MC34118 cannot supply enough power to drive the speaker directly, an MC34119 audio amplifier is included.
Figure 5-13
Level Detector Set
(Courtesy Motorola, Inc.)

Note: External component values are application dependent.
Even though the circuit of Figure 5-15 is a functional application of the MC34118, it suffers from several important drawbacks. First, there is no ringer. This means that there is no way of signaling an incoming call. Second, there is no means of dialing, so it is impossible to signal another telephone. Finally, no handset is available. Users are limited to use of the open speaker and microphone only. All of these disadvantages are eliminated with the complete speakerphone/telephone application of Figure 5-16.

The line-powered circuits of the MC34118 and MC34119 are essentially the same as Figure 5-15, but a variety of major improvements have been made. An MC34017 ringer circuit will provide a warble ringing signal to its accompanying piezo sound element. Dialing is available in either pulse or tone mode through use of an MC145412 dialer. Notice the 3-volt battery next to the dialer. This provides battery backup for numbers stored in memory. A diode is added in line with the battery to allow current flow from the battery only. It prevents forced battery charging whenever line voltage exceeds battery voltage. An MC34114 serves as a secondary speech circuit to support a handset. In this way, the telephone can switch from handset to hands-free operation and back again on demand.

Adding Intelligence to the Speakerphone

Although the speakerphone circuit is not equipped with a microprocessor interface, it would be possible to add a microprocessor as shown in Figure 5-17. Figure 5-17 illustrates a block diagram of the pulse/tone speakerphone shown
by Figure 5-16. Circuitry for the microprocessor, its program and workspace memory, and an alphanumeric visual display have been added. Notice that the keypad is now used to enter row and column signals to the microprocessor. It senses on-hook or off-hook conditions, and decides whether the key entries should be sent on to the dialer or interpreted as a command code to update the visual display or other operating parameters such as date or time.
WHAT HAVE WE LEARNED?

1. All functions necessary to implement a telephone can be fabricated onto a single integrated circuit.
2. Adding a microprocessor to a telephone circuit allows many intelligent features to be included for little or no additional cost.
3. Integrated telephone circuits may be able to operate properly on line voltages as low as 1.4 volts.
4. CMOS and I²L devices are often used in integrated telephone circuits because of their wide operating voltage range and noise immunity.
5. Each of the functions in telephone ICs can be optimized with a minimum of resistors and capacitors.
6. Any microprocessor circuit will need some minimum amount of permanent (ROM) and temporary (RAM) memory.
7. Speakerphones, or hands-free phones, allow the caller to speak or listen from just about anywhere in the room.
8. Feedback has always been a problem in speakerphone designs.
9. The switching, amplification, and detection circuitry necessary for a speakerphone can be fabricated onto a single integrated circuit.
10. A microprocessor can be added to just about any integrated telephone circuit.
Quiz for Chapter 5

1. Which function is not required in an integrated telephone circuit?
   a. regulator
   b. dialer
   c. visual display
   d. speech network

2. What does a microprocessor require in order to work with a telephone circuit?
   a. ROM
   b. RAM
   c. a specialized interface circuit in the telephone
   d. a and b above

3. The regulator in an integrated telephone circuit controls:
   a. amplitude.
   b. current.
   c. voltage.
   d. b and c above.

4. CMOS stands for:
   a. covered metal on silicon.
   b. conventional metal-oxide silicon.
   c. complementary metal-oxide semiconductor.
   d. none of the above.

5. I²L stands for:
   a. internal integrator logic.
   b. iterative injection logic.
   c. integrated injection logic.
   d. none of the above.

6. Transient protection for integrated telephone circuits is typically provided by:
   a. bridge rectifiers.
   b. zener diodes.
   c. inductors.
   d. varistors.

7. Integrated telephone and speakerphone circuit performance is optimized with:
   a. resistors.
   b. inductors.
   c. tunnel diodes.
   d. capacitors.
   e. a and d above.

8. Speakerphones operate in:
   a. full-duplex mode.
   b. half-duplex mode.
   c. open-duplex mode.
   d. computer mode.

9. Microprocessors cannot be interfaced to speakerphones.
   a. True
   b. False

10. Integrated telephones provide more gain to transmitted and received signals than speakerphones.
    a. True
    b. False
This chapter explains the principles of using digital techniques to transmit telephone signals. It describes pulse code modulation (PCM) and time division multiplexing (TDM) systems, and compares them with analog systems. Digital transmission techniques deal with information all in digital form. To better understand the techniques used, let’s cover some key concepts about digital signals.

**DIGITAL SIGNALS**

A digital signal, as we briefly described in Chapter 1, is made up of a combination of separate parts called bits. A bit can have only one of two values, 0 and 1. The 0 and 1 values may represent many different two-valued conditions; on-off, full current—no current, high voltage—low voltage, true—false, etc. To understand this further, look at Figure 6-1a.

**Single-Bit Digital Signals**

The digital signal shown in Figure 6-1a is changing from the 0 level to the 1 level and back again as time passes. The 0 and 1 state could also be represented by voltages as shown in Figure 6-1b: +5 volts for the 1 level and 0 volts for the 0 level. Then the waveform of Figure 6-1b could be generated by measuring the voltage at switch $S_0$ in the circuit of Figure 6-1c and changing the switch position from open to closed at particular intervals of time. To generate the waveform shown, $S_0$ is held open for 1 second, closed for 1 second, open for 4 seconds, closed for 2 seconds, open for 3 seconds, closed for 1 second, open for 1 second, closed for 1 second, and open for 2 seconds.

Although this example is useful for understanding digital signals, the reader should be aware that moving switch $S_0$ of Figure 6-1c back and forth to generate the signals and measuring the digit states with meters is much too slow for real-world digital systems. Electronic circuits recognize the levels and sense and transfer the digital states between circuits at a few billionths of a second ($1 \times 10^{-9}$ seconds) so the millions of transactions occur in the wink of an eye.
The line \( L_1 \) in Figure 6-1c could be a control line in any digital system, or being more specific, it could be a control line in a telephone switching network. By continually sensing the signal level on \( L_1 \), the state of the control line can be determined.

**Figure 6-1**
Single-Bit and Multiple-Bit Serial Digital Signals
Serial bit transmissions may be thought of as a continuous stream of highs and lows (voltage and no voltage) passing at a fixed rate of speed down an electrical line.

If the information contained on L1 in Figure 6-1c needs to be moved or transmitted to another location, it would be transmitted in serial form. Serial transmission can be visualized by letting the waveform of digital information pass by a fixed position with time. For example, if in Figure 6-1a the fixed position were the Y (level) axis, and the waveform were moved to the left as time passes; for the first second a 0 level would be passing the Y axis, then the level would change to a 1 and remain there for 1 second. Next the level would change to a 0 and remain at 0 for 4 seconds, etc. Therefore, if an observer were watching the bits go by the Y axis, the following code would be seen in the first eight seconds:

\[ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 1 \]

In the next eight seconds, the code would be:

\[ 0 \ 0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 0 \]

Parallel bit transmission may be thought of as two or more continuous streams of highs and lows, passing at a fixed rate of speed down two or more lines simultaneously. In 3-bit processing, three levels exist.

The three bits can exist in eight different combinations. Each combination or code may represent a specific number or character.

The patterns in Figure 6-2b are going to be visualized in serial form as in Figure 6-1a. The fixed position again is the Y axis. However, now all three waveforms are going to be moved past the Y axis at the same time. Each pattern is going to be assigned a bit position: 0 for the \( S_0 \) pattern, 1 for the \( S_1 \) pattern, and 2 for the \( S_2 \) pattern.

At the start (time = 0 seconds), \( d_0 = 0, d_1 = 0, \) and \( d_2 = 0 \). The code at time zero is 000. One second later the code changes to \( d_0 = 1, d_1 = 0, \) and \( d_2 = 0 \). All of the bits of the code are moving past the Y axis at the same time, so the bits are appearing (being output) in parallel. This is parallel bit processing in digital systems.

The binary signals (codes) generated for the different combinations of \( d_0, d_1, \) and \( d_2 \) at the different time periods are listed in Figure 6-3. Column 2 shows that eight different codes can be generated using all combinations of three bits. In general, if there are \( N \) bits, there are \( 2^N \) different codes (bit patterns of 1s and 0s) that can be used to identify \( 2^N \) different conditions. As
shown in Figure 6-3, the eight codes could represent numbers from 0 to 7, or they could represent a total of 8 different commands and/or characters. Any number of different conditions can be represented by just adding more positions to the bit pattern. An 8-bit group happens to be a convenient one used often in telephone systems. With it, 256 different conditions can be represented.
In the decimal numbering system, each position going from right to left increases its value by a power of 10. In the binary numbering system, each position increases in value by a power of 2.

Table 6-1
Comparison of Place Values

<table>
<thead>
<tr>
<th>Decimal (Base 10)</th>
<th>Binary (Base 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place</td>
<td>Value</td>
</tr>
<tr>
<td>4 3 2 1</td>
<td>16 8 4 2 1</td>
</tr>
</tbody>
</table>

By using these place values wherever a 1 appears in the code of Figure 6-3 and adding them, the equivalent decimal number can be obtained. The evaluation of the code 011 is as follows:

\[(1 \times d_0) + (1 \times d_1) + (0 \times d_2) =
(1 \times 1) + (1 \times 2) + (0 \times 4) =
1 + 2 + 0 = 3\]
Representing Information with Binary Codes

When binary codes present information, whether they are formed serially or in parallel, the information may be carried in a number of ways. The first way is to use the complete group of bits.

Figure 6-1a illustrated an 8-bit group, which is a common grouping for telephone systems as well as digital systems. All of the bits in the group are needed to identify the information. The 8-bit group forms a code to identify a unique condition of the information that has been digitized. The bits in each 8-bit group are numbered from \( d_0 \) to \( d_7 \) as shown in Figure 6-1a; \( d_0 \) is called the least significant bit (LSB) and \( d_7 \) the most significant bit (MSB).

In addition to using the complete group of bits as a code, a second way is to use specific individual bits within a group to control specific functions or to indicate a particular status. A typical example in digital telephone systems is to assign the state of one bit in a group to indicate whether a telephone is on-hook or off-hook. An example using Figure 6-1a again will illustrate this technique.

Bit \( d_1 \) of an 8-bit group is used to indicate the status of the subscriber telephone set. When the handset is off-hook, \( d_1 \) equals 1; when it is on-hook, \( d_1 \) equals 0. Therefore, in Figure 6-1a when the first 8-bit group of bits comes by in serial form, \( d_1 \) equals 1 and the system detects that the handset is off-hook. When the second 8-bit group comes by, \( d_1 \) equals 0 and the on-hook condition is identified. Other bit positions can be used similarly to identify two conditions of a control signal.

A third way to carry information is to use subgroups of bits. Suppose the 8-bit group code is divided into subgroups as follows:

\[
\begin{array}{c}
010 \\
A \\
1100 \\
B \\
1 \\
C \\
\end{array}
\]

In this technique, the first three bits of the code, subgroup A, could be used to identify one of eight different regional centers. Subgroup B, the next four bits, could be used to identify something entirely different—one of 16 different trunk lines, for example. The last bit, subgroup C, still could be used to indicate that a handset is on-hook or off-hook.

SIGNAL CONVERSIONS

Because the early telephone systems were completely analog and a large portion of the system today is still analog, there is a need for conversion from analog signals to digital signals so they may be transmitted using digital techniques. When the signal arrives at the destination, it must be converted back to its analog form. Let’s briefly review both of these concepts.
Analog to Digital

To convert an analog signal to digital, the range of analog voltage levels is divided into discrete levels, each represented by a unique 8-bit code.

Figure 6-4a shows the basic principle of an analog-to-digital (A/D) converter. The input signal is a continuously varying analog of the speech input to the telephone transmitter. At predetermined times, the input analog signal is sampled and the voltage value is converted to an equivalent digital code. In this example, an 8-bit code is used. The code comes out of the converter in parallel each time the input is sampled and its value represents the sampled voltage value. The parallel codes are converted to serial form for transmission. After arriving at the destination, they are reconverted to parallel form to feed a digital-to-analog (D/A) converter.

Figure 6-4 Signal Conversions
To convert a digital signal to analog, the D/A converter takes the digital signal and outputs an approximately similar, but stepped signal to an amplifier/filter network, which smooths the output and provides a nearly perfect replica of the signal.

**Digital to Analog**

From the parallel 8-bit code input, the D/A converter outputs a voltage level for each code as shown in Figure 6-4b. This voltage level remains constant for the sample period and the output waveform has stepped levels. Passing the step-level output through an amplifier and filter restores the signal very nearly to its original smooth and continuously varying shape. The more samples taken in a given period of time by the A/D converter, the more accurate the reproduction of the signal at the output of the D/A converter.

**ADVANTAGES AND DISADVANTAGES OF USING DIGITAL SIGNALS**

The process of changing the analog telephone network to digital has progressed rapidly since 1962, when the first digital transmission system was installed by the Bell System in Chicago. This rush to convert the analog network to digital technology has not arisen because of an overwhelming demand for transmission of data between machines. Instead, the advantages of digital transmission techniques applied to speech signals have proved to be so numerous as to make the continued installation of analog facilities a poor business choice. What are these advantages? Let’s look at some of them.

**Advantages**

**Lower Cost Using Common Circuitry**

The telephone transmission network and switching equipment for digital systems can use the same types of integrated circuit logic used in digital computers. This circuitry has been declining in cost by a factor of two every 3 years for about the last 20 years. The cost of analog circuits has not declined as fast. As a result, digital systems cost less and, as more systems are installed to increase the volume, the cost will continue to go down. Currently, no more analog switching machines are being designed, except possibly very small ones. The net result is a reduced volume, which has increased the cost of analog equipment.

**Common Circuit Functions**

When both the transmission technique and the switching system are digital, it is possible to integrate transmission and switching such that many of the traditionally required interface circuits, such as the 2-wire to 4-wire conversion shown in Figure 6-5, are no longer needed.

Figure 6-6 shows in greatly simplified form one end of a totally digital telephone system (telephone to telephone). The telephone set itself converts speech signals to digital signals. Separate circuits for the transmit and receive signals carry the signals from each telephone set to a multiplexer switch. In this example, the signals from two sets are labeled A and B, respectively. The switch...
Figure 6-5
Two-Wire to Four-Wire Interface for Analog Toll Trunk

Figure 6-6
Digital Transmission Using the Multiplexing Technique
Compared to analog multiplexing, conversion to digital multiplexing is less expensive.

The elimination of hybrids, echo suppressers, and other analog devices decreases costs and greatly increases the transmission quality for long-distance calls. In fact, if the network were digital from end to end, toll calls would have the same quality as local calls regardless of the distance.

**Easy to Multiplex**

Digital signals are easy to multiplex and the same simple low-cost digital logic circuits mentioned before can be used. The filters necessary to separate channels are much simpler than for analog multiplexing, and the need for individual wire pairs to carry the transmission is reduced significantly by multiplexing.

**Easier Supervision**

Signaling for channel supervision and dialing is made vastly simpler and cheaper. Such signaling is inherently digital; for example, the on-hook/off-hook signal and the dial pulse train are binary 0 and 1 level signals and can be represented with simply another bit in the transmitted digital stream as shown in Figure 6-7.

**Better Performance in the Presence of Noise**

Binary signals, because they are represented by pulses of well-defined and uniform shape, are easy to reconstruct even if badly distorted by noise. The process is shown in Figure 6-8 at various points in a digital system. Figure 6-8a shows a bipolar bit stream. This slightly different format is called bipolar because the 1s of the code alternate as positive or negative levels around the 0 level. The format of Figure 6-1a is called a neutral bit stream because the 1s are all positive with respect to the 0 level. In communications terms, the technique of Figure 6-8 gives the ability to communicate with low signal-to-noise ratios. The analog network needs signal-to-noise ratios of between 40 and 50 dB to provide satisfactory speech quality. This is because the noise is amplified along with the voice signal, so only a small amount of noise can be tolerated. Digital systems provide error-free performance with signal-to-noise ratios as low as 15 to 25 dB with no amplification of noise.

At the repeater amplifiers (Figure 6-9), each pulse is regenerated just as it was transmitted, which eliminates any noise added along the transmission path. Since the noise is not mixed in and amplified with the signal, the speech at the end of a 2,000-mile circuit is as clear and quiet as if the circuit were only 2 miles long. The closer the repeaters are spaced, the lower the probability that a digital pulse will be destroyed by noise, and the higher will be the signal-to-
Digital transmission techniques are almost impervious to common line crosstalk.

The same digital equipment can be used to process all digital signal sources, whether they be data or voice, regardless of the source or destination.

noise ratio of the circuit. Thus, the end-to-end error rate can be made as small as desired by proper spacing of the regenerative repeaters.

**Reduced Crosstalk**

Digital signals are also highly resistant to crosstalk. Crosstalk is most evident and most annoying when the two parties to a call are not talking, and can hear and understand a conversation on another circuit. Aside from being annoying, such instances breach the privacy of the parties on the other circuit. When crosstalk does appear on digital systems, it is heard as random, unintelligible noise rather than understandable speech.

**Signals Can Be Mixed**

Digital transmission channels readily handle digital signals from sources other than speech. Figure 6-10 shows a string of bits from a data channel being mixed with speech that has been digitized with an A/D converter.

Because signals from all sources are digitized or are inherently digital, they all have the same form; thus, no special electronic tricks must be performed to keep them apart or to provide special quality channels. For the same reason, it is easy to monitor and, if necessary, correct the performance of digital channels as is done by the repeater amplifier. The monitoring circuit need only discriminate between the presence or absence of a pulse, without regard to the source or destination form of the information.
Figure 6-8
Binary Signals in the Presence of Noise

Digital signals can be clearly recovered from a high noise level.
Figure 6-9
Repeater
Reconstruction of Noisy Signals

a. No Repeater

b. Repeater

Figure 6-10
Mixing Speech and Nonspeech Signals in a Digital Network

After converting analog speech signals to binary data, all signals are in digital form.
Disadvantages

As with most real-life situations, digital transmission of speech signals is not without drawbacks. Fortunately, most are related to the necessity for interfacing with the existing analog network, rather than being due to the technique or the system itself. The interface problems will be reduced as more of the network is converted to digital transmission and switching.

Shannon Limit for Information Capacity

The information capacity of a digital system is limited. The most basic unit is the bit, and bits per second is the unit of measure of system quality. In 1928, R. Hartley of Bell Telephone Laboratories published a relationship between bandwidth, information capacity, and transmission time. This law stated that:

\[ I \propto BT \]

where

- \( I \) = information capacity in bits per second (bps),
- \( B \) = bandwidth in hertz (Hz),
- \( T \) = transmission time in seconds.

In 1948 Claude E. Shannon, also of Bell Telephone Laboratories, published a classical paper in the *Bell System Technical Journal* that limited information capacity. The result was the Shannon limit for information capacity:

\[ I = 3.32 B \log_{10} \left[ 1 + \frac{S}{N} \right] \]

where

- \( I \) = information capacity in bits per second (bps),
- \( B \) = bandwidth in hertz (Hz),
- \( S/N \) = signal-to-noise ratio (power).

Extensive A/D Conversion

When a digital link must be connected to an analog network element, there is a requirement for A/D or D/A conversion. As shown in Figure 6-11, two such points occur at every analog office in the network. Until such time as all of these analog switching and transmission facilities are replaced, the full benefits of digital technology will not become universally available.

Transient Signal Environment

As mentioned earlier, there are advantages to using the standard digital integrated circuits like those used in computers. However, using such circuits in

Because of the necessity of interfacing with existing analog equipment, additional conversion equipment (A/D and D/A) is required.
Interfacing digital hardware with existing analog equipment creates some problems. Digital hardware operates on low voltages and currents, and is quite susceptible to the signal spikes generated by the existing high-voltage equipment.

The existing telephone system also leads to a disadvantage. The integrated circuits operate on low voltages and currents. They cannot tolerate high voltages and their performance degrades if the temperature goes beyond certain limits. Most of the existing telephone network (especially the central office and subscriber loop) was designed in the era of high-current relays and electromechanical switches. As shown in Chapter 4, such circuit conditions produce high-voltage transients. In addition, such systems did not require much temperature control; consequently, temperature variations are quite extreme. The incompatibility between the two design requirements tends to be a drawback to adding digital systems to the existing network.
Maintaining Analog System Interface

Throughout the present telephone system, the direct current to operate the telephone and the alternating current to actuate the ringer must be separated from the digital logic circuits in a digital system that carries the encoded speech signals. In addition, other signal conditioning and protection circuits must be provided. The interface circuits that provide this separation perform functions that are known in the telephone industry as BORSCHT. The acronym stands for the functions of Battery feed, Overvoltage protection, Ringing, Signaling/Supervision, Coding, Hybrid, and Testing.

As shown in Figure 6-12, all BORSCHT functions are usually contained on one plug-in printed circuit card called a subscriber line interface circuit (SLIC), which is located in the digital switching facility. The SLIC provides the interface circuits to connect one subscriber line to the digital switch. These circuits will be covered in more detail in Chapter 7.

All of these functions except coding and testing have been described in previous chapters, but the point to be made here is that if the network were digital all the way out to the telephone set (end to end), a great deal of money would be saved by not having to provide all of the BORSCHT functions.

Increased Bandwidth

The most noticeable disadvantage that is directly associated with digital systems is the additional bandwidth necessary to carry the digital signal as opposed to its analog counterpart. A standard T1 transmission link (Table 1-5) carrying a DS-1 signal transmits 24 voice channels of about 4 kHz each. The digital transmission rate on the link is 1.544 Mbps, and the bandwidth required is about 772 kHz. Since only 96 kHz would be required to carry 24 analog channels (4 kHz × 24 channels), about eight times as much bandwidth is required to carry the 24 channels digitally (772 ÷ 96 kHz = 8.04). The extra bandwidth is effectively traded for the lower signal-to-noise ratios.

Accurate and Synchronized Timing

A technique for monitoring the state of just one bit in a group of bits was described at the beginning of the chapter. Since it is only possible to detect the presence or absence of a bit and to distinguish the meaning of one bit from another by their relationship in time, the element of timing is critical in digital transmission and switching systems. Figure 6-13 shows how timing errors may cause bit errors in the signal. For a given switching system, the timing for all internal data transfers and transmissions is supplied by that system's internal clock. If this signal is received by a receiver running on its own clock, and that clock is running slow (as indicated in Figure 6-13) or fast with respect to the transmitter clock, some bits will be lost as shown in Figure 6-13. This occurs because the signal level present at the time of transition from 0 to 1 and 1 to 0 of the clock is the level used to recover the signal. To eliminate this problem, some receivers use a method to produce a clock signal from the digital signal.
Figure 6-12
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The key to digital transmission is having synchronization of the data stream and the clock. Large differences can be avoided by using a master clock source.

**Figure 6-13**
Effect of Timing Errors on Signal Recovery

The transmitted signal is shown at the top. The receiver clock is shown in the middle, and the recovered signal is shown at the bottom. The error is indicated by the blue boxes.

*Receiver clock slow with respect to transmitter clock*

Itself; thus, synchronization is maintained. If several digital circuits from several sources terminate in a single receiving switch (which is normally the case), provision must be made in the receiving circuits to accommodate the small differences in sending rate of the various sources.

Small differences in transmission rates can be compensated for by using common low-cost ICs, but compensation for large differences would require an extensive amount of sophisticated circuitry. Large differences can be avoided by synchronizing all of the switches in a digital network, usually from a master or central timing source. This is the scheme used in the public switched network shown in Figure 6-14. It contains several different types of switching systems, but the master clock times all of the switching circuits in each of the systems. Now, with these advantages and disadvantages in mind, let's look at the specifics of digital transmission systems.

### WAVEFORM CODERS

Recall that speech signals are analog signals that vary continuously with time at frequencies over the voice band from 300 to 3,000 Hz. To transmit over a digital system, the analog signal must be digitized by an A/D converter. After the conversion, speech signals can be carried very efficiently in the form of digital pulses because the pulses necessary to represent the speech can be extremely short. As a result, the pulses can be shortened in time so that many of them can be sent in the same length of time as is occupied by the original speech. This technique is called time division multiplexing. It will be covered
later in this chapter, but first, let's find out how the pulses representing the analog speech are produced.

**Sampling an Analog Wave**

If a person speaks into a microphone and the electrical signal generated by the input sound wave is displayed on an oscilloscope with the time base set fast enough so one-half of a cycle of the signal variation is easy to see, the waveform will appear as shown in Figure 6-15. The sampling times are shown superimposed on the waveform. It is apparent that the amplitude of the signal does not change very much in the short interval of time between samples. Thus, a sample of the signal at any instant in time is a close representation of the signal for a short period of time on either side of the sample point. In fact, it has been proven that if the signal is sampled at a rate that is greater than twice the highest frequency component in the signal, the samples will contain all of the information contained in the original signal. This fundamental discovery in sampling theory was made by Harry Nyquist in 1933, and is appropriately known as the *Nyquist criterion*. It is described by the equation:

\[ f_s \geq 2BW \]
Pulse amplitude modulation uses a carrier of pulses that occur at a constant frequency. The amplitude of each of the corresponding pulses is made equal to the amplitude of the input signal at a corresponding sampling point.

where \( f_s \) is the sampling frequency and BW is the bandwidth of the input signal.

In the case of telephone speech signals, the voice channel bandwidth has been set at 4,000 Hz. Using the Nyquist criterion, the sampling rate is:

\[ f_s \geq 2 \times 4,000 \]

which results in a minimum sampling rate of 8,000 samples per second.

**Pulse Amplitude Modulation**

The signal produced by this sampling consists of constant frequency pulses whose amplitude is equal to the amplitude of the sampled signal at the instant of sampling; thus, the pulses are amplitude modulated as shown in Figure 6-16 and the process is called pulse amplitude modulation (PAM). The sampled pulses can be sent on a digital channel and, when put through an appropriate filter at the output end, will reproduce the input signal as shown. However, there is a potential problem with this technique. Since the information is contained in the amplitude of the pulses, the amplitude relation of the pulses must be maintained. Any distortion or noise introduced in the transmission process cannot be taken out at the receiver, since the receiver has no way of knowing whether any particular sample value is distorted or not. In addition, another problem arises because the pulses tend to spread out during transmission and interfere with each other, making it more difficult to recover the original signal.
Pulse code modulation is the sampling of points along an analog wave and quantifying each sample into a coded set of binary digits.

Because of these problems, PAM is not normally used for transmission over distances greater than a few feet.

**Pulse Code Modulation**

To avoid the problems of PAM, the information contained in the amplitude of the signal sample is converted to a number. This is called quantization. The number then is coded into bits for transmission. Each of the bits in the code set has the same 1 level and same 0 level. The information is contained in the coded set of binary digits, not in the amplitude; therefore, the amplitude of the pulses can vary without affecting the information.

**Quantization**

The way a number is assigned to a particular sample is shown in Figure 6-17. A circuit called a quantizer takes in the sample of the analog signal and produces an equivalent number. Threshold levels are established and numbers are assigned to the samples as their amplitudes fall within the bands formed by the threshold limits. The assigned number in most cases is an approximation rather than a true value because the true value would require many more bits in the binary code. The binary code has a set number of bits, which limits the unique numbers that can be assigned; therefore, the closest number to the true value is selected from the available limited set of numbers and is used to represent the sample value.
Figure 6-17  
Quantization

The quantization error causes background noise in the receiver—a hissing sound. Narrower sampling bands would quiet the noise, but would require a larger bit size (word) and more bandwidth.

Idle channel noise, which is caused by a low-level analog signal or no signal, is effectively squelched by assigning a lower limit at a predetermined minimum above zero.

This approximation causes an error that is the difference between the approximate number and the true sample value shown as X in Figure 6-17. This quantization error adds noise to the signal, called quantization noise, which is heard on the telephone as hissing. Quantization noise can be reduced by making the threshold bands narrower. This effectively provides more intervals or numbers that can be assigned over the maximum amplitude range; thus it makes the difference between the numbers smaller to reduce the quantization error. However, providing more intervals requires more bits in the binary code; therefore, more bandwidth is required. A trade-off occurs between small quantizing intervals (higher bandwidth, lower noise) and fewer intervals (lower bandwidth, higher noise).

An effect called idle channel noise is produced in some quantizers. This occurs at small signal levels when the quantization noise is greater than the signal. This effect is particularly noticeable because there is no other signal on the channel at the time to cover up the noise. As shown in Figure 6-18, proper design of the quantizer results in a signal level less than the maximum value of the first quantization interval (in this case “1”) being assigned a value of zero. Only the amplitudes above the first sampling threshold produce an output.
This technique effectively provides an automatic squelch for small signal values and reduces the ideal channel noise considerably.

**Coding**

Once the analog signal sample has been quantized into a number, the number must be translated into a set of bits. The circuit that converts or translates the quantized signal is called an encoder or, usually, just a coder. The circuit at the receiving end that performs the inverse operation (translating the bits into a number) is called a decoder. The combination of the two, which is necessary for a complete two-way system, is called a codec (from coder-decoder). Codecs and their associated circuitry will be described in Chapter 7.
Linear Coder

The simplest form of coding produces output that is linear with the input. A graph of input versus output is shown in Figure 6-19. If the input signal value is decimal 1, the coder produces an output binary number of 001. If the input value is decimal two, the output produced is the binary number 010, and so on. This scheme is easy to understand. It is used in some current business telephone systems and some of the modern digital recording systems for high-fidelity audio recordings.

The number of bits a coder outputs depends on the number of quantization intervals in the quantizer. The number of intervals advances by powers of two as bits are added in the code as shown in Table 6-2.

It is necessary to quantize both positive and negative polarities of the signal; therefore, one of the bits of the code must be used for identifying the polarity. For this reason, the number of intervals is reduced by a power of 2; thus an 8-bit code would provide 128 intervals plus the sign bit. The number of bits in the code for a required number of intervals is:

\[ n = \log_2(2 \times N) \]
One important measure of the quality of a quantizer is the signal-to-quantizing noise ratio. The quantizer intervals are adjusted to be smaller for small signals and larger for large signals.

Table 6-2
Quantizing Intervals

<table>
<thead>
<tr>
<th>Number of Bits in Code</th>
<th>Number of Intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
</tr>
</tbody>
</table>

where \( n \) is the number of bits and \( N \) is the number of intervals. The value of \( N \) is multiplied by 2 to gain the extra bit position for the sign bit. As an example, for 64 intervals:

\[
\begin{align*}
n &= \log_2(2 \times 64) \\
   &= \log_2(128) \\
   &= 7 \\
\end{align*}
\]

**Companding**

One of the fundamental measures of quality for a quantizer is the signal-to-quantizing noise ratio (SQR). For a linear system, the SQR is the ratio of the size of the input signal to 1/4 or 0.25 the size of a quantization interval. (This value of 0.25 for the average quantizing noise is determined statistically by assuming that, over a long period of time, the coded sample inputs have a uniform distribution of levels within a particular threshold band.) This means that the SQR increases with increasing signal amplitude, so that large signals will have a higher SQR (better quality) than small signals.

In Figure 6-20, a small signal of amplitude 1 has an SQR of 4, while a large signal of amplitude 5 has an SQR of 20. This condition is not desirable because the small signals are more likely to occur than large signals, and the large signals tend to mask any noise present. The remedy for this condition is to adjust the size of the quantization intervals in relation to the input signal level so that the intervals are smaller for small signals and larger for large signals. This gives a nonlinear output versus input relationship, and results in the output being compressed with respect to the input. The corresponding curve is shown in Figure 6-21. Note that in this illustration, an input signal that increases in amplitude from 1/2 to 1 changes by 16 in its coded value, while a signal that changes from 1/64th to 1/32nd changes by the same amount, 16, in its coded.
output. Thus, a change in a small signal produces the same amount of output change as a signal 32 times as large. This system is called compression.

At the receive end of the transmission, the decoder has a complementary expansion characteristic to restore linearity to the signal. The combination of characteristics in the codec is called a compander (for compressor/expander). When a compander is used, the SQR is about the same across the range of input signal levels. The devices at each end of the digital transmission channels in the public switched telephone network that perform the sampling, quantization, and coding to transform speech signals to bits are called channel banks.

**μ-Law Compander**

In a large telephone system, such as the Bell System in the United States, large numbers of digital channels are interconnected with each other and all the channel banks must use a common scheme for the analog to digital transformations and companding required. This scheme is called the “μ = 255 law companded PCM digital coding standard,” usually just called μ-law. The companding circuits operate on a logarithmic curve, using the relationship:

\[ F_\mu(x) = \text{sgn}(x) \frac{\ln(1 + \mu|x|)}{\ln(1 + \mu)} \]
The analog signal is encoded into an 8-bit numbering scheme, 7 bits indicate the signal level, and the eighth bit indicates polarity (1 = +; 0 = −). The transmission rate is determined by the sampling rate and bit count per sample.

where

\[ x = \text{normalized input signal (between } -1 \text{ and } 1) \]
\[ \text{sgn}(x) = \text{sign } (±) \text{ of } x \]
\[ \mu = \text{compression parameter, set to 255 for the North American network} \]
\[ F_\mu(x) = \text{compressed output value} \]

The encoder operates on a segmented linear approximation to the true logarithmic curve as shown in Figure 6-21. The encoder produces an 8-bit output; 7 bits for magnitude plus one bit for sign. The left-most bit (most significant) is the sign bit. The sign bit is 1 for positive input values and 0 for negative input values. The remainder of the code (7 bits) indicates the absolute.
value of the input signal. Since the sampling rate is 8,000 samples per second, as determined earlier, the data rate for an individual voice channel when encoded using the μ-law technique is 8,000 samples per second \( \times 8 \) bits per sample = 64,000 bits per second. The transmission rate on most digital facilities is much higher than this because many channels are multiplexed together.

**A-Law Compander**

The μ-law companding characteristic is the standard for the North American and Japanese networks. For the European network, however, the companding standard is called the A-law characteristic, whose compression characteristics are defined as:

\[
F(x) = \text{sgn}(x) \frac{A|x|}{1 + \lambda n(A)}
\]

when

\[
0 \leq |x| < \frac{1}{A}
\]

and

\[
F(x) = \text{sgn}(x) \frac{(1 + \lambda nA|x|)}{(1 + \lambda n(A))}
\]

when

\[
\frac{1}{A} \leq |x| \leq 1
\]

where

- \(F(x)\) = output compressed value,
- \(\text{sgn}(x)\) = the sign (±) of \(x\),
- \(A\) = compression parameter, set to 87.6 for the European network.

The A-law compander also produces 8 bits per input sample in the same format as the μ-law compander and a data rate of 64,000 bits per second for each channel. Its segmented companding curve is shown in Figure 6-22. The A-law scheme produces a slightly better signal-to-noise ratio for small signals, but the μ-law scheme has lower idle channel noise. (When plotted on the scale of Figures 6-21 and 6-22, the curves appear the same, but plots on a larger scale would reveal slightly different curves.)

The digitizing schemes described above take enough samples and send enough bits to encode the complete input waveform so exact reproduction occurs at the destination. Therefore, they are suitable for encoding and
transmitting any waveform, as long as its bandwidth is limited to what the chosen sampling rate can encode without error. The capability to accurately transmit any waveform is obtained at the cost of sending enough bits to encode the entire sample at every sample interval.

**Delta Modulation**

Another technique for encoding the sampled waveform is called delta modulation. This scheme, rather than sending the encoded value of the sample, sends only the polarity of the difference between one sample and the next. The basic block diagram is shown in Figure 6-23a. A sample of the input signal is encoded. Through a feedback path, it is decoded and compared to the input at the next sample to determine if the input signal is going positive or negative. In essence, the output, as shown in Figure 6-23b, indicates only which direction the input waveform is changing, but does not indicate how fast the signal is changing. Therefore, the rate of change information must be built into the
Figure 6-23
Simple Delta Modulation

a. Block Diagram

b. Waveforms

All pulses indicate polarity of difference between present and next sample.
Another class of coders, called source coders, reduces the bandwidth of the digitized signal, thereby sacrificing the quality of reproduction without a significant reduction in intelligibility.

In time division multiplexing, multiple digital voice signals are sampled in rotating sequence and put on the line. Therefore, each channel is separated in time.

Figure 6-24
Idle Channel Noise Generation in Delta Modulator

Decoder or transmitted separately. In part, this problem is overcome by sampling the input at a higher rate than for the logarithmic PCM coders previously discussed. This gives better sample-to-sample correlation and, thus, less error in the circuits that recover the signals. At the data rates used for standard digital signal transmission, the logarithmic PCM scheme provides slightly better quality and considerably less idle channel noise. This is because a delta modulator has no way to represent a zero output and produces a spurious signal in an otherwise quiet channel as shown in Figure 6-24.

Source Coders

The coders described up to this point belong to the general class of waveform coders that tries to reproduce the waveform of the input signal exactly at the output of the decoder. There is another class of coders called source coders, which seeks to minimize the number of bits (or the bandwidth) necessary to reproduce an input signal that is intelligible, but is not necessarily a faithful reproduction. For example, a reproduced speech signal can be understood, but may sound “hollow” or like a monotone. Source coders make use of prior knowledge of the characteristics of the source of the input signal in encoding that signal. Several techniques are currently in use, the most common of which is called linear predictive coding. These are used a great deal in reproducing speech electronically. They are quite detailed and beyond the scope of this book.

TIME DIVISION MULTIPLEXING

Once the input speech has been sampled, quantized, and encoded in digital form, it must be transmitted to its destination. The economics of public telephone network transmission dictate that many individual channels be multiplexed over a single large-bandwidth circuit. It is generally not economical to send only one encoded voice channel at 64,000 bits per second over a single transmission channel, although it is done in some modern PBXs using digital telephone sets. Recall from Chapter 1 (Figure 1-15) that for digital
transmission, the method of multiplexing is to send the individual bits separated in time (rather than frequency or phase), hence the name time division multiplexing (TDM).

Figure 6-25 outlines the basic principles. In Figure 6-25a, a timing pulse generated from a master crystal controlled oscillator is one input to an AND logic gate. The digital code from a voice channel is the other input. When the timing pulse is present and an input channel pulse is present, the signal output is fed to an OR gate, which reproduces at its output any AND gate output that has been turned on by the timing pulse.

The timing pulse for each channel is produced in sequence as shown in Figure 6-25b, producing slots of time in sequence. When timing pulse number 1 is present, a time slot is created that contains the digital code for channel 1. Following it in sequence is the time slot for channel 2, created by timing pulse number 2. Channel 3 follows channel 2, channel 4 follows channel 3, and so on, up to the maximum number of channels multiplexed. The cycle then repeats. In each channel time slot, the encoded symbol appears to identify the information that came in as an original analog signal.

**Synchronous and Asynchronous Systems**

Assignment of a place in time in a bit stream to put the bits for an individual channel can be done on a dedicated (permanently assigned) basis, or on an as-required basis. Systems that make the assignment on a dedicated basis are called synchronous systems, and involve a steady stream of uniformly spaced bits. Asynchronous systems, on the other hand, involve a start and stop bit between characters and a variable length of time. Depending on how they are designed, the asynchronous systems may be called either asynchronous TDMs, statistical multiplexers, or packet switches. In general, transmission systems in the present telephone network are synchronous, while networks designed especially for carrying digital data communications are of the asynchronous type.

**Bit and Word Interleaving**

Each of the digital code words from each voice channel encoder contains several bits (typically 8). Four-bit words are used in the example in Figure 6-26 and, as shown, it is possible to interleave the bits in more than one way. If the entire code word from the first channel is sent, then the word from the second, then the third, etc., the resulting set of bits is said to be word interleaved (Figure 6-26b). If the bits are interleaved such that the first bit is taken from each code word in sequence, then the second bit, then the third, etc., the resulting set of bits is said to be bit interleaved (Figure 6-26c). In either case, the resulting set of bits is called a frame.

The lowest level of TDM in the public network uses word interleaving, chiefly because the source of the data (a channel bank) produces individual
Figure 6-25
Basic Principles of Time Division Multiplexing

a. Circuit

Digital inputs

b. Timing Diagram

Inputs are gated through in sequence
code words as outputs from each digitized channel. The higher level multiplexers in the public network are bit interleaved because the data sources are continuous bit streams from the lower level multiplexers.
**Synchronization**

The sending end of the multiplexed stream of bits must add framing information to the bit stream to enable the receiving end to identify the beginning of each frame. The framing information may consist of a single bit, a code word of the same length as the others in the frame, the deletion or systematic alteration of a bit in the code words, or alteration of the electrical waveform of one or more of the bits in the frame. The schemes generally used in the telephone network add either 1 bit or one code word (8 bits) to the data stream to identify frame boundaries. Two of the most common are shown in Figure 6-27.

**T1 Digital Transmission Format**

Analog voice signals are generated in each local subscriber loop. These signals are received by the local exchange, where they are quantized and coded.
**Figure 6-27** (continued)

c. D4 Superframe Format

<table>
<thead>
<tr>
<th>TI FRAME</th>
<th>SYNCHRONIZING BIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>TI FRAME</th>
<th>SYNCHRONIZATION BIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DATA</td>
</tr>
<tr>
<td>2</td>
<td>CRC</td>
</tr>
<tr>
<td>3</td>
<td>DATA</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>DATA</td>
</tr>
<tr>
<td>6</td>
<td>CRC</td>
</tr>
<tr>
<td>7</td>
<td>DATA</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>DATA</td>
</tr>
<tr>
<td>10</td>
<td>CRC</td>
</tr>
<tr>
<td>11</td>
<td>DATA</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>DATA</td>
</tr>
<tr>
<td>14</td>
<td>CRC</td>
</tr>
<tr>
<td>15</td>
<td>DATA</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>DATA</td>
</tr>
<tr>
<td>18</td>
<td>CRC</td>
</tr>
<tr>
<td>19</td>
<td>DATA</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>DATA</td>
</tr>
<tr>
<td>22</td>
<td>CRC</td>
</tr>
<tr>
<td>23</td>
<td>DATA</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
</tr>
</tbody>
</table>
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d. Extended Superframe (ESF) Format
into digital information channels. To carry multiple channels to a destination exchange economically, information from each channel can be time division multiplexed onto a single transmission medium just as described in the preceding section.

Basic digital multiplexing in the United States is known as T1. It is also called the primary rate carrier system, or simply “primary rate.” Using the T1 system, 24 digitized voice channels may be multiplexed over a 4-wire cable (2 wires for transmit and 2 wires for receive).

The format used to frame transmitted data in the T1 system is called DS-1 and is shown in Figure 6-27a. DS-1 partitions data into frames of 193 bits. The first bit is always interpreted as a framing synchronization bit. The 192 remaining bits represent 8-bit interleaved words from 24 channels.

Remember that a voice channel must be sampled at about an 8-kHz rate to render a clear representation of the sampled signal. This means that one 8-bit sample must be taken every 125 microseconds. Since 24 individual channels must be read for each frame, in addition to a framing bit, the system must send 193 bits in 125 microseconds. At this rate, T1 must send or receive data at 

\[(193/125 \times 10^{-6}) \text{ or } 1,544,000 \text{ bits per second, or } 1.544 \text{ megabits per second (Mbps).} \]

Signaling between the two ends of a T1 transmission system is achieved by “bit stealing.” Every sixth frame, 1 bit is stolen from each of the 24 channels and used for signaling. On average then, there are 24/6 bits (4 bits) used for signaling in each frame.

**T3 Digital Transmission**

The T1 data rate of 1.544 Mbps is often adequate for many routes that carry a low- to medium-volume of traffic. On high-volume routes, however, the T1 format can be quickly stretched to its capacity.

AT&T made the first attempt at expanding its data capacity with the introduction of the DS-2 rate in the 1970s. The DS-2 format was made up of four DS-1 (T1) channels that were bit interleaved to form a single 6.312-Mbps circuit. To allow for timing variations in individual DS-1 circuits, another layer of framing was added. Bit stuffing techniques were used to set the same bit rates for each DS-1 prior to interleaving.

DS-2 popularity was limited and there were few installations. Inherent problems with copper transmission media at high frequencies required the use of special cable and shielding. Development of optical fiber by the end of the 1970s opened up a whole new realm of digital capacity. The DS-2 rate was combined with developing hardware technologies and worked into a new standard known as DS-3 (T3). DS-3 is defined as seven DS-2 signals. This is also equivalent to 28 DS-1 signals, which equates to 672 individual channels working at an aggregate data rate of 44.736 Mbps. Technically, DS-2 still exists, but for all practical purposes, it is an internal rate within a T3 system.
In spite of its speed, DS-3 is not quite as efficient as DS-1 or DS-2. Ninety-six percent of DS-3 transmissions contain actual data, while 4% contain the checking, framing, and other "overhead" bits. This gives DS-3 an efficiency of 96%. When compared to 99% efficiency in DS-1 and 97% efficiency in DS-2, an efficiency of 96% may sound just fine, but at a data rate of 44.736 Mbps, 4% equates to 1.728 Mbps overhead—more than a single DS-1 circuit! Much of this overhead is necessary to ensure proper synchronization between DS-1, DS-2, and DS-3 formats.

**T4 and T5 Digital Transmission**

The 193rd bit used to frame and align T1 transmissions can also be used to synchronize "superframe" transmission structures. This allows the T1 system to handle a much larger number of channels than the 24 channels that are synchronized within a single frame. The most common superframe structure is known as D4 (named for the D4 channel bank hardware developed by AT&T). A D4 superframe consisting of 12 T1 frames uses the framing bit to repeat a specific pattern. Framing bit patterns are interpreted by receiving terminal equipment that decodes each channel. Figure 6-27c shows the format for a conventional D4 superframe.

Each “frame” consists of 24 T1 channels as shown in Figure 6-27a, but the framing bit is varied in a set pattern with which a receiving channel bank can synchronize. This 12-bit pattern repeats every 12 frames as “100011011100.” A D4 channel bank will carry $24 \times 12$, or 288 channels.

The Extended Superframe (ESF) introduced by AT&T provides additional signaling, diagnostics, and error detection, as well as a full 24 T1 frames to carry $24 \times 24$, or 576 channels. The structure of the ESF is much more complicated than the D4 superframe as Figure 6-27d illustrates. ESFs use the 193rd bit not only for frame synchronization as with the D4 superframe, but for a data link control channel and error detection using a cyclic redundancy check (CRC) technique.

Frame synchronization bits are inserted in frames 4, 8, 12, 16, 20, and 24. These 6 bits are coded as “0010111,” which repeats for every frame. Data link bits 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, and 23 form a 12-bit subchannel that can be used to handle diagnostic activity without requiring a separate channel. Communication over this data link uses a standard protocol such as HDLC. Finally, a CRC enhancement reduces false framing problems that have plagued earlier D-channel bank designs. Bits 2, 6, 10, 14, 18, and 22 will cause the channel bank to reset its framing pattern if the CRC indicates an error.

The T4 system has been extended in a similar way to produce the T5 system, doubling the capacity of the T4 system. A T5 system operates at 560.16 Mbps and has the capacity of 8064 voice channels.
**European System and Data Rate**

Multiplexing equipment used in Europe incorporates a different format than DS-1. The CEPT (Conference of European Postal and Telecommunications administrations) or PCM-30 format is known as E1 and is a 32-word frame of 256 bits as shown in Figure 6-27b. The first word (in time slot 0) is an 8-bit framing word. It is followed by 8-bit data words for 15 channels. An 8-bit signaling word is then inserted (in time slot 16), followed by 8-bit data words for the final 15 channels. Because one channel is used solely for signaling, there are 8 signaling bits per frame.

Each channel is still sampled at the 8-kHz rate, which means that an entire frame must still be transmitted every 125 microseconds. Transmitting 256 bits in 125 microseconds yields a data rate of $(256/125 \times 10^{-6})$ 2,048,000 bits per second, or 2.048 Mbps.

The European system has a hierarchy that multiplexes four streams of one level into each higher level. Thus four streams of E1 traffic are multiplexed to make an E2 stream; four E2 streams are used to make an E3 stream; and so on. Details are given in Table 6-3. Because the streams are not synchronized with each other, adjustment of the timing may be necessary at the multiplexer. Bit stuffing is used to “fill in the gaps” when data are not available due to timing misalignment—this is also known as “justification.”

<table>
<thead>
<tr>
<th>Level</th>
<th>Number of VF Circuits</th>
<th>Multiplex Designation</th>
<th>Data Rate (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>30</td>
<td>Primary</td>
<td>2.048</td>
</tr>
<tr>
<td>E2</td>
<td>120</td>
<td>M12</td>
<td>8.448</td>
</tr>
<tr>
<td>E3</td>
<td>480</td>
<td>M23</td>
<td>34.368</td>
</tr>
<tr>
<td>E4</td>
<td>1920</td>
<td>M34</td>
<td>139.264</td>
</tr>
<tr>
<td>E5</td>
<td>7680</td>
<td>M45</td>
<td>565.148</td>
</tr>
</tbody>
</table>

The frames in an E2 multiplex are 100.38 $\mu$s long. Each frame comprises 848 bits. There are 820 message bits interleaved from each of the tributaries (bit interleaved). Four bits (one from each tributary) are either message bits or justification bits. There are 12 justification control bits (3 for each tributary) that are used for signaling whether justification has been used. Ten frame alignment bits are used. A further 2 bits are used for control of the transmission link.

Note that the European system is not integrally related to the U.S. system either in number of channels or data rate, making a rather complex interconnection problem at any level above that of the individual channel.
SONET and SDH

Synchronous Optical Network (SONET) and Synchronous Digital Hierarchy (SDH) use optical fiber for transmission. Often there are two fibers between each end of the system so that should one fiber break, there is an alternative path for the traffic. SONET and SDH systems use a byte-interleaved multiplexing arrangement for tributaries that allows the removal of a T1 or E1 channel from a high-bit-rate stream without having to demultiplex in stages through an inverse hierarchy.

SONET is the North American system and its capacity is denoted by STS-\(n\), where \(n\) = 1, 3, 12, 24, etc. The associated optical carrier for SONET is referred to as OC-\(n\). SDH is the European system and its capacity is denoted by STM-\(n\), where \(n\) = 1, 4, 8, 16, etc. Although some data rates are identical (see Table 6-4), the data format differs between systems and the two systems cannot be directly connected. The main advantage in having the same data rates is that identical transmission equipment can be used for both systems, i.e., an optical carrier system OC-192 can carry either STS-192 or STM-64 traffic.

<table>
<thead>
<tr>
<th>United States</th>
<th>Europe</th>
<th>Data Rate (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STS-1</td>
<td>—</td>
<td>51.84</td>
</tr>
<tr>
<td>STS-3</td>
<td>STM-1</td>
<td>155.52</td>
</tr>
<tr>
<td>STS-12</td>
<td>STM-4</td>
<td>622.08</td>
</tr>
<tr>
<td>STS-24</td>
<td>STM-8</td>
<td>1244.16</td>
</tr>
<tr>
<td>STS-48</td>
<td>STM-16</td>
<td>2488.32</td>
</tr>
<tr>
<td>STS-192</td>
<td>STM-64</td>
<td>9953.28</td>
</tr>
</tbody>
</table>

Pair Gain Systems

Systems that use the techniques described to cut down on the number of wire pairs needed to carry telephone channels are sometimes called pair gain systems. The simplest pair gain system multiplexes only two conversations on a single wire pair, usually using frequency division techniques. More sophisticated systems such as the Subscriber Loop Multiplex system concentrate up to 80 subscribers on a single T1 carrier system. The Subscriber Loop Carrier 40 system can carry 40 subscribers on a 40-channel T1 line at 38,000 bits per second per channel. These systems are attractive in rural areas where the cost of providing individual wire pairs for each subscriber is prohibitive.
Analog and Digital Multiplexer Systems

Placing ever larger numbers of channels on a single transmission facility brought a necessity for a family or hierarchy of multiplex systems, both in the analog and digital domains. Refer back to Table 1-5, which shows the North American analog multiplex systems and the transmission medium used for each channel. The European standard systems are shown in Table 6-3.

ISDN and xDSL

The Integrated Services Digital Network–Basic Rate (ISDN-BRA) carries 64 kbps over a single twisted copper pair. In fact, a 2B+D service carrying two basic rate B channels at 64 kbps and a D channel at 16 kbps can be carried over a twisted copper pair. Signaling on the line uses one of four voltage levels (or symbols) and is known as 2B1Q (two binary [bits], one quaternary [symbol]); each voltage level is determined by 2 data bits. The signaling rate on the line is 80 k baud (160 kbps), which is 144 kbps for the B and D channels and 16 kbps for synchronization and signaling.

Primary Rate ISDN (ISDN-PRI) carries $30 \times 64$ kbps B channels and one 64-kbps D channel. ISDN-PRI is compatible with E1 systems and operates at 2.048 Mbps. Optical fiber or wideband copper pair systems are used for transmission of ISDN-PRI signals.

Digital Subscriber Line (DSL) systems such as ADSL, SDSL, HDSL, and VDSL are high-speed transmission systems for carrying data over twisted copper pairs. Multifrequency carrier modulation is used to achieve the desired bit rate. Essentially it is like having many modems connected to the same pair of wires, with each modem having a carrier signal with a different frequency and modulated by different bits in the data stream.

Asymmetric DSL (ADSL) is primarily used for Internet access, where the requirement is to download large volumes of data from the central office. High-rate DSL (HDSL) provides high data rates in both directions (typically 2.048 Mbps [or E1]) and is used for ISDN-PRI; it requires two copper pairs, one for transmitting data and one for receiving data. Single-line DSL (SDSL) provides a lower rate service (variable up to 1.544 Mbps [or T1]). Very high-speed DSL (VDSL) will provide up to 51.84 Mbps [or STS1] and is intended for broadband services into the home and office.

Signaling in the PCM World

Signaling information is carried in an analog channel by one of the several methods discussed in Chapter 1, the earliest and still most common method being that of opening and closing the dc loop. Since a PCM channel has no dc continuity, other means must be found for conveying on- and off-hook and dialing signals along with the speech. The method used in current D-2, D-3, and D-4 channel banks involves using a specified bit in a specified code word as
a binary indicator of the on-hook/off-hook state of the channel. The bit used is the least significant bit in every sixth code word (Figure 6-7). Use of this bit, which normally carries part of the speech information, introduces a small amount of error or distortion into the speech signal, and lowers the SQR ratio by about 1.8 dB. A more extensive treatment of these methods is given in Chapter 8.

WHAT HAVE WE LEARNED?

1. Digital systems use information in binary form. Code words consisting of bits that have binary values 0 or 1 are used to carry information.
2. Eight-bit words are a common bit group in telephone systems. The information in the code word may be contained in the total group, in subgroups within the group, or in individual bits of the group.
3. Transmission of code words in serial form is the most common method of transmitting digital signals in the telephone system.
4. Analog signals are sampled at 8,000 times per second because this is twice the maximum frequency of speech to be transmitted.
5. Analog signals are sampled, quantized, and encoded into pulse code modulated binary signals. In the encoding process, the information may be compressed before transmission.
6. At the receiving end, the binary code is decoded and filtered to produce the original signal. It will be expanded if it has been compressed at the sending end.
7. The equipment that compresses and expands the binary code is called a compander.
8. The two common types of companders are μ-law and A-law.
9. PCM digital signals are multiplexed onto a single transmission medium by time division multiplexing.
10. Two common ways of multiplexing signals are by word interleaving or bit interleaving.
11. Multiplexed systems can be either synchronous or asynchronous.
12. Asynchronous systems are used mostly for data communications.
13. Digital Subscriber Line systems such as ADSL, SDSL, HDSL, and VDSL are high-speed transmission systems for carrying data over twisted copper pairs.
Quiz for Chapter 6

1. The telephone network is being converted to digital operation primarily to:
   a. carry digital computer data.
   b. reduce costs.
   c. improve speech quality.
   d. increase system capacity.

2. Digital transmission and signaling are useful because:
   a. digital logic circuits are cheaper than analog.
   b. signaling is easier.
   c. it can provide a lower signal-to-noise ratio.
   d. all of the above.

3. Digital transmission has disadvantages that stem primarily from:
   a. lack of resistance to crosstalk.
   b. difficulty in multiplexing.
   c. increasing circuitry costs.
   d. the necessity for interfacing with the existing analog network.

4. The equation $f_s \geq 2BW$ is called the:
   a. Shannon theorem.
   b. Nyquist criterion.
   c. Erlang law.
   d. Edison effect.

5. Sampling the analog wave produces:
   a. impulse noise.
   b. phase distortion.
   c. pulse amplitude modulation.
   d. frequency coherence.

6. Quantization assigns:
   a. voltages to digital signals.
   b. operators to incoming calls.
   c. numbers to analog samples.
   d. none of the above.

7. The simplest form of coding is:
   a. diphase.
   b. hybrid.
   c. compressed.
   d. linear.

8. A coder for a 64-interval quantizer must produce how many bits?
   a. 2
   b. 10
   c. 8
   d. 7

9. Between two quantizers, the quality of the one with the lower SQR will be:
   a. higher.
   b. lower.
   c. the same.
   d. not measurable.

10. If the code word is only 4 bits for a T1 system with a frame of 193 bits, how many channels can be transmitted?
    a. 48
    b. 50
    c. 6
    d. 24

11. In Question 10, what is the bit rate in Mbps?
    a. 0.772
    b. 3.088
    c. 1.544
    d. 1.024
12. The parameter describing the degree of signal compression by the companders in the U.S. network is:
   a. sigma.
   b. μ.
   c. A.
   d. R squared.

13. In digital multiplexing systems, bit interleaving is used in:
   a. lower level systems.
   b. higher level systems.
   c. to interleave a code word.
   d. none of the above.
   e. all of the above.

14. Synchronous multiplexed systems have the time placement of bits:
   a. dedicated.
   b. unassigned.
   c. random.
   d. as required.

15. Asynchronous multiplexed systems are used:
   a. mostly for voice transmission.
   b. mostly for data transmission.
   c. to carry only speech information.
   d. all of the above.

16. High-speed transmission systems for carrying data over twisted copper pairs are known as:
   a. Digital Subscriber Line (DSL) systems.
   b. Primary Rate ISDN systems.
   c. SONET and SDH systems.
   d. none of the above.
Electronics in the Central Office

ABOUT THIS CHAPTER

The first five chapters concentrated on the functions of the telephone set and how the use of electronics accomplishes the functions more easily, better, or with more features. Chapter 6 started the concentration on what's beyond the telephone set. This chapter continues that emphasis, taking up specifically what's on the end of the local loop—the central office. Just as the designer of an electronic telephone set must observe the existing standards and practices, so, too, the designer of the central office equipment must be sure that the circuits will respond properly to either a modern electronic telephone set or conventional telephone set connected to the local loop. These compatibility requirements have been discussed previously; they stem from the fact that it is usually too costly to replace all of the telephones at the time a new switching office is installed, so the new switch interface with the subscriber is designed to allow the use of existing telephones.

These standard interfaces, and how to improve their operation through electronics, are the principal thrust of this chapter. There will be, however, a glimpse of the exciting world of tomorrow's local loop, when a digital telephone connects with a digital subscriber interface and utilizes the principles of the digital switching system described in Chapter 6. In addition, much of what will be covered can be applied to specialized switching systems, such as PBXs, where the telephone set can be of any design as long as the interface between the specialized system and the central office meets the telephone company standards.

THE LOCAL LOOP

The local loop, as discussed many times previously, connects the subscriber with the local central office, and through the central office to the worldwide telephone network. The local loop operation has changed little since the invention of the telephone, though there have been many improvements in its construction. The principal change has been that twisted pair cables have largely replaced open wires strung on pole crossarms. The use of copper wires and relays as the primary system components went unchallenged for almost a hundred years, and they accounted for a major share of the capital and maintenance costs of the telephone industry. But beginning in the late 1960s, the economics of local loop design began to change. The cost of cable pairs...
Interfaces are used to couple two telephone subsystems to each other. They contain the hardware and programming to transfer all voice, data, and power.

Subscriber calls are first handled at the central office level. Depending on the ultimate destination, the call will be switched one or more times to different levels and carried through lineside and trunkside interfaces.

continued to increase because of the rising price of copper, and especially because of the cost of installing cables under the streets or on poles. At the same time, the cost of electronic “intelligence” was decreasing dramatically as integrated circuits became smaller, more reliable, and less expensive.

CONVENTIONAL CENTRAL OFFICE INTERFACES

All large systems are divided into two modules or subsystems to simplify design, use, and maintenance. The point where each subsystem connects with another is an interface. A complete interface specification defines all mechanical, electrical, and operational rules for the inputs and outputs; ideally, it allows interconnections without requiring knowledge of the subsystem’s internal operation. A large number of interfaces exist in the telephone network simply because of its size and complexity. And even more interfaces are required to adapt between old and new equipment and between the many different types of equipment that can accomplish the same function.

As we learned in Chapters 1 and 2, the central office is the place where all telephone calls are handled and first switched. If the call is to another subscriber in the same exchange, then the call is switched to that subscriber’s line. If it is for a telephone in the same locality served by a different exchange, then the call must be switched to a trunk connecting the two central offices. If the call is destined for another city, it must be switched to the long-distance network via a toll-connecting trunk such as that illustrated in Figure 7-1. As it performs its switching function, the central office has two important (and different) interfaces. These interfaces are described best using telephone jargon. The local loop is commonly called the subscriber loop or the lineside interface; and the trunk to another switching office is called the trunkside interface.
LINESIDE INTERFACE

The largest number of interfaces in the telephone network occur between the telephone set and the local office. Because this interface has evolved through the days of magneto ringers, rotary dials, and step-by-step switches, the lineside interface has been more difficult to replace with electronics and still meet the standards and characteristics that have evolved over the years. Because there are so many local loops, this is the interface that will be part of the network longer than any other.

The basic requirements of the lineside interface in the conventional telephone network are referred to as BORSCHT, which we learned in Chapter 6 means Battery, Overvoltage protection, Ringing, Signaling/Supervision, Coding, Hybrid, and Test. Let’s now examine the functions of the conventional lineside or subscriber interface in more detail.

Battery Feed

The battery feed must provide the following for the local loop:
1. Power (typically 48 volts dc) to the subscriber’s telephone set
2. The capability to allow signaling to and from the telephone set
3. Low dc resistance
4. High ac impedance.

Various battery feed arrangements were discussed in Chapter 3.

Overvoltage Protection

Overvoltage protection protects equipment and personnel from dangerous transient voltages due to lightning surges of up to 1,000 volts and induced voltages from, or short circuits to, utility power lines. Except for higher power ratings, the protection devices for the central office are similar to those described in Chapter 3 for the telephone set.

Ringing

In Chapter 2, the telephone set ringer and ringing generators in the central office were discussed. The central office must provide the ringing signal to the subscriber telephone to alert the called telephone that a call is waiting; therefore, the central office must apply the ringing signal to the line after the switching has completed the connection. This is done normally by a relay that is energized by the switch. The ringing signal is typically 90 volts rms at 20 Hz.

Supervision

Detecting service requests (when the caller goes off-hook), the dialing input, and supervising calls in progress (when the ring is answered, or when
either party hangs up) are accomplished by detecting the presence or absence of current flow in the loop. This requires a sensor that can discriminate accurately, regardless of line length, between off-hook current and current as a result of noise, leakage or a small standard current for the memory in an electronic telephone. There are two common methods used for detecting a subscriber off-hook—loop start and ground start.

**Loop Start**

Loop start lines are used in the vast majority of local loop circuits; they signal off-hook by completing a circuit at the telephone. Figure 7-2 illustrates a subscriber line interface using relays for sensing and logic. In the on-hook condition, neither the line relay nor the cutoff relay is operated, and the line relay battery provides power to the line. No current (except perhaps leakage current) flows because the switchhook contacts are open.

When the subscriber lifts the handset (Figure 7-2a) current flows from the line battery through the closed switchhook contacts and energizes the line relay. A set of the line relay contacts closes to signal the switching circuits, via the line finder, that the subscriber wishes service. When the line finder seizes the line to provide dial tone, it causes the cutoff relay to operate, which disconnects the line relay as shown in Figure 7-2b, and extends the circuit into the switching equipment. This also disconnects the line battery so further operation is powered by another battery supply through the first selector or register of the switching system. Note that the line relay has two windings, one connected in each side of the line. The windings are balanced and wound so that voltages induced in the line are canceled; thus, only current that flows around the entire loop will cause the relay to operate.

**Ground Start**

Ground-start lines are used on loops connecting PBXs to the central office, and in other situations where it is desirable to detect a line that has been selected for use (seizure of the line) instantaneously from either end of the line. Grounding the ringside path, as shown in Figure 7-3, causes current to flow through one-half of the line relay, which is sufficient to energize the relay. Further operation is as explained for loop start. When dial tone is detected by the PBX equipment, the ground-start contact is opened.

**Dialing Supervision**

The problem in dial pulse signaling is to detect the difference between no current due to dial pulse break intervals and no current due to on-hook. This has been accomplished in the conventional system through the use of three relays, called A, B, and C, as shown in Figure 7-4. The A relay is fast operating; it energizes when the tip-ring circuit is closed by the switchhook contact, then releases or energizes as the dial pulsing contacts open and close the circuit.
Three relays are used to supervise dialing. By using different relay characteristics, the circuit detects the difference between no current due to dial pulses and no current due to the handset being on-hook.

Thus, the A relay "follows" the dial pulses and its contacts open and close in synchronization with the dial pulses to control the first selector in a step-by-step switch.

The B relay energizes when the A relay energizes, but it is a slow-release relay. It is designed so that enough energy is stored to hold its contacts closed for a short time after energizing current is removed; therefore, its contacts remain closed while the A relay contacts are opening and closing. The B relay does not release until the A relay has been released for about 200 milliseconds.
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Dialing Supervision
(ms); thus, the B relay is held energized as long as the subscriber is off-hook and indicates, by releasing, when a subscriber hangs up.

The C relay is also a slow-release type and is used to detect the end of the pulse train for the dial-pulse receiver. When the A and B relays are already energized, the C relay is energized when the first dial pulse interrupts the current to release the A relay. The C relay remains energized as dial pulses are generated and does not release until the A relay remains energized for an interval of about 200 ms. Because the longest standard dial pulse period is less than 100 ms, a 200-ms release time for the C relay is sufficient to hold the C relay energized over the longest dial pulse interval. Then, when dialing is finished and the A relay remains energized, the C relay releases, which signals the switch that dialing of that digit is completed.

**Answer Supervision**

Answer supervision involves disconnecting the ringing circuit (called “ring trip”) when the called party answers; it also may require momentary interruption of the circuit, or reversing the polarity of the tip-ring pair. Some telephone companies use this means to indicate that a call has been “cut through” to the called party, so that charging for a toll call can begin. The possibility of polarity reversal means that the purchaser of a telephone set should insist that it be equipped with polarity protection as discussed in Chapter 3; otherwise, the set may not be able to signal remote computers or specialized carriers through the DTMF keypad. Worse yet, the set may be damaged if connected to a line where polarity reversal is used.

**Coding**

The coding of the voice signal into serial digital codes that are placed into PCM time slots for digital transmission occurs in an encoder at the sending end as discussed in Chapter 6. Recovering the signal at the receiving end requires a decoder. When both a decoder and encoder are combined into one integrated circuit, it is called a codec. Codecs will be discussed in more detail later in this chapter.

**Hybrid**

The conventional local office is a 2-wire switch, meaning that conversation travels in both directions over the same pair of wires. When a signal is to be transmitted over long distances, amplification is required; therefore, switches for these long-distance circuits must be 4-wire as shown in Figure 7-1. The 2-wire to 4-wire conversion is accomplished by the hybrid transformer as described in Chapter 2. The hybrid is on the trunkside interface of the conventional switch because local calls do not require conversion; only calls needing amplification because of distance must go through a hybrid. However, if the switch is digital, the hybrid must be part of the lineside interface.
Test

Testing requires access to the local loop circuit and to the circuits of the switching equipment to detect faults and provide maintenance. Additional relays placed in the local loop circuit provide the access required.

TRUNKSIDE INTERFACE

The word “trunk” has acquired many meanings (some conflicting) over the years. The most common use means a channel between the equipment at two switching locations. The definition still creates confusion because, for example, a “trunk” at a private branch exchange (PBX) installed in an industrial plant or in a business office ends up as a “line” at the central office, while a private circuit or “tie-line” between two PBXs is functionally identical to a trunk between two central office switches.

Trunk Circuits

Usually a trunk is terminated in a “trunk circuit,” which is the interface for transmission, supervision, and signaling between the trunk and the switching system. It is considered to be part of the trunk when measuring transmission levels. Trunks are more expensive than subscriber loops; thus, they are provided only where they are needed. However, because the trunk circuit is not dedicated to one customer, they usually have much higher usage than local loops. For example, a group of 30 trunks that is designed such that only 3% of the calls during peak traffic will be blocked (not connected) will average nearly 70% usage over that peak period.

Short-distance trunks may be pairs of wires, while long-distance trunks are usually implemented through multiplexed analog or digital carrier systems. The trunk itself may be one way or two way, and either automatic or operator handled. The trunkside interface at the central office accommodates these varying types and provides the same sort of functions that the lineside interface provides, although with more variations and complexity.

Figure 7-5 illustrates some of the interfaces on the lineside and trunkside of AT&T’s computer-controlled space division No. 1 electronic switch system (No. 1 ESS) showing typical switching paths and some of the terminology. Connections are routed through crossbar switches to connect in a line-to-line or line-to-trunk manner. Battery, supervision, signaling, and termination all are required on trunks.

ELECTRONICS IN CENTRAL OFFICE INTERFACES

For a number of years, the No. 1 and No. 1A ESS have been the principal Class 5 switches in the Bell System. New designs have produced the No. 10A RSS (remote switching system). It is designed to be controlled remotely using a No. 1 ESS as the main controller. The No. 10A provides essentially all central
Figure 7-5: Interfaces of Computer-Controlled Switch
office functions and also allows the use of electronic switching in areas where it
formerly was not economical to do so. The No. 10A is, in fact, another example
of distributed intelligence in the telephone network.

**Electronic Subscriber Line Interface Circuit**

Our interest in the No. 10A is its subscriber line interface circuit (SLIC)
and switching electronics. The switching portion will be discussed later in this
chapter, but for now let's use the No. 10A's line interface, shown in Figure 7-6,
to illustrate various ways of providing SLIC functions. The No. 10A SLIC is a
circuit that is intermediate between a full integrated circuit and no electronics
because it combines electronics with a transformer to provide:

1. Low power dissipation of 650 mW per line.
2. Isolation from common-mode signals on the local loop by transformer
coupling to the power converter.

---

**Figure 7-6**
**Bell No. 10A RSS SLIC**

---
3. Protection against high-voltage transients by diodes and transformers because of a transformer’s low-frequency response.

4. Two modes of operation: high power and low power. In high-power operation, the power converter operating frequency changes from 40 to 90 Hz depending on the line resistance. This varies the output voltage as a function of line length. In the low-power mode, the converter only supplies enough current to compensate for loop leakage.

5. Application of ringing voltage.

6. Access to the circuit for testing.

During ringing and loop testing, the power feed from the converter and the voice feed must be disconnected from the loop. This is accomplished by stopping the converter and allowing the disconnect triac to open. A ringing voltage of 20 Hz is applied from a common ringing bus via reed relays. Reed relays also provide test access. These relays are controlled by the remote switching system via latches and relay drivers on a control and timing IC. This control and timing IC also controls the converter IC, participates in setting up the path through the switch, and multiplexes the supervisory signals, including the ring trip.

**Integrated Circuit SLIC**

The design of integrated circuits to satisfy the subscriber line interface functions has been directed not only to satisfy as many of the BORSCHT functions as possible, but also to look ahead to the conversion of more and more of the telephone system to digital operation. In addition, the flexibility of programmable digital systems to change to different applications or incorporate additional performance features by changing the program has influenced the design.

However, limitations do exist. Semiconductor materials, especially in the structure of integrated circuits like the SLIC that handle a variety of functions of amplification and logic, are limited in the breakdown voltages that they can withstand. Therefore, the high-voltage and voltage transient protection circuits are not provided on the integrated circuit, but are taken care of by external components. Integrated circuit differential amplifiers have very good common-mode rejection, but have difficulty handling the large common-mode signals appearing on the local loop. Therefore, the transformer isolation available on the incoming local loop is maintained when using many integrated circuit SLICs and the battery feed available at the central office is used as is, rather than using the power converter technique described before. When SLICs provide battery feed, the most common technique is to provide current drive from external transistors to make sure adequate current is supplied to the subscriber’s telephone set for proper operation.
The TCM4204

An example of an integrated circuit designed to provide the subscriber line interface functions is the Texas Instruments TCM4204. As shown in Figure 7-7, the TCM4204 is designed to interface a subscriber line to a digital PCM switch and is intended to interface to a codec. It provides the hybrid, supervision, control of the ring, and test functions. Because it provides the hybrid 4-wire to 2-wire conversion, this function moves from the trunkside interface to the lineside interface of the central office switch and is provided for each subscriber line. The battery feed stays as it exists in the central office and transient voltage protection is provided by an external TCM4301 integrated circuit.

Figure 7-7
Digital Line Card Block Diagram
Operation

A more detailed diagram of the integrated circuit itself interfaced to the subscriber line is shown in Figure 7-8. Speech signals pass to the subscriber line from the central office switch through the receive input (REC IN), through the receive path attenuator (REC ATTN), and through a driver that drives the line transformer in push–pull through external resistors R1 and R2. The external zener diodes, D1 and D2, provide overvoltage protection. After transformer coupling in the central office, speech signals from the subscriber are input to the TCM4204 input operational amplifier, A1, through the transmit attenuator (XMIT ATTN), and out on the 2-wire transmit line through the switch to the trunk circuit. The gain of the operational amplifier is set by external resistors R3 and R4.

Switchhook closure (off-hook) is detected by the resistor bridge (R8 through R13) in the local loop side of the line transformer and fed through the operational amplifier, A2, to a low-pass filter and to the microprocessor control bus through the digital interface. The low-pass filter blocks the ringing signal when it is present so it will not affect the microprocessor. Dial tone is provided to the line through the REC IN input and then coupled through the receive path. DTMF dialing tones follow the transmit path and are output on XMIT OUT.

External relay drivers for the ring and test relays are controlled by on-chip latches, which are timed by the microprocessor control bus through the digital interface. When activated, a relay driver energizes the ring relay to connect the ringing signal to the line. When the subscriber answers, off-hook current is detected by external resistor R7 to provide a ring trip signal through A2. Test access is provided by energizing the test relay in the same fashion as the ring relay. When the relays are not energized, battery feed of −48 volts is provided through the normally closed relay contacts to the subscriber loop.

Advantages

The most significant feature of such a line control circuit is the digital interface and the additional control features that it provides. It allows the external microprocessor (which is shared among many SLICs) to separately control the receive and transmit attenuators, to select the external balance network providing $Z_F$ and $Z_B$, to power up or power down on command, and to control analog loopback for testing purposes. In addition, both ground-start and loop-start supervision are provided.

Operating conditions of the TCM4204 are held by 24 bits of memory in digital interface circuitry. External microprocessors establish and maintain control of the IC by writing to each register bit serially. Each bit can also be read serially by a microprocessor. Bits 0 and 1 are fixed conditions that can only be read, whereas bits 2 through 23 are temporary bits that can be written or read as needed. The specific purpose of each bit can be found in the TCM4204 data sheet.
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Electronics in the Central Office
Four discrete control lines are used to manage the SLIC: chip enable (CE), data I/O (I/O), read/write (R/W), and clock input (CLKM) control timing and data transfers to or from the microprocessor. Serial data transfer takes place over the I/O pin as long as CE is logic LOW and R/W is either logic LOW or HIGH. Each clock pulse at CLKM will advance the register’s pointers to direct the next available bit on the I/O line.

Two register bits select one of four operating modes in the SLIC. Mode 0 sets the SLIC into standby mode. This is very similar to a power-down mode, but output status pins are signaled differently. Mode 1 initiates a power-down mode. In this way, power to SLIC control circuits is maintained, but all audio circuits are disabled. Mode 2 is for normal voice operation. In this mode, all internal circuitry is powered and the SLIC will function normally. Mode 3 establishes a loopback condition that opens the normal balance circuit and forces any transmit output signal to follow the input signal at the receiver. This mode is used for loop testing.

**Voice-Frequency Filters**

When sending a conversation to a called party in any sampled transmission system, it is important that no frequencies higher than half of the sample rate be input to the sampling circuit in the encoder. If input, these frequencies will not be reproduced properly, but a spurious signal will appear in the output that is the difference between the actual unwanted frequency and half of the sample rate. This phenomenon is called *foldover distortion* or, more generally, *aliasing*. Avoiding it requires that the input signal be filtered before sampling. A visual example of the phenomenon of aliasing occurs in Western movies where the frame rate is too slow to properly record the fast-moving spokes of the stagecoach wheels; thus, instead of rotating rapidly forward, the wheels appear to rotate slowly backward or even stop.

When the signal arrives from the called party, the output of the decoder must be filtered to remove the high frequencies caused by the stairstep reconstruction process that occurs in the decoder. These filtering requirements indicate the need for inexpensive, high-quality filters in digital telephone systems.

The transmit and receive filters shown in Figure 7-7 are basically low-pass filters, which reject frequencies above 3 kHz. However, the transmit filter must also attenuate any 60-Hz input component (which might be induced into the local loop from nearby power lines); thus, it is actually a bandpass filter with a passband from 300 to 3,000 Hz. As with most filters, the performance specifications are in terms of passband (300 to 3,000 Hz) and stop band (less than 300 Hz and greater than 3,000 Hz) attenuation. However, in this case, the ripple specification (variation in the response across the passband) is also very important because of problems with transmission quality when call routing results in several filters being placed in series, which is likely to happen in PCM transmission systems. The stopband requirements prevent aliasing of frequencies above 4 kHz.
The filters also contribute to crosstalk and idle channel noise. If more than one filter is put in a single monolithic device, care must be exercised to provide a large crosstalk attenuation between them to ensure that they do not interact. Crosstalk coupling through a common power supply is most common and must be avoided.

The TCM2912C

A block diagram of a typical single-chip voice-band filter, the Texas Instruments' TCM2912C, is shown in Figure 7-9. The diagram is divided into three sections. The transmit section has third-order high-pass and sixth-order low-pass filters to provide bandpass filtering to eliminate unwanted switching and low-frequency noise. The receiver section furnishes sin x/x correction for the codec and eliminates high-frequency switching signals. The TCM2912C is designed to implement the transmit and receive passband filters for PCM trunks or line terminations. It uses switched capacitor techniques and is fabricated using NMOS technology. Transmit gain can be adjusted by the ratio of resistors R1 and R2. If high-impedance electronic hybrids are used, the receive output (HIGH IMPEDANCE REC ANLG OUT) can drive the hybrid directly. If low-impedance coupling is required, the on-chip power amplifier can be connected as shown in Figure 7-9. R3 and R4 are adjusted for required gain and R5 is for impedance matching. The third section of the diagram contains clock generators, voltage regulators for receive and transmit filters, and a substrate decoupler to reduce crosstalk.

Codecs and Combination Circuits

Figure 7-7 showed the block diagram of a digital line card. It showed the encoder and decoder combined into the codec (TCM2910A) and the codec interfacing with the TCM2912C. The TCM2912C contains both the transmit and receive path filters. The subscriber line control circuit, TCM4204, provided the required 4-wire to 2-wire conversion.

The arrangement of Figure 7-7 is on a per-line or per-channel basis. There is also an arrangement whereby one codec is shared by a number of lines by using multiplexing techniques. This saves on equipment costs because fewer codecs are required; however, some problems exist when using shared codecs. The first is reliability or downtime. If many lines are multiplexed through one codec, many lines go down if one codec goes down. The second problem is that the analog time division multiplexing is much more difficult and less flexible than digital multiplexing. Also, shared codecs are more difficult to design in single-chip integrated circuit form due to problems of crosstalk between the channels and obtaining the speed performance required.

Because of these problems and the potential volume (there are some 600 million subscriber telephone lines), which should reduce cost, most of the development has been directed to individual codecs per line. The projected cost
reduction follows the standard learning curve design philosophy where cost decreases as volume increases.

The main applications of the codec in telephone systems are in central offices, channel banks, private automatic branch exchanges (PABX), and digital telephones. Some nontelephone applications may be possible, but they would be low-volume usage.

**Operation**

Virtually all codecs use the successive approximation technique illustrated in Figure 7-10. In the transmit direction, the 2-wire signal from the subscriber is sampled in the sample-and-hold amplifier and encoded using the voltage comparator, the companding digital-to-analog converter (DAC), and the successive approximation register. The resulting compressed binary data are loaded into the data buffer and shifted out into the proper PCM time slot under control of the transmit data clock. In the receive mode, the digital information comes from the line to the expanding DAC via another buffer, and is timed into the buffer by the receive data clock. The companding DAC, acting like an A/D converter, produces a voltage that is held in the receive sample-and-hold amplifier, and then is routed through the reconstruction low-pass filter for smoothing.

The companding coding was discussed in Chapter 6; Figure 7-11 adds some more detail. The positive signal $\mu$-law curve of normalized input versus output is used as an example because it is the most common in the United States. The curve is implemented in the codec by a segmented linear approximation.

The total output signal range is divided into 16 segments called chords—8 for positive signals and 8 for negative signals. Each chord is divided into 16 intervals. Each interval in a particular chord moves in output code by the same number of bits, but as the output increases in magnitude and spans a higher number chord, the coding produces a larger number per interval. As shown for the second output segment (chord 2), the output code increases by 4 for every interval, while for the eighth output segment (chord 8), the output code jumps 256 for every interval. The companding code internal to the codec is made up of 8 bits as shown in Figure 7-11. One bit is for the sign (+ or −), 3 bits are to identify the chord, and 4 bits are to identify the interval.

**The TCM2910A**

The Texas Instruments’ TCM2910A is a complete $\mu$-law companding codec. It is designed to operate as a PCM codec and can provide all functions necessary to interface a 4-wire telephone circuit with a standard TDM digital transmission system such as T1. Each internal function of the TCM2910A can be found in the block diagram of Figure 7-12. It is fully compatible with the TCM2912C filter IC.
The TCM2910A chip can be considered as three separate subsections: transmit, control, and receive. A voltage reference in the control section provides a precision voltage reference for DAC circuitry. The DAC serves two important functions in the codec. First, it converts and expands the digital PCM data into an analog output signal sent to the filter. Second, the DAC circuit is also used as part of the A/D converter, which translates filtered analog signals from the subscriber loop into compressed PCM data for transmission. Other control circuitry switches the codec between transmit and receive modes.

Two additional features are built into the TCM2910A. An external power-down control allows the codec to be turned off when not in use. In large systems, this can result in substantial power savings. External time-slot allocation control is also provided. This flexibility enables the microprocessor to direct the timing of transmitted and received words in the codec. Figure 7-13 shows interconnections between the TCM2910A and TCM2912C.
The "combo" codec combines codec and filtering functions into one integrated circuit.

**Combined Codec and Filter IC**

Figure 7-14 shows the block diagram of a combo. It is called a combo because it combines the codec and filter functions into one IC. The filter functions can be recognized quickly by comparing Figure 7-14 to Figure 7-9, and the related functions of Figure 7-10 can be identified easily for the codec of Figure 7-14.
The TCM2914 is compatible with the T1 D-type channel banks and asynchronous clocks used by AT&T. The TCM2913 is designed for use with synchronous clocks. Either μ-law or A-law companding can be selected with the μ-law/A-law select pin. Unless this pin is tied to the \( V_{BB} \) supply to select A-law, the companding is accomplished by μ-law.

In Chapter 6, Figure 6-7 showed how signaling occurred in the bit stream. It showed the eighth bit of the code word being used for signaling and that this bit signaling occurred every sixth frame. This is called \( A \) signaling. There is also a \( B \) signaling per channel giving the possibility of four different conditions being identified by the \( A \) and \( B \) signaling per channel. \( B \) signaling is also the eighth bit, but it is sent in the twelfth frame. Thus, signaling is sent every sixth frame and the framing bit is used to identify the sixth, twelfth, twenty-fourth, etc. Virtually all μ-law codecs provide for the insertion of the \( A \) and \( B \) signaling bits. On the TCM2914, the insertion for transmit is made on the μ-law/A-law pin when μ-law companding is selected and the signal output for the receive channel is on the Signaling Bit Out pin in Figure 7-14.
Figure 7-13
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Combined Single-Chip PCM Codec and Filter (TCM2913 and TCM2914)
DTMF Receivers

Dual-tone multifrequency (DTMF) tones and tone generator circuits were discussed in Chapter 4. With few exceptions, DTMF generators are easy to understand and design. However, those tones generated in the telephone set must be interpreted at the central office and converted to appropriate switching signals. Although tone decoding itself is not terribly difficult, the special nature and characteristics of DTMF tones present unusual problems for engineers. At one time, DTMF decoding equipment required complex and expensive electronics that had to be shared between as many as 30 subscriber lines.

As DTMF tones are used more and more for data communications, the demand for DTMF receivers will increase. With the increased manufacturing volume, their cost should decrease.

Figure 7-15a again shows the DTMF frequencies generated at the telephone set. The frequencies in each horizontal row (low-frequency group) and each vertical column (high-frequency group) are separated by intervals of approximately 10%. The low-frequency and high-frequency groups are separated by about 25%. These specific frequencies have been selected with a great deal of care to meet several criteria, but one of the more important requirements is to have the minimum amount of harmonic interaction.

A DTMF receiver must do the following:

1. Detect the tone-pair signal properly if the frequencies are within ±2% of the nominal values, and reject the signal if the frequencies are outside the limits of ±3%.
2. Make sure that one and only one tone is present from each group, and that the tone duration is at least 40 ms.
3. Detect as two separate signals any valid tone pairs that are separated by 35 ms or more. Detect a tone pair signal as the same signal, not as two distinct signals, if the separation between the tone pairs is 5 ms or less.
4. Properly detect tones whose level may vary over a 27.5-dB dynamic range. If the two fundamental frequencies of the DTMF pair have a difference in amplitude, it is called twist. The DTMF circuit must detect the tone pair with up to 6 dB of twist.
5. Properly detect DTMF signals in the presence of speech and noise.

Filtering and Detection

It should be obvious from the preceding requirements that filtering is an important function of the DTMF receiver. Figure 7-15b illustrates the frequency response of an ideal DTMF filter. Such a device is called a bandsplit filter because its output is in two separate bands of frequencies to pass both high and low DTMF tone groups while rejecting other frequencies. The output of the filter must go to a detector to accomplish the other requirements.
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Figure 7-15
DTMF Frequencies and Filter

The filtering section provides for gain and for noise and speech rejection.

Figure 7-16 is a generalized block diagram of a bandsplit filter feeding a detector in order to accomplish the two required functions. Semiconductor manufacturers are producing integrated circuits to provide both the filter and the detector functions on a single chip, such as the Silicon Systems 75T201 chip. The filter functions in the IC are similar to those used in the digital line card in the encode and decode path. It provides signal gain, input filtering for noise and speech rejection, and separate (bandsplit) filtering for the group signals. After filtering, the frequency signals are formed into square waves before passing to the detector.
Each DTMF frequency is tested to ensure its validity and if valid is output as a code to represent the dialed number.

The detector must reliably recognize valid DTMF tone pairs from "talk-off" tones without utilizing too much detection time.

At the detector, each group signal is processed separately. Digital techniques are used to determine frequency by counting the number of master close pulses present in each period of the unknown frequency. The detected frequencies of the high group and that of the low group are logically tested to determine if they are valid DTMF frequencies. If so, they are combined to produce a coded output representing the dialed number.

One of the more difficult tasks of the detector is to determine if a tone with the DTMF bands is really a DTMF tone or is a sound produced by speech that merely resembles a DTMF tone. If the "accept" criteria are too relaxed, DTMF tone pairs are quickly recognized as valid, but so are speech segments or other sounds that "sound like" a real DTMF signal. Such distortion is referred to as talk-off, and can lead to wrong numbers or other erroneous operation at the receiver. If the "accept" criteria are too strict, detection time is stretched and the receiver no longer meets timing requirements. The result is a compromise between the effects of noise overriding true signals and the chance of talk-off errors. The detection time is typically 10 ms.

**Integrated DTMF Receiver**

The intricate filtering and timing requirements needed to build accurate, reliable DTMF decoders added a great deal of complexity, size, power consumption, and cost to central office circuitry. However, the same advances in integrated circuit technology that have made single-chip telephones possible have also made single-chip DTMF receivers a reality. Silicon Systems, Incorporated (SSI), manufactures the 75T line of integrated circuit DTMF receivers.
Figure 7-17 shows the complete block diagram for the SSI 75T201 DTMF receiver. It is designed to interpret signals from 3 x 4 or 4 x 4 keypads. Amplification, bandsplit, and bandpass filtering, wave squaring, regulator, oscillator, and decoding/latching logic are all incorporated on the same 22-pin DIP (dual in-line package) IC. The only external components required to run the decoder are a 3.58-MHz (colorburst) crystal and two power bypass capacitors.

DTMF signals from the subscriber loop are sent to the analog preprocessor input. Signals are amplified and processed through an initial bandpass filter for frequencies from 500 Hz to 6 kHz. Preprocessed signals are then split into two bands—each containing only one tone group. Row and column frequencies are now separate.

Zero crossing detectors create perfect square waves of the major frequency at each bandsplit filter. When a true DTMF tone is present for a sufficient amount of time, the resulting square wave will have enough amplitude to be processed by a network of bandpass filters. These bandpass filters will discriminate the particular tone frequency. When a valid DTMF signal is present, one output from each bandpass group will be great enough to exceed the amplitude detector reference voltage. Timing circuitry will latch under these conditions and detect the bandpass outputs that are active. Decoding logic produces a four-bit output in either hexadecimal or binary coded 2-of-8 code as shown in Table 7-1. A single logic input can be used to switch between these output codes.

A DTMF output decoder circuit is shown in Figure 7-18. The circuit can convert a binary coded 2-of-8 output to an actual 2-of-8 output. It will operate with DTMF signals generated from a 3 x 4 or 4 x 4 keypad. Signal line DV indicates that a valid decode procedure has taken place, and data will remain available at the output until a valid dialing pause occurs, or until the Clear Line (CLRDV) is made logic HIGH.

Single-chip decoders offer a reliable, inexpensive, and efficient replacement for older central office equipment. They are economic enough to use a dedicated decoder for each subscriber loop instead of sharing the decoder among many subscribers.

**ELECTRONIC CROSSPOINT SWITCHING**

In Chapter 1, the crosspoint switching was shown to be supplied by electromechanical crossbar switches and reed relay switches. Reed relays are still being used by some telephone companies in their new equipment; however, most manufacturers have adopted some form of true electronic switching. An example of such a device is shown in Figure 7-19.
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Figure 7-1
SSI 75T201 Block Diagram (Courtesy Silicon Systems, Inc.)

UNDERSTANDING TELEPHONE ELECTRONICS
The PNPN semiconductor device is used for electronic crosspoint switching to replace the older traditional mechanical switches. It is normally biased to inhibit conduction, but when the bias is changed to accomplish switching, the device conducts.

A so-called holding current maintained by the loop current source keeps the device in conduction.

The basic switching element is a PNPN semiconductor device that is represented schematically in Figure 7-19a. Each PNPN device is equivalent to two transistors, a PNP and an NPN, connected as shown in Figure 7-19b. The device has the following characteristics: If a voltage is applied to the device—positive to the anode and negative to the cathode—the device maintains a high resistance and acts like a reverse-biased diode. It remains in this state until the voltage applied between anode and cathode is increased past the breakdown voltage or until a current is drawn from anode to gate. When a current flows from anode to gate, the resistance of the device between anode and cathode becomes very low and the device conducts like a forward-biased diode.

Now, even if the current from anode to gate is turned off, the PNPN device maintains its low-resistance state until the voltage from anode to cathode is reduced to the point where a certain minimum current, called the holding current, cannot be maintained through the device. When the current through the device falls below the holding current value, the device changes back to its high-resistance state.

---

### Table 7-1
SSI 75T201 output codes*

<table>
<thead>
<tr>
<th>Hexadecimal</th>
<th>Binary Coded 2-of-8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Digit</strong></td>
<td><strong>D8</strong></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>*</td>
<td>1</td>
</tr>
<tr>
<td>#</td>
<td>1</td>
</tr>
<tr>
<td>A</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
</tr>
</tbody>
</table>

* Courtesy Silicon Systems, Inc.
The device used in the No. 10A is manufactured in integrated circuit form. As shown in Figure 7-19c, 32 crosspoints are fabricated in an eight-column by four-row matrix. It is used as a low-resistance connection between the row and column leads by drawing a current out the gate lead while maintaining a minimum holding current from anode to cathode.

Figure 7-20 demonstrates how the arrays are used to connect 2-wire balanced speech transmission between subscriber lines. Only partial arrays are shown and the detailed circuitry for the bottom half of Figure 7-20 is just like the top half. The circuit connection is completed in two halves. Initially, all points in the path are at a high voltage and all current sources $I_H$ and $I_T$ are off. The symbols for the current sources mean they supply a constant current of value $I_H$ or $I_T$. $I_H$ is the holding current and it is above the minimum value to hold the devices in a low-resistance state. It is the talking current that flows through the subscriber loop.

---

The connection is made as follows: First, $I_1$ for the top section is enabled. Second, the logic gates, either $G_A$, $G_B$ or $G_K$, turn on so that current can be drawn from gate to anode on the respective crosspoint elements. Note that any combination of crosspoints may be used to establish a path through the arrays.
Figure 7-20
Electronic Crosspoint Connection
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Third, the logic gate, \( G_1 \), controlling the driver for the center-tap of the input transformer turns on and the path is completed for the \( I_H \) current to be conducted to ground. This turns on and latches the PNPN devices, then the crosspoint logic gates are turned off. Now all crosspoints in the enabled path (shown in bold) are at low resistance and the top-half connection is completed. The same steps occur for the bottom-half circuitry of Figure 7-20 to complete the switching that connects the calling subscriber line to the called subscriber line. Current sources \( I_T \) are switched on to support conversation on the lines. Speech is coupled from the top half to the bottom half by capacitors, but the dc is blocked.

The path connections are released by turning off the center-tap driver, disabling the current sources, and returning lines to a high voltage.

**Integrated Crosspoint Switch**

Silicon Systems manufactures the SSI 78A093, a 96-crosspoint switch configured as a 12 × 8 array shown in Figure 7-21. Seven address lines (three column address lines—AY0 to AY2; four row address lines—AX0 to AX3) are available under microprocessor control to access each of the 96 switching points. A switch is selected by applying its appropriate row and column address to the switch. Open (off) or close (on) data are entered via a Data pin and latched by a positive pulse on the strobe line. If Data is logic LOW, a strobe will turn the addressed station off, and vice versa.

The integrated crosspoint switch offers many advantages over its discrete, relay-type predecessor. First, power consumption is very low (under 100 mW for the entire device) due to its CMOS fabrication. Analog switches provide better than -92 dB of crosstalk immunity, only 28 ohms of on resistance, and introduce almost no distortion to the signal.

It is a simple matter to apply crosspoint switches in tandem by adding a selector circuit to manipulate the Strobe signal. Figure 7-22 shows a basic example of a multiswitch network.

**SUBSCRIBER LOOP SYSTEMS**

One of the main applications of electronics in the subscriber loop is to extend service when the local loop becomes very long. As discussed in earlier chapters, all functions of local loop operation become marginal when loop resistance exceeds 1,300 ohms and loop current drops below 20 mA. In particular, DTMF dialing becomes unreliable, especially at low temperature, and transmitter gain suffers. The problems are most noticeable in the rural areas where line lengths of 10 miles and longer occur frequently.

Electronics helped in the past by providing lower cost amplifiers to boost signal levels and by restoring voltage or current levels required for dialing and signaling. Newer techniques include multiplexing several (four to eight) subscribers onto one local loop as discussed in Chapter 6.
More recently, microprocessors are being used in range-extender systems to provide automatic voice and signal gain at lower per channel cost. These systems automatically adjust themselves to provide the best transmission based on instantaneous measurements made at the time of call setup.

**DIGITAL MULTIPLEXING EQUIPMENT**

Chapter 6 introduced important concepts of T1 digital transmission using the DS-1 multiplexing format. Early T1 transmission circuitry required as
much as 200 discrete integrated circuits to provide every needed function, as well as meet the demanding specifications of U.S. and European networks.

Rockwell International manufactures the R8070 T1/CEPT PCM transceiver, which integrated all necessary functions for a pulse code modulation receiver and transmitter onto a single IC chip. The R8070 provides synchronization, monitoring, and signal extraction circuitry. Figure 7-23 shows a complete block diagram for the R8070.
Eleven modes of operation are available to support most common former variations of T1 and CEPT formats. A microprocessor can interface easily with the R8070 to enhance control and the serial or parallel transfer of data. This device represents a tremendous savings in component costs and system
Digital techniques throughout the system, from the subscriber’s telephone set through the switching office, provide the highest quality service at the most cost-effective price.

Digital Subscriber Loops

Digital carrier systems combined with local digital switching have eliminated the need for a multiplexer for the longer local loops and the conversion to an all-digital subscriber loop will aid this even further. In the previous discussions of digital transmission, the digital carrier brought the digital signals to the central office, where they interfaced with an analog subscriber loop. Digital subscriber loops allow the binary digits to come all the way to the subscriber’s telephone set because all information is handled digitally. The telephone set itself contains the codec and filtering functions. Voice, data, supervision, and signaling are all in the same form and will be switched, transmitted, and processed over the same distributed system. Such systems already exist in some PABX systems and eventually will be available for the public network.

WHAT HAVE WE LEARNED?

1. The subscriber line interface requires a variety of functions described as BORSCHT functions.
2. BORSCHT describes Battery feed, Overvoltage protection, Ringing, Supervision, Coding, Hybrid, and Test functions.
3. Integrated circuits are being designed to accomplish as many of the BORSCHT functions as possible on one chip.
4. Codecs are circuits that are being designed in integrated circuit form to do the digital encoding and decoding on the same chip.

5. Both high-pass and low-pass filters are required to reject noise and unwanted signals and to smooth the D/A output signal to reproduce the speech.

6. Detecting DTMF tones at the receiver is much more difficult than generating the tones at the telephone set because the receiver must be able to respond to real tones, but reject spurious signals that resemble tones.

7. A bandsplit filter has two separate passbands to separate the high-group from the low-group frequencies of the DTMF tones.

8. PNPN semiconductor devices are being used to perform the crosspoint switching function instead of reed relays. The PNPN devices are being made as integrated circuit arrays.
Quiz for Chapter 7

1. The designer of central office equipment should:
   a. assume electronic telephones in metropolitan exchanges.
   b. change only one function at a time.
   c. maintain the standard interface between the subscriber and the central office.

2. The difference between the lineside and the trunkside interfaces is that:
   a. the trunkside has the requirement of BORSCHT and lineside does not.
   b. the lineside interfaces are usually multiplexed analog carrier systems.
   c. lineside refers to the subscriber loop, and trunkside refers to connections to other switches.

3. The SLIC is the:
   a. speech loop interface card.
   b. subscriber line interface circuit.
   c. subscriber loop input command.

4. BORSCHT, as used in this book, stands for:
   a. battery, overvoltage, ringing, supervision, coding, hybrid, and test.
   b. a Russian beet soup fed to telephone company employees who work outdoors.
   c. battery, on-hook, ringing, subscriber, interface, coding, hybrid, and trip.

5. The principal difference between loop start and ground start is that:
   a. loop start uses relays; ground start uses integrated circuits.
   b. loop start is one-way signaling, which may involve a slight delay; ground start is either-way signaling that is instantaneous.
   c. loop start uses the line and cutoff relay; ground start uses the A, B, and C relays.

6. Foldover distortion or aliasing is:
   a. eliminated by filtering out frequencies below 300 Hz.
   b. another name for crosstalk.
   c. the presence of spurious frequencies caused by having frequencies that are too high in the sampled signal.

7. Codes usually encode the signal by:
   a. sampling it and outputting the amplitude of the sample.
   b. folding the signal over and encoding it.
   c. sampling it and using successive binary approximations to encode.
   d. comparing analog waveforms to obtain the closest match.
8. DTMF receivers are:
   a. fortunately much simpler than DTMF generators.
   b. required to tell the difference between random speech frequencies and DTMF tones.
   c. designed to accept the digit if either of the two tones is present, to allow a margin for error in the transmission.

9. Semiconductor crosspoint switching arrays:
   a. use PNPN devices that will remain latched in the conducting state.
   b. are used in the Bell No. 1A electronic switching system.
   c. are not yet practical because of the high voltages that must be switched.
   d. are another name for subminiature reed relays.

10. Electronic crosspoint arrays require:
   a. a minimum holding current and a talking current to stay latched.
   b. a minimum holding current to stay latched.
   c. the difference between holding and talking current to operate.
   d. a voltage greater than 48 volts between anode and cathode to turn off.
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ABOUT THIS CHAPTER

This chapter describes the techniques, transmission link (media), and equipment used to transmit the digital signals described in Chapters 6 and 7 over long distances. It describes channel banks, multiplexers, and repeaters, which are part of the electronic equipment used in digital transmission systems.

WHY DIGITAL TRANSMISSION?

In Chapter 6, a number of advantages and disadvantages of using digital systems were discussed. Despite the disadvantage of requiring eight times the bandwidth, the use of digital techniques is increasing rapidly in the network. Increased performance at lower cost using integrated circuits was pointed out as a prime advantage. This is having such an impact that shorter and shorter digital transmission lines between different types of offices are becoming cost effective. Lines as short as 10 miles are already economical, and if the switching equipment at each end is digital, digital transmission lines of any length will be practical. Less noise, lower signal-to-noise ratio requirements, and lower error rates are additional advantages.

Data from Freeman, listed in Table 8-1, indicates that the total noise generated in a 2,500-kilometer (km) standard frequency division multiplexed (FDM) system by the transmission media (cable and radio) is 10,000 pWp.

| Table 8-1  
| FDM Versus PCM Noise Comparison |
|---|---|
| **FDM/Radio/Cable** | **PCM/Radio/Cable** |
| Multiplex | 2,500 pWp* | 130 pWp equivalent |
| Radio/cable | 7,500 pWp | 0 pWp |
| **Total** | 10,000 pWp | 130 pWp equivalent |

*pWp = peak picowatts (10^{-12} watt) weighted according to the psophometric weighting curve.

The digital transmission line is more versatile and is favored by engineers.

Digital channel banks combine many voice inputs into one wideband digital channel.

The D-type channel bank generates an output, placing the digitized voice signals into their assigned time slots.

The D1 channel bank performs both transmitting and receiving. Its functions are encoding and decoding, and adding and extracting signaling and framing information. It interfaces with the line and therefore multiplexes and demultiplexes the signal.

The noise in an equivalent 2,500-km PCM transmission system is only 130 pWp—a reduction of almost 19 dB. By adding repeaters in the line, the error rate is reduced. If the error rate is too high, spacing repeaters closer together will lower it. Thus, transmission errors become independent of total transmission line length.

A few additional advantages are worth noting:

1. Digital techniques contribute to the design of rugged transmission lines that are easy to design, easy to install, and easy to maintain.
2. Digital transmission lines handle all varieties of source signals—broadcast music, data, and television—which will eliminate the need for special lines for special signals.

DIGITAL CHANNEL BANKS

Recall that in Chapter 6, channel banks were defined as the equipment at each end of a digital transmission that converts speech signals into coded bits. Equipment cost analysis has dictated the development of equipment that multiplexes many channels onto one wide-bandwidth channel. For example, the standard system (T1 carrier) is made up of 24 individual voice channels. The channel banks generate and multiplex the digital signals. The Bell System channel banks are called D-type (for digital) channel banks and form the foundation for a whole series of multiplexers.

D-Type Channel Bank

The output from a D-type channel bank is a 1.544-Mbps digital signal called a DS-1 signal. The DS-1 signal might be transmitted on a T1 transmission line, which has repeaters in the line for continued signal regeneration, or it may be multiplexed with other DS-1 signals to produce a still higher level multiplexed signal. The DS-1 signal contains the bit stream with the digitized voice signals from each channel in their time slots and the channel signaling bits in positions as discussed in Chapter 6 (Figure 6-6).

D1 Channel Bank

Figure 8-1 is a block diagram of a section of a D1 channel bank. Figure 8-1a shows the transmitting portion, and Figure 8-1b shows the receiving portion. The transmitting portion performs three basic functions:

1. Digitally encoding the 24 analog channels
2. Adding the signaling information from each channel
3. Multiplexing the digital stream onto the transmission medium.

The channel inputs, gates, filters, compression circuits, and encoder provide filtering, sampling, compression (half of the companding function),
Figure 6-1
D1 Channel Bank (24 Channels)
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The D1 and D2 series channel banks represented improvements over the D1 banks. Packing density was increased (i.e., more channels) and improved channel noise figures resulted. The technique involved a more efficient use of the 8 bits per time slot to carry digitized voice, and the decreased use of unnecessary signaling information.

D-Channel Bank Modifications

The success of the D1 banks, first installed in 1962, led to modifications (D1B and D1C versions), and then to a major revision. The original D1A, B, and C banks used 7 bits for each voice sample and 1 bit in each code word for carrying the signaling. When it became desirable to connect several T1 transmission spans together in tandem, the quantizing noise produced by the 7-bit encoding was too high for satisfactory performance. In addition, it was realized that providing signaling information in every code word is wasteful since 8,000 bps was not required to provide the signaling information for a channel because the signaling information did not change that rapidly.

As a result of these conditions, another modification to the D1 series (the D1D) and the new D2 channel bank were developed. The D2 bank uses all 8 bits of every time slot to encode the analog signal except for selected frames. Supervisory and signaling information is sent by using the least significant bit from the code word in each channel every sixth frame. This was described briefly in Chapter 6, but is given in more detail in Figure 8-2. This produces an effective average code word length over all frames of 7 5/6 bits (8 bits in the first 5 frames plus 7 bits in the sixth). The companding characteristic also was changed to give better idle channel noise performance and to make the code words easier to linearize digitally. The D2 bank increased the packing density to 96 channels in the same space as the 72 channels for a D1 bank.

D3 and D4 Channel Banks

The D3 and D4 banks were motivated by advances in integrated circuits, allowing packaging of 144 channels in a single bay. Following the D4 bank, the application of programmable distributed computing and signal processing to the problem resulted in the development of the digital carrier trunk unit, or
Further advances in digital microcircuitry resulted in the development of the D3 and D4 banks, greatly increasing channel capacity. Next followed the digital carrier trunk. The DCT system is microprocessor based and has far fewer discrete subsystems.

DCT. It was developed by the Bell System to be smaller, lower cost, and easier to maintain than the D4 channel bank. As shown in Figure 8-3, it differs from the D4 unit in that it has no separate trunk circuits, no separate signal distributor and scanner, and it uses a single kind of channel unit—as opposed to the more than 35 unique types available for the D4. It includes programmable microprocessors called peripheral unit controllers that relieve the main switching machine (usually a No. 1 or No. 1A ESS) of the task of sorting out the signaling information on the incoming trunks. The main switch also uses the peripheral unit controller to send the signaling, alarm, and trunk status over a data link to a central control unit that routes the voice signals over the correct trunks.

**MULTIPLEXERS**

The electronic circuit that combines digital signals from several sources into a single stream is called a *multiplexer*. The basic was shown in Figure 6-25. A multiplexer takes in many channels and allows each, in turn, access to the output to produce an output bit stream in serial sequence. Each input, in turn,
Figure 8-3
Comparison of D-Type Channel Bank and Digital Carrier Trunk (Courtesy Bell Laboratories)
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In multiplexing, the channels are bunched together in frames and are set off from previous and subsequent frames by a framing bit or framing word.

A functional hierarchy is based on the bit rate and channel availability. Lower bit rate and channel availability multiplex units are fed into systems with higher bit rate and channel capacity.

In multiplexing, the channels are bunched together in frames and are set off from previous and subsequent frames by a framing bit or framing word.

Framing Formats

Message channels are multiplexed into the bit stream in frame formats. Frames are set by the number of multiplexed channels that are packaged together. A D-channel bank multiplexes 24 channels to form a DS-1 signal. CCITT multiplexes 30 channels into a frame. A special code, either a bit, word, or words, is added in the frame to synchronize the frames of the PCM signal. Certain formats have been established for the time placement of the framing information. Figure 8-4 shows three types—bit framing, bunched word framing, and distributed word framing.

Multiplexer Hierarchy

The multiplexers used in the public telephone network are arranged in an order that depends on the bit rate of the PCM signals that are transmitted. Multiplexer units with lower bit rates and fewer numbers of channels couple to units that have higher bit rates and a greater number of channels. Figure 8-5 illustrates the relationship of these systems. The output rates, and, therefore, the numbers of channels that each multiplexer can combine, are matched to the data rates that can be carried on the various transmission media, from the DS-1 signal at 1.544 Mbps to the DS-4 at 274.176 Mbps.

The multiplexing group members in the North American network above the D-type channel banks are:

1. The M1C, which combines two DS-1 signals into a single DS-1C signal at 3.152 Mbps
2. The M12, which combines four DS-1 signals into a single DS-2 signal at 6.312 Mbps
3. The M13, which combines 28 DS-1 signals into a single DS-3 signal at 44.736 Mbps
4. The M34, which combines six DS-3 signals into a single DS-4 signal at 274.176 Mbps.

Included in Figure 8-5 are the different types of transmission lines used from T1 cable to coaxial, waveguide, radio, and optical fiber transmission media.
Variations in the data rates between bit streams input to a multiplexer may be offset by pulse stuffing. This technique compensates for frequency differences due to mode clock differences and line propagation delay.

**Pulse Stuffing**

The timing for all operations within a multiplexer, including the clocking for the output bit stream, is provided by a master clock within the unit. The timing for the received data streams, however, is provided by each individual bit stream. The data rate for each of these input bit streams is likely to be slightly different from any of the other bit streams due to variations in the master clocks of the sources transmitting the signals and because of variations in the propagation delays of the circuits and media carrying the bit streams. Some method of allowing for these mismatches must be provided. In multiplexing, the method is called *pulse stuffing*.

The principle of pulse stuffing, illustrated in Figure 8-6, is to cause the outgoing bit rate of the multiplexer to be higher than the sum of all of the incoming bit rates plus any data added in the multiplexer for framing and synchronization. The incoming signals are stuffed with a number of pulses sufficient to raise their rates to be the same as the locally generated master clock. Extra bits (sync signal data channel), common to all channels, are
The output rates are matched to the data rates for the various transmission media.

provided to send the receiver the location of the stuffed pulses. The information about the location of the stuffed pulses is sent repeatedly (redundantly) to reduce the probability of an error that would cause loss of frame synchronization.

Each incoming bit stream is fed into a buffer (called an elastic store) at the incoming bit rate (point A of Figure 8-6b) and temporarily stays in a stacked
NETWORK TRANSMISSION

Figure 8-6: Pulse-Stuffing Synchronization
(Courtesy Bell Laboratories)

**Shared among all asynchronous channels**
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The master frame of the DS-1C PCM signal is divided into four subframes, each separated by a pattern identifier code. Stuffing bits have been added to each subframe by following a set of rules that were set up beforehand.

The master frame DS-1C PCM is divided into four subframes, each separated by a pattern identifier code. Stuffing bits have been added to each subframe by following a set of rules that were set up beforehand.

The master frame of the DS-1C PCM signal is made up of 1,272 bits divided into four 318-bit subframes as shown in Figure 8-7. M is the leading bit for the subframes and its pattern of 01 1X identifies the master frame and the subframe boundaries. The X bit is always a 1 unless an error occurs in transmission of the data, in which case the X bit is 0. The regular bit pattern of 01010101 for F₀ and F₁ establishes the frames with the stuffing bits included for each subframe. The bits designated as stuffing bits are stuffed (interpreted as a null) when the bits shown as C bits are all 1 in a subframe. Otherwise the stuffing bits are interpreted as data. Note that the frame lengths for the DS-1C and higher signals are not related in any systematic way with the input DS-1 frames. The multiplexer treats the input DS-1 stream as simply a string of bits, passing data and synchronization pulses alike into the higher level stream.

The higher level multiplexed signals have similar bit patterns established for master frames, subframes, frames, and stuffing bit positions and stuffing rules. As with the DS-1C signal, the bits that form the pattern are distributed across the frame in a uniform way to minimize the probability of missing more than one stuff code due to a burst of errors. Such a miss would cause a frame slip, which would cause a loss of synchronization.

Synchronization

The previous discussions have emphasized the importance of preventing loss of synchronization, or clock slips. The effect of these errors on digitized voice is not serious until the clock misalignments reach very large values (on the order of 1 part in 100,000). However, digitized signals from voiceband modems and voice or data signals that have been coded to maintain security (encrypted) are highly susceptible to clock slips. High-speed modem data are generally phase modulated, and a single 8-bit slip in the digital data produces a phase shift of 81 degrees. Not only are the data coded for security, but also the
Figure 8-7
DS-1C Frame Format
Showing Pulse Stuffing Bits

Four subframes of 318 bits each = one master frame of 1,272 bits

Data are scrambled further because the modem loses synchronization and may take several seconds to recover. Such slips give audible blips in the voice signal and cause problems in the decoding equipment.

Several possible methods are available for synchronizing a network of independent switching machines such as the telephone network. One method is to supply each machine with a clock so accurate that the difference between it and all other clocks is so small that slips seldom occur. This technique is called plesiochronous synchronization. It is expensive to implement because the clocks are expensive and must be redundant at each switch. Nevertheless, this method is the one chosen by the CCITT for international digital transmission in Europe and the gateways to the East. The clocks must be stable to within 1 part in 100,000,000,000.

Another method is to do pulse stuffing on a network-wide basis, as is done in the higher level multiplex systems. This would require every channel at every digital switch to be stuffed separately on transmit. Such an approach is not economically feasible.
The method adopted for the North American network is that of master/slave synchronization. The master timing frequency reference is maintained in Hillsboro, Missouri, which is near the geographical center of the network. From there, the master timing reference is sent to selected switching centers, which become slave timing centers, over dedicated transmission facilities. From these slave centers, the timing reference is forwarded to lower level centers over existing digital facilities. Figure 8-8 shows a network diagram for a master/slave synchronizing system for North America with the central reference designated as M. The numbers in the circles are the office classes of the network.

**LINE CODING**

The waveform pattern of voltage or current used to represent the 1s and 0s of a digital signal on a transmission link is called the line code. Many different types of line codes are in use and several will be examined in a moment, but first we look at some basic requirements of a line code:

1. The level of direct current in the transmission medium must be constant, and preferably zero.
2. The energy spectrum of the wave must be shaped to avoid frequencies outside of the bandwidth available.

---

*Figure 8-8*

The most common types of line codes are unipolar, polar, and bipolar. The unipolar states are zero and positive, the polar states are positive and negative, and the bipolar states are positive and negative being equivalent states, with zero being the other state.

Types of Line Codes

Figure 8-9 details the different types of line codes. In reference to the bit stream shown in Figure 8-9a, a typical binary signal waveform is shown in Figure 8-9b. It is the simplest of the code types because it uses just two voltage levels; in this example +3 V and 0 V are used. It is called unipolar because it is not symmetrical about 0 V. When the waveform is symmetrical about 0 V as shown in Figure 8-9c, it is called a polar code. If the signal level representing each bit (e.g., +1.5 V for a 1 and −1.5 V for a 0) maintains the assigned value for the entire time duration allotted to the bit (time segment T), the code also is called a non-return-to-zero (NRZ) code.

The code that is primary to the DS-1 multiplexer signal is the bipolar code shown in Figure 8-9d. It also is called alternate mark inversion (AMI) coding. It produces alternate positive and negative level pulses, symmetrical around 0 V, when successive 1s occur in sequence. As a result, AMI is a three-level or ternary signal, where a 1 is represented by either a positive-going or a negative-going pulse in a signal interval, whereas a 0 is represented by the absence of a pulse in a signal interval. This scheme, first used by the Bell System in the United States, satisfies most of the basic requirements listed previously. There is no dc component in the transmitted signal, the amount of energy in the signal at low frequencies is small, and, compared with unipolar signaling, AMI has a substantial advantage in that it has much more immunity to crosstalk (on the order of 23 dB).

The waveform of AMI pulses is shaped to occupy only about one-half of the allowable pulse width. This is done to simplify the circuits that recover the timing information in the regenerative repeaters. The total waveform does not have a 50% duty cycle as occurs in the clock waveform shown in Figure 8-10a, but the symmetrical pulses are said to have a 50% duty cycle.

DC Wander

A principal requirement of a line code is that it contain no dc, or if a dc component is present, it must be a constant level. This is because most carrier transmission systems do not pass dc. The problem that occurs when a large dc
component is present is shown in Figure 8-10. Long sequences of 1s or 0s can cause a shift in the waveform amplitude with respect to 0 volts. When this occurs, signal recovery circuits that are detecting the 1s and 0s lose proper amplitude reference and errors occur. Special circuits called dc restoration circuits are designed to eliminate the dc wander and restore the proper reference levels.

**PULSE AND TIMING RESTORATION**

Digital signals have the useful property of always starting out with a well-defined and unique shape or waveform. The encoding scheme for transmission of the bits down a channel is designed so that only a small number (typically
Digital signals are attenuated by an amount that is a function of their frequency.

Distributed line characteristics cause a loss in absolute amplitude, deterioration of waveshape, and phase shifting. These signal deteriorations are mostly corrected for by equalization circuits that compensate for the line parameters and regenerate the signals.

Two or three) of such waveforms is possible. This makes it easy to distinguish genuine binary information from noise, even if the waveform is severely distorted. Signals sent down a cable are diminished in amplitude (attenuated) by an amount that depends in part on the frequency of the signal (roughly by an amount equal to 8.6 times the square root of the frequency). If the original signal has a fairly wide bandwidth, the attenuation will be greater for the higher frequencies than for the low.

Shifts in the time relationship of signals (phase) also occur as the signals are transmitted over a transmission link. Shifts in phase also contribute to distorting the signal waveforms. The process of compensating for the amplitude and phase shifts is called equalization. In principle, the equalization compensation should have an amplitude and phase dependence on frequency that is the exact opposite to that which occurs as the signals are transmitted over the link. However, in practice, the equalization is quite good on amplitude but is not very good at phase correction.

Whenever the original waveforms are reconstructed, the signal is said to be regenerated. The process is not at all like mere amplification, although voltage amplitudes may in fact be increased. The significant fact is that the regenerated new pulses are just like the original ones in size and shape. They may be delayed in absolute time, but have the same position in time relative to each other.

Repeater

The system components that perform the regeneration task are called regenerative repeaters. Effectively, they take an attenuated and distorted input
The regenerative repeater converts a weak, distorted digital signal input into an exact replica of the original signal by pulse reshaping and retiming. The signal is actually regenerated, rather than just being “cleaned up.”

The incoming signal is amplified, and drives the detector threshold bias circuit, timing chain, and balanced pulse regenerator circuits. The threshold bias circuit determines the decision level for the incoming signal, which determines for each pulse interval whether or not a pulse will be produced.

**Clock Recovery**

The timing chain is illustrated in Figure 8-12. Its main purpose is to retie the PCM signal by recovering the clock based on the timing of the incoming signal. The equalized pulse train (balanced about plus and minus levels) is...
In the timing circuit, clock recovery is accomplished by processing the incoming data signal. The input signal is rectified, differentiated, and clipped.

Rectified, differentiated, clipped, and input to the resonant tuned circuit. The waveforms of the signals at the points A through G of Figure 8-12 are shown in Figure 8-13. Point A is the input AMI signal, point B is the rectified signal, point C is the differentiated signal, and point D is the clipped signal. Only the positive-going pulses remain to be used as trigger pulses to the tuned circuit.

The input trigger at point D excites the tuned circuit and causes it to ring (oscillate) at its resonant frequency as shown in waveform E of Figure 8-13. The ringing is at a constant frequency, but slowly decreasing amplitude. The constant frequency pulses are counted, divided, and sent through a limiter to produce the clock pulses of waveform F. Each time a trigger pulse arrives at the tuned circuit it restores the amplitude of the ringing signal. It is quite obvious that if a trigger pulse did not arrive for a long period of time, the amplitude of the ringing signal would decrease to zero. This would be the case if a long train of 0s occurred in the bit stream. The ringing amplitude would decrease below the detector threshold and the clock would be lost until the next 1 pulse arrived at the input.

**Regeneration**

The clock pulses of point F are input to a pulse generator that produces positive and negative pulses at the zero crossing points of the clock square wave. In telephone terms, such clock recovery is termed forward acting and the repeater is said to be self timed. The clock pulses at the positive-going zero crossings of the timing wave are used to gate the incoming equalized pulses to the generator. The pulses from the negative-going crossings turn off the regenerator to control the width of the regenerated pulses. This action is called complete timing with pulse width control. The output at point H in Figure 8-11
is a regenerated signal as shown in Figure 8-13 that matches the original generated AMI signal.

As has been mentioned previously, it is possible to reduce the error rate on digital transmission facilitates to any desired value by spacing the regenerative repeaters closer together. As a practical matter, however, adequate error performance for T1 spans is obtained by providing repeaters every 6,000 feet (1,828 meters). This particular distance is important because it was the spacing
for the amplifiers for the previously used analog carrier system that T1 replaces. Thus, the same manholes can be used when a system is replaced. The energy in the DS-1 signal is concentrated at 772 kHz, which gives a loss figure of 26.6 dB at 6,000 feet over 22-gauge paired wire cables.

**Received Signal**

It is the job of the receiver at the end of the digital transmission to receive and amplify the transmitted signal and convert it to the original voice signal. To accomplish this task, the receiver must stay in frame alignment with the transmitted signal. To stay in frame alignment, it must extract its information from the transmitted signal and must operate with the same timing as the transmitter. It does this with a circuit very similar to the clock recovery timing circuit in the repeater.

A rectifier, differentiator, and clipper form trigger pulses that feed a similar tuned circuit to produce a constant frequency timing signal. Square-wave clock pulses are produced from the ringing signal with limiters; timing pulses are generated at the zero crossings of the square wave to produce accurate timing at the receiver. With accurate timing, the receiver is able to search and check to make sure it stays in frame alignment.

**Frame Alignment**

Frame alignment is achieved by a constant vigil for the frame alignment word, thereby keeping the receiver in synchronization. Figure 8-14 shows a state diagram that describes how the receiver stays in frame alignment. As shown in Figure 8-14b, there is a word in the frame designated as a frame alignment word (FAW). If the receiver is out of frame alignment—state 5 of Figure 8-14a—the receiver begins a search for the FAW as shown in Figure 8-14b. If the FAW is detected in two successive frames, alignment is assumed and succeeding FAW positions are checked to verify alignment. This is the progression from state 5 to state 6 to state 7 to state 1 of Figure 8-14a. From state 1, if there is a slip, the receiver checks for synchronization in state 2, then state 3, then state 4. If a FAW is found in any one of these states, the receiver immediately is back in synchronization. Note that if the system is initially in alignment but slips, the test for a FAW must fail three times before it is declared to be out of alignment, but with only one find of a FAW, the system is declared back in synchronization.

**MORE LINE CODES**

Unfortunately, during transmission of standard AMI signals, the pulse density is not adequate for clock recovery without any slips. Special coding techniques have been used to overcome this problem. For example, bits are added to words that contain all 0s. Or, as is recommended by CCITT for Europe for the first-order multiplexer, the even-numbered bits within each 8-bit word are inverted prior to multiplexing. Both methods ensure that enough 1s are in the
Figure 8-14
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(Courtesy McGraw-Hill Book Co.)

1. In frame synchronization
2. Frame code not detected in frame number n
3. Frame code not detected in frame number n + 1
4. Frame code not detected in frame number n + 2
5. Out of frame synchronism (search mode)
6. Frame code detected in frame number 0 (waiting state)
7. Frame code detected in frame number 1 (waiting state)

a. State-Transition Diagram

b. Synchronization Example

bit stream for good clock recovery. Let's look at several of these line codes designed specifically to aid clock recovery. Table 8-2 lists some of the ones used in multiplexing in North America, their bit rates, tolerance, and the type of line code. The ones of most interest are the B6ZS and the B3ZS.
To maintain accurate timing, the binary N-zero substitution ensures that there are sufficient 1s in a data stream by substituting a certain predetermined “mostly 1s pattern” algorithm as replacement for a long string of 0s.

To insert the added 1s for accurate timing, bipolar transmission violations trigger the necessary substitutions.

### Binary N-Zero Substitution

The technique used to solve the pulse density problem is to use special coding to ensure that sufficient 1s are always available to provide accurate timing. The special code patterns are inserted into the transmitted bit stream. At the receiver, the presence of the special code is detected and the signal adjusted to the original information.

One way of ensuring that there are large numbers of 1s in any transmitted bit stream is to detect long strings of 0s and substitute for them code patterns containing mostly ones. At the receiver these code patterns are recognized and the inserted pattern is replaced with 0s. Such algorithms are called binary N-zero substitution schemes or BNZS schemes.

### B6ZS and B3ZS Codes

One special coding used in the Bell System’s T2 transmission lines (the DS-2 signal) is called binary 6-zero substitution (B6ZS). In this special coding, the receiver detects where the substitution has occurred by detecting a bipolar violation. Bipolar violations are illustrated in Figure 8-15.

In a normal bipolar code, shown in Figure 8-15b, the pulses representing 1s are alternately positive and negative around zero. Zero is represented by 0 and 1 is represented by a + or – sign, which indicates the polarity of the pulse. For the normal bipolar code, the + and – signs alternate in the code with 0s placed as they occur in the input system. Bipolar violations are detected when the alternating pattern of + and – signs is interrupted; that is, if two + or two – signs occur in sequence. Three examples of violations are shown in Figures 8-15c, d, and e.

In the B6ZS code, whenever a string of six 0s occurs, a special code, as shown in Table 8-3, is substituted. The code pattern substituted depends on the

### Table 8-2

<table>
<thead>
<tr>
<th>Signal</th>
<th>Repetition Rate (Mbps)</th>
<th>Tolerance (ppm)</th>
<th>Format</th>
<th>Pulse Duty Cycle (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS-0</td>
<td>0.064</td>
<td>±130</td>
<td>Bipolar</td>
<td>100</td>
</tr>
<tr>
<td>DS-1</td>
<td>1.544</td>
<td>±130</td>
<td>Bipolar</td>
<td>50</td>
</tr>
<tr>
<td>DS-1C</td>
<td>3.152</td>
<td>±30</td>
<td>Bipolar</td>
<td>50</td>
</tr>
<tr>
<td>DS-2</td>
<td>6.312</td>
<td>±30</td>
<td>B6ZS</td>
<td>50</td>
</tr>
<tr>
<td>DS-3</td>
<td>44.736</td>
<td>±20</td>
<td>B3ZS</td>
<td>50</td>
</tr>
<tr>
<td>DS-4</td>
<td>274.176</td>
<td>±10</td>
<td>Polar</td>
<td>100</td>
</tr>
</tbody>
</table>

*Parts per million
*Expressed in terms of slip rate

---

*UNDERSTANDING TELEPHONE ELECTRONICS*
polarity of the 1 pulse immediately preceding the string of six 0s. Note also that in the substituted code, a built-in bipolar violation is caused by the substitution of the second and fifth pulses. When the second pulse is substituted it causes a
+0+ or −0− violation, and when the fifth pulse is substituted it causes a −0− or +0+ violation. Here are specific examples:

1. The 1 pulse preceding six zeros is a +:
   Binary Code: 0 1 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 1
   Representation 0 − 0 + 0 − 0 − + 0 + 0 − 0 + 0 + 0 +

   with substitution:

2. The 1 pulse preceding six zeros is a −:
   Binary Code: 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1
   Representation 0 + 0 − 0 + 0 − 0 − + 0 + − + + 0 0 −

   with substitution:

<table>
<thead>
<tr>
<th>1 Pulse Polarity</th>
<th>Special Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>0 + 0 − +</td>
</tr>
<tr>
<td>−</td>
<td>0 − + 0 +</td>
</tr>
</tbody>
</table>

### Table 8-3

**B6ZS Rules**

The HDB3 code replaced four consecutive 0s with the codes shown.

### HDB3

A somewhat different special code substitution is recommended by the CCITT in Europe. It is also a BNZS code called high-density bipolar three-bit substitution (HDB3). This technique replaces strings of four 0s with the substitute code shown in Table 8-4.

<table>
<thead>
<tr>
<th>1 Pulse Polarity</th>
<th>Odd</th>
<th>Even</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>0 0 0 +</td>
<td>− 0 0 −</td>
</tr>
<tr>
<td>−</td>
<td>0 0 0 −</td>
<td>+ 0 0 +</td>
</tr>
</tbody>
</table>

* Code substitution governed by the number of 1s that have occurred since the last substitution.

Because four 0s are replaced (greater than 3), the code is called HDB3. Its substitution rules depend on how many 1s have occurred in the PCM bit stream since the last substitution as well as the polarity of the 1 pulse that is just ahead of the string of zeros. Here are examples:

1. Plus, odd; minus, odd:
   Binary Code: 0 1 0 i 1 0 0 0 0 1 0 1 0 1 0 0 0 0
   Substitution: 0 + 0 − + 0 0 0 + − 0 + 0 − 0 0 0 −
2. Plus, even; plus, odd:
   Binary Code: 0 1 0 1 0 0 0 0 0 1 0 1 1 0 0 0
   Substitution: 0 - 0 + - 0 - 0 + 0 - + 0 0 +
   Note that a bipolar violation occurs in the last bit of the substituted code.

**B8ZS Code**

A newer BNZS code, known as B8ZS, has been specified by the CCITT for use on T1 carrier systems. It is similar in principle to the earlier B3ZS and B6ZS codes, but in this case, a series of eight consecutive 0s in the transmitting data stream will be replaced by a special code sequence shown in Table 8-5. As the table indicates, the code to be substituted will depend on the polarity of the preceding 1. The new code also introduces a bipolar violation that the receiver will recognize in order to restore the original logic states to the data stream.

<table>
<thead>
<tr>
<th>1 Pulse Polarity</th>
<th>Special Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>0 0 0 + - 0 + -</td>
</tr>
<tr>
<td>-</td>
<td>0 0 0 - + 0 + -</td>
</tr>
</tbody>
</table>

1. The pulse preceding eight zeros is a +:
   Binary Code ... 1 0 0 0 0 0 0 0 0 ...
   Substitution ... + 0 0 0 + - 0 - + ...

2. The pulse preceding eight zeros is a -:
   Binary Code ... 1 0 0 0 0 0 0 0 ...
   Substitution ... - 0 0 0 - + 0 + - ...

**Manchester Coding**

The systems previously discussed use repeating code patterns to provide adequate pulse densities for good timing recovery and freedom from dc wander, and to provide error indications. A code that has these benefits, but uses only two levels for binary data is the digital biphase, or diphase, or Manchester code. It uses the phase of a square-wave signal to indicate a 1 or a 0 as shown in Figures 8-16b and c. A 0 has an opposite phase waveform from a 1. Every signaling interval contains a zero crossing to provide a good reference for timing recovery and every interval contains an equal amount of positive and negative level for no dc wander.
Figure 8-16
Manchester Code

WHAT HAVE WE LEARNED?

1. Digital channel banks produce the PCM signal and multiplex it with many other channels onto a common transmission link.
2. Multiplexers serially arrange PCM signals in time slots with a set number of channels per frame.
3. Multiplexers can have from 24 channels per frame to 4,032 channels per frame and have bit rates from 64 kbps to 274.176 Mbps.
4. Regenerative repeaters retrieve the PCM signal and reconstruct the pulses.
5. Long strings of binary 1s or 0s can cause dc wander and signal transmission errors.
6. Receivers must provide clock recovery for data retrieval based on the received signal.
7. Long strings of 0s in the PCM bit stream can cause a loss of clock and a slip or loss of synchronization.
8. Special line codes are substituted in the transmitted signal to make sure that a proper number of 1s appear in the bit stream to maintain proper timing.
Quiz for Chapter 8

1. TDM carrier systems are growing in number because:
   a. they are easy to install and maintain.
   b. their error rates can be made very low.
   c. they can use low-cost, large-scale integrated circuits.
   d. they can carry signals other than voice.
   e. all of the above.

2. The noise generated by TDM carrier systems is ______ that generated by analog carrier systems.
   a. greater than
   b. about the same as
   c. a little less than
   d. much less than

3. One section in a D1 channel bank handles ______ voice channels.
   a. 12
   b. 20
   c. 24
   d. 48
   e. 96

4. Functions performed by D-type channel banks are:
   a. analog to digital conversion.
   b. time division multiplexing.
   c. dialed number translation.
   d. encoding and decoding.
   e. all of the above except c.

5. Data sent by a D2 channel bank are at ______ million bits per second.
   a. 1.544
   b. 2.048
   c. 44.736
   d. 1,000

6. Multiplexer systems used in the public network are of the ______ type.
   a. synchronous
   b. plesiochronous
   c. asynchronous
   d. isochronous

7. Pulse stuffing is used in TDMs to:
   a. correct pulses with insufficient height.
   b. add signaling pulses to the data.
   c. provide timing information to the receiver.
   d. equalize the transmission rate between input channels.

8. The frame alignment format in the DS-1 signal contains:
   a. 1 bit.
   b. 4 bits.
   c. 7 bits.
   d. 8 bits.
9. Synchronization of digital switches in the North American telephone network is done using a (an) ______ technique.
   a. independent
   b. master/slave
   c. mutual conductance
   d. plesiochronous

10. The line coding scheme used for the DS-1 signal is:
    a. non-return-to-zero.
    b. binary 3-zero substitution.
    c. ternary.
    d. bipolar.
ABOUT THIS CHAPTER

Voice signals—in either analog or digital form—are not the only signals carried over telephone lines. Digital equipment such as computers and facsimile machines routinely send and receive information and control signals through the telephone network.

To make use of telephone facilities, digital equipment must be able to translate data into a form suitable for transmission over the network. Equipment at the receiving end will then translate signals back into digital form, check for errors, and make use of the information.

The most common type of equipment used to transmit digital pulses generated by digital devices onto the telephone network is called a modem. This chapter will examine the characteristics and performance of modems in detail. It will also introduce the principles and operation of facsimile machines in detail.

WHAT IS A MODEM, AND WHY IS IT REQUIRED?

Computers, like people, must communicate with each other. They pass information back and forth as electrical signals called nonvoice or data. The transmission link for the information varies depending on the physical location. If the machines are located in the same room or the same building, they are probably directly connected. For longer distances, they are connected through the telephone network. Increasing amounts of nonvoice information flow over the public network between machines each day. Let’s look at this connection more closely.

Figure 9-1 shows two pieces of digital equipment (data terminal equipment) interconnected to communicate digital information between them. The piece of equipment in Figure 9-1a is sending the digital data to the equipment in Figure 9-1b located a long distance away. Communications can occur in the same fashion in the reverse direction. A telephone line is the transmission link between them.

As shown in Figure 9-1a, the digital equipment outputs bits in parallel to represent the data. The parallel output is converted to a serial bit stream by the transmitter portion of a universal asynchronous receiver transmitter (UART) so that the information can be sent in serial form over a single line. The least significant bit (LSB) is sent first and the most significant bit (MSB) is sent last.
The serial bit stream cannot be transmitted directly, but must be changed to tones that can be sent over the telephone line. A modem provides the conversion and coupling to the telephone line. The word modem is a combination of the words MODulator and DEModulator, the two principal functions accomplished by a modem.

At the receiving end of the telephone line shown in Figure 9-1b, the signal is converted back to a serial bit stream by the modem, and the receiver portion of the UART converts the serial bit stream to parallel data for input to the digital equipment. Some digital equipment can accept the serial data directly from the modem; if so, the UART is not needed.

A serial bit stream of 8 bits is shown in Figure 9-1. It is input to the modem at the sending end, called the originating modem, and is output from the modem at the receiving end, called the answering modem. The format for each character in the bit stream is shown in Figure 9-2.
The mark and space intervals are used to indicate a 1 and 0, respectively. The mark is also used to indicate "ready for transmission."

The asynchronous format requires there to be a start bit at the beginning and a stop bit at the end of the character code interval being transmitted.

**Asynchronous Character Format**

The bit stream has mark and space intervals in the format. A mark is represented by the presence of some predefined voltage or current level, while a space is represented by a different voltage or current level. Since an indication is needed that a transmission link is established and ready even when data are not being transmitted, the idle state is represented by the mark state; therefore, current or tone is present continuously in an idle condition if the circuit is complete. In Figure 9-2, a mark represents the binary 1 and a space represents the binary 0 in the digital data as the bit stream is formatted and transmitted.

An asynchronous character format has additional characteristics that provide a timing reference for the receiver. Before the code representing a character of the data (which may be a letter, number, command, or special symbol), there must be a start bit. It is one space interval. After the character code, there must be a stop bit. It varies in length from one interval to two intervals depending on the code and the equipment. The start interval indicates the start of the character code, and a stop interval provides the receiver circuits a reference for detection of the beginning of the next character. The format allows the character code itself to be of any practical length, but typically is from 5 to 8 bits long.
In asynchronous operation, the transmitter and receiver operate using independent free-running clocks. Each encoded character is surrounded by start and stop bits. Standards have been established for data rate, bit periods, etc.

To summarize, asynchronous operation requires that the transmitter (sending machine) and the receiver maintain within themselves free-running clocks with the same nominal frequency that is accurate to within certain tolerances (which depend on the maximum data rate to be transmitted). Each encoded symbol, usually called a character or a byte, is preceded by a known state of the input signal called the rest or idle state, followed by a reference or synchronizing signal called a start bit. Besides the data rate, additional parameters on which the sender and receiver must agree are the length of the signal interval (sometimes called the bit time), the number of signaling intervals per symbol (bits per byte or per character), and the minimum length of the stop bit or idle interval that must precede each new character. Typical stop bit intervals are 1.0, 1.42, 1.5, and 2.0 bit times as previously indicated. A 5-bit code like that shown in Figure 9-3a is commonly called a Baudot code, after Emile Baudot who devised the first constant length code for teleprinters in 1874. It used a 1.42 stop interval for a total of 7.42 intervals per character.

Figure 9-3
5- and 7-Bit Characters in Asynchronous Format

![Diagram of 5-bit and 7-bit characters in asynchronous format.](image-url)
The parity bit is used to check for data errors. Whatever the number of ones making up a word, an extra 1 is added before transmission, where needed, to make the total number of ones an odd or even number. This depends on whether the system is programmed for odd or even parity.

In asynchronous operation, the start bit determines synchronization for each character. The receiver's oscillator is synchronized on each character individually and must not drift beyond the width of a bit. After the first start bit is detected, the sampling rate occurs at the 50% point of each expected bit position. After all 8 bits have been supplied, the detection of the next start bit will adjust the clock, and the process begins again.

In synchronous operation, a special coded signal is transmitted to keep the receiver oscillator in step with the transmitted data. Data are sent in large blocks between sync information.

**5-Bit and 7-Bit Codes**

To illustrate what the serial bit stream would look like at the input to the originating modem, the letter S is shown in Figure 9-3 represented in two different codes—the 5-bit CCITT alphabet No. 2 code and the 7-bit American Standard Code for Information Interchange (ASCII). Note that the stop interval is shown as 1.5 for the CCITT code and 2.0 for the ASCII. In many cases, an eighth bit, called the parity bit, is appended to the ASCII to use for detecting errors that may occur in transmission.

Parity may be odd or even in a particular system. If even parity is used, the parity bit is set to a 1 if needed to make the total number of ones in the 8-bit code an even number. Conversely, if odd parity is used, the parity bit is set to a 1 if needed to make the total number of ones in the 8-bit code an odd number.

**Asynchronous Operation**

The communication between the data terminal equipment shown in Figure 9-1 using the format of Figure 9-2 is said to be *asynchronous*. That is, there is no signal within the character format that conveys the timing between transmitter and receiver for each bit. The start bit is used as a synchronizing signal by transmitter and receiver for *each* character, but as the receiver inputs the code, an oscillator in the receiver determines the input timing independently of the data. The timing oscillator frequencies of the transmitter and receiver must stay within certain limits so that the signals at the receiver do not drift beyond the correct sampling points at the receiver.

Figure 9-4 illustrates the asynchronous operation and shows that even though the transmitter timing clock drifts with respect to the receiver clock, the sampling points of the receiver still can detect the correct bit pattern from the transmitted pulses. The first sample of the data, identified as A in Figure 9-4, detects the beginning of the start interval. A timing circuit in the receiver, set for 50% of the average clock time of the transmitter, samples the incoming data again at sampling point B. If sampling point B continues to detect a space level, then the start bit is considered valid and the receiver continues to sample to accept the character bits. Every interval is sampled at the 50% interval point. The timing is determined by the receiver clock. Sampling points C through J recover the 7-bit character code and the parity bit, and samples K and L recover the stop interval. The interval between characters may be of any length. When the next start bit is detected, the timing clocks are reset to synchronize the timing and the sampling process repeats.

**Synchronous Operation**

Synchronous operation is truly synchronous because a clock signal is transmitted with the data to maintain the transmitter and receiver in continuous synchronization. The format for the digital data is as shown in
Figure 9-4
Asynchronous Operation of Transmitter and Receiver

Figure 9-5. Each of the blocks in Figure 9-5 represents an 8-bit character because a 7-bit ASCII character with parity was selected for the example. There are no start or stop bits associated with each synchronous character. All bits for a group of characters are sent one after the other in what are called "blocks of data." As a result, the timing of transmitter and receiver must be more accurately synchronized than for the asynchronous transmission.
To accomplish this synchronization, special codes are included at the beginning of each block of data. The electronic circuits in the receiver constantly check the incoming data for this pattern. When it is detected, the receiver assumes that the next character is data, and that data will continue until an end of message code is detected. (Because the receiver clocks must be derived from the input data stream, synchronous modems are generally more expensive than asynchronous modems.)

There are generally multiple synchronization codes at the beginning of each message in case the first code is lost because of transmission problems. The length of the block usually is dependent on a buffer memory that stores the block of data before transmission. This buffer is not necessary in asynchronous transmission because each character is transmitted as soon as it is produced by the digital equipment. But for synchronous transmission, several characters are stored, then all are transmitted at a regular and constant rate of so many bits per second. For the same reason, buffers usually are required at the receiving end.

The synchronous data format shown in Figure 9-5 is not the only one possible, but it demonstrates the principle. Some synchronization techniques have sync codes inserted at particular time intervals. Some have special framing formats. With the advent of high-speed integrated circuits and very large-scale integration (VLSI), some of the synchronization techniques are changing. More
recent circuit designs detect the transitions of the received digital data and continually adjust the receiver clock for even more accurate synchronization.

**Isochronous Operation**

Isochronous operation is a mix between asynchronous and synchronous operation. Figure 9-6 shows the character format. Individual characters are framed with a start and stop bit as in asynchronous operation, but the intervals between characters are time controlled. The time interval may be of any length so long as it is restricted to multiples of one character period.

**Modulation and Demodulation**

Why is it that the digital signal output from a computer cannot be connected directly to a telephone line? The reason basically has to do with the amount of bandwidth available to carry signals over a single telephone channel, which in turn is related to the cost of the channel. The lowest cost channels currently available are voiceband channels, which have been designed to carry voice signals produced by telephone sets, and whose bandwidth extends from about 300 Hz to about 3,400 Hz. This means the channel cannot pass signals of very low frequency (like direct current), nor signals of very high frequency (above 3,400 Hz). The signals used in computers are usually unipolar signals and the change (transition) from the 0 level to the 1 level is very fast (at a high frequency). As a result, the computer signals contain significant frequencies below 300 Hz (even a dc component) and frequencies well above the 3,400-Hz limit of a VF telephone channel. The fact that the channel will not carry these frequencies leads to the necessity of transforming the digital waveform to a signal that is compatible with the channel and its bandwidth. The means used for the transformation is called modulation.
Modulation changes the characteristics of a signal without changing its information. There are three types of modulation—amplitude, frequency, and phase.

In amplitude modulation, a 1 is represented by a full-amplitude carrier level, and a 0 by no amplitude.

In frequency modulation, a 1 is a certain carrier frequency and a 0 is another.

In phase modulation, the waveforms are shifted in time relative to another wave for a 1, and left unchanged for a 0.

Modulation

Modulation is the process of changing some property of an electrical wave (called the carrier) in response to some property of another signal (called the modulating signal). In the case of transmission of data signals over the telephone channel, modulation involves changing some property of an alternating current wave carrier of between 300 and 3,400 Hz in response to a binary (1 or 0) signal from a computer. The properties of the carrier that are available to be changed are the amplitude, frequency, and phase as illustrated in Figure 9-7. Each of these methods is used in modems. Let’s look at them in more detail.

Amplitude Modulation

Amplitude modulation is the process of changing the amplitude of the carrier in response to the modulating signal. As illustrated in Figure 9-7b, when the modulating signal is a binary signal, the amplitude may be varied from 0 for a binary 0 to some maximum value for a binary 1.

Frequency Modulation

Another property of a carrier that can be varied by a modulating signal is the frequency. Figure 9-7c shows how shifting the carrier frequency to a lower value represents a binary 0, and to a higher value represents a binary 1. This technique is sometimes called frequency shift keying (FSK), and when the frequencies used are in the voiceband, the technique is called audio frequency shift keying (AFSK). The most widely used modems today carry digital signals in the range of 45 to 1,800 bps using the AFSK technique.

Phase Modulation

A third property of a carrier that can be varied in response to a modulating signal is the phase. Phase can be visualized as the relative relationship of two waveforms at any given time in their cycle. Figure 9-7d illustrates that the phase is shifted for every occurrence of a 1 bit, but the phase is not shifted for a 0 bit. This technique is called phase shift keying (PSK). The phase of the signal sent over the transmission medium usually is not measured absolutely, but rather is measured relative to the phase of the wave during the previous bit interval.

Transmission of phase information on the telephone network presents some challenges. The human ear is relatively insensitive to the phase of speech or music sounds; therefore, the telephone network was not designed to carefully preserve the phase relationships of signals sent through it. High-speed modems that use phase modulation to carry data usually have circuits in them which compensate for disturbances or nonlinearities in the telephone network to help restore the phase linearity of the received signal.
Figure 9-7
Types of Modulation

a. Carrier

0 0 1 1 0 1 0 0 0 1 0

b. Amplitude Modulation

0 0 1 1 0 1 0 0 0 1 0

c. Frequency Modulation

0 0 1 1 0 1 0 0 0 1 0

d. Phase Modulation

0 0 1 1 0 1 0 0 0 1 0
Demodulation

In demodulation, the telephone signal is processed to recover the original digital stream of 1s and 0s.

As the carrier is modulated to carry the digital signal, so it must be demodulated to recover the digital signal. Detector and filtering circuits sensitive to either amplitude, frequency, or phase recover the 1s and 0s from the modulated carrier signal. Threshold bias and level shifting circuits restore the digital signal to common logic levels or special interface transmission levels specified by the digital signal protocols for interfacing.

ASYNCRHOUS MODEM OPERATION

Figure 9-8 shows the frequency modulation schemes used in most low-speed (up to 300 bps) asynchronous modems. In Figure 9-8a, a center frequency carrier (1,170 Hz) is frequency shifted to 1,270 Hz for a 1 and to 1,070 Hz for a 0. Every time the serial bit stream for a character is input to the originating modem, the output is a continuous alternating signal of 1,070 or 1,270 Hz depending on whether the input is a 0 or a 1. This scheme is used for simplex transmission (transmission in one direction only) and for half-duplex transmission (transmission in both directions, but not simultaneously).

If full-duplex transmission (transmission in both directions at the same time) is required, then the modulation is accomplished by dividing the available bandwidth into two bands as shown in Figure 9-8b. The lower band carries data in one direction and the upper band carries data in the other direction. The lower band center frequency is 1,170 Hz and the frequency is shifted to 1,270 Hz for a 1 and to 1,070 Hz for a 0. The upper band center frequency is 2,125 Hz and the frequency is shifted to 2,225 Hz for a 1 and to 2,025 Hz for a 0. These frequency pairs are the ones used in the Bell System 103 series modem, which has become a de facto (by use) U.S. standard.

System Interconnection

When both modems are operated in the full-duplex mode, Figure 9-9a shows the block diagram of the interconnection. The transmitter at the originating modem and the receiver at the answering modem operate at the center frequency of 1,170 Hz, while the transmitter at the answering modem and the receiver at the originating modem operate at the center frequency of 2,125 Hz. Figure 9-9b shows the relative signal levels versus frequency for the two signal channels. Figure 9-9c shows the frequencies for a similar full-duplex CCITT system used in Europe.

1200-bps Asynchronous Modem

Another method of dividing the available frequencies is illustrated in Figure 9-10. In this case, the modem can carry asynchronous data at 1,200 bps, but in
In the Bell 202 modem, the mark and space frequencies are widely spaced because of the increased bandwidth requirements of a higher data speed. Only one direction at a time (half-duplex operation). The higher data rate requires a wider bandwidth so the two frequencies for 0 and 1 must be spaced further apart; therefore, there is not enough bandwidth in the channel for full-duplex operation. The modems using this scheme are called 202-compatible, since the Bell System 202 modems established this scheme. Enough bandwidth is available in the channel with the 202 frequencies to allow a single-frequency signal at 387 Hz to be transmitted in the reverse direction while the 1,200-bps data are being sent forward. This reverse channel is used mainly to transmit a continuity tone for the receiver to tell the transmitter that the circuit is established, but some data may be sent using on-off keying of the tone. Modems of modern design using low-cost electronics to perform more advanced modulation techniques now carry 1,200-bps data in full-duplex mode, and some offer compatibility with either 300-bps 103-type signals or 1,200-bps data.
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**Figure 9-10**
Bell 202 Compatible Modem

The Bell 202-type modem uses a matching line transformer for coupling.

**Figure 9-11**
Low-Speed Asynchronous Modem Block Diagram

**Bell 103-Type Modem**

Figure 9-11 is a block diagram of a 103-type modem. The 2-wire telephone line is terminated in a line matching transformer. The transformer secondary is connected to both the receive section input and the transmit section output, but the received signal has no effect on the transmit section. The transmit output signal could affect the receive section, but the receive bandpass filter...
prevents the transmit signal from entering the receive section because the transmit and receive frequencies are in different bands. The receive bandpass filter also rejects noise and spurious frequencies riding on the receive signal from the telephone line. The limiter eliminates amplitude variations.

A delay detector provides a delayed sample of the signal, compares it to the receive signal, and gives an output that is proportional to the difference in frequency. The slicer circuit clips the top and bottom of the detected signal and produces a digital signal at the output with the proper digital voltage levels for 1 and 0.

When data are to be transmitted, the digital serial bit stream is applied to a frequency shift oscillator that produces the audio-frequency shifted tones representing the 1s and 0s. This signal is filtered by the bandpass filter to remove spurious harmonics (particularly those within the receive passband) and is passed through the line matching transformer to the telephone line.

**Advances in Modern Modems**

Original modem using circuitry like Figure 9-1 occupied a volume of 600 cubic inches (9,832 cubic centimeters) in a package $10 \times 10 \times 6$ inches ($25.4 \times 25.4 \times 1.52$ centimeters). Using the latest integrated circuits, modems are now manufactured occupying less than one-twentieth of that volume. Some modems are built as accessory boards that fit directly into host personal computers. Besides the smaller physical size, these modern modems provide added performance features.

Here are some examples:

1. Provide data rates up to 56,000 bps.
2. Dial telephone numbers automatically for origination and automatically answer incoming calls.
3. Return alphabetic characters to the data terminal equipment to report on the condition of the telephone line and the call in progress.
4. Detect the answer tone from a distant modem automatically and adjust the data rate to match the distant modem's data rate (known as autobaud).

The 10-fold reduction in size and the significant increase in performance and "intelligence" is made possible by using microprocessor techniques and by reducing the electronics of the modem to a single integrated circuit chip.

**One-Chip IC Modem**

The TCM3105E manufactured by Texas Instruments represents a typical one-chip modem that meets Bell 202 and CCITT V.23 requirements. An FSK approach allows asynchronous operation within the standard telephone voiceband. Data can be modulated and transmitted at 75, 150, 600, and 1,200 baud, while signals may be received at 5, 75, 150, 600, and 1,200 baud.
Several standards have been established for interfacing between digital terminal equipment and modems. The most common U.S. standard is called "EIA RS-232C," and the European standard is called "CCITT Recommendation V.24."

TCM3105 can be operated in half-duplex mode up to 1,200 baud (transmit or receive only). In full-duplex mode, however, receive data rates are limited to only 150 baud. Figure 9-12 represents a block diagram for the TCM3105.

**Operation**

The TCM3105 is made up of four major sections: transmitter, receiver, carrier detector, and control circuit.

A transmitter circuit accepts digital signals from sending digital equipment and converts data into corresponding analog signals, which are coupled to a hybrid network as shown in Figure 9-13. The transmit baud rate is set by control inputs TXR1 and TXR2. Internal filtering prevents noise and harmonics from being transmitted.

The receiver circuitry automatically filters any incoming analog signals and adjusts gain to a proper level. The frequency of the analog signal is converted to a proportional voltage. Since only two frequencies are used in modulation—one for a logic 1 (or “mark”) and another for a logic 0 (or “space”)—it is a simple matter to convert each frequency into its appropriate logic level. Digital information is then made available to the receiving equipment. Transmit and receive signals are coupled to the telephone line through an interface circuit similar to the network shown in Figure 9-14.

A carrier detection circuit compares a reference voltage on the CDL pin with the receive signal output. The CDT pin shows the results of the comparison. A logic 1 at CDT indicates that carrier is present. A logic 0 indicates that carrier is absent. CDT is a very important signal in transmit and receive synchronization. Figure 9-13 shows this line connected to a microprocessor.

Timing and control circuitry directs the flow of data into and out of the modem by effecting the TCM3105 baud rate. Timing is synchronized by a 4.436-MHz crystal oscillator connected at the oscillator inputs OSC1 and OSC2.

**STANDARDS FOR DIGITAL EQUIPMENT INTERFACE**

The modem must exchange control signals with whatever terminal or business machine is connected to it. The frightening possibility of large numbers of mismatched control signals and connectors between modems and data terminals has resulted in the establishment of several standards to define the physical and electrical parameters between modems, called data communications equipment (DCE), and terminals, called data terminal equipment (DTE). The most common U.S. standard, administered by the Electronic Industries Association, is called EIA RS-232C. The European standard, administered by the CCITT, is known as CCITT Recommendation V.24.

The basic signals required for sending and receiving data, controlling the modem from a terminal, and passing status information back to the terminal...
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Figure 9-12
TCM3105 Block Diagram (Courtesy Texas Instruments, Inc.)

UNDERSTANDING TELEPHONE ELECTRONICS
Figure 9-13
TCM3105 Typical Configuration
(Courtesy Texas Instruments Inc.)
Figure 9-14
TCM3105 Line Interface Circuit
(Courtesy Texas Instruments, Inc.)
from the modem, along with their standard designations and pin assignments for the standard connector, are shown in Table 9-1.

Synchronous modems require more interface leads than asynchronous modems because the clocking signal for both the send and receive data must be accommodated, and the standards specify interface leads for selecting

<table>
<thead>
<tr>
<th>Pin</th>
<th>CCITT</th>
<th>EIA</th>
<th>Circuit Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>101</td>
<td>AA</td>
<td>Protective Ground (not always used)</td>
</tr>
<tr>
<td>2</td>
<td>103</td>
<td>BA</td>
<td>Transmitted Data</td>
</tr>
<tr>
<td>3</td>
<td>104</td>
<td>BB</td>
<td>Received Data</td>
</tr>
<tr>
<td>4</td>
<td>105</td>
<td>CA</td>
<td>Request to Send</td>
</tr>
<tr>
<td>5</td>
<td>106</td>
<td>CB</td>
<td>Clear to Send</td>
</tr>
<tr>
<td>6</td>
<td>107</td>
<td>CC</td>
<td>Data Set Ready</td>
</tr>
<tr>
<td>7</td>
<td>102</td>
<td>AB</td>
<td>Signal Ground</td>
</tr>
<tr>
<td>8</td>
<td>109</td>
<td>CF</td>
<td>Received Line Signal (Carrier Detector)</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td>Often used for modern power test point-do not connect</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td>Often used for modern power test point-do not connect</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>114</td>
<td>DB</td>
<td>Transmit Signal Element Timing—DCE Source (Synchronous Modems Only)</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>115</td>
<td>DD</td>
<td>Receive Signal Element Timing—DCE Source (Synchronous Modems Only)</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>108</td>
<td>CD</td>
<td>Data Terminal Ready</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>125</td>
<td>CE</td>
<td>Ring/Calling Indicator</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Courtesy of Digital Press. Reprinted from J. E. McNamara, Technical Aspects of Data Communication, 2nd ed. Copyright © 1982 by Digital Equipment Corporation.)
The interface standards specify pin functions, voltage levels for data and control signals, hardware safety requirements, load parameters, frequency response, and crosstalk.

Alternative data rates (in case of excessive error rates) and a signal from the modem indicating a high probability of an error in the received data.

In addition to specifying the standard pin designations and connection, the EIA RS-232C/CCITT V.24 standards specify signal conditions and levels that must occur on the interchange. For example, the voltages specified by the EIA standard are +3 to +25 V for a space (zero) and -3 to -25 V for a mark (one). The circuit implementation must meet certain electrical specifications other than voltage, such as withstanding dead shorts between conductors without damage, and cannot exceed maximum values for load resistance and effective capacitance. To aid in meeting the line interface requirements, special line drivers and line receivers have been designed in integrated circuit form. If a line is to receive data that are being sent under RS-232 standards, a SN75189 line receiver can be placed in the line. If a line is to transmit signals at RS-232 standards, then a SN75188 line driver can be used to drive the line. The interconnection is shown in Figure 9-15a.

The EIA RS-232/CCITT V.24 standards specify an unbalanced or single-ended interface for each control circuit (Figure 9-15a). Such circuits have problems with noise immunity and ability to drive long lengths of cable. Other
Error control is built into a system by using microprocessors to manage the redundant transmission of data. By comparison of the two sets of data, the data are either accepted as perfect, or if an error is found, a request is sent to retransmit.

Errors may be detected by using the cycling redundancy check code. One method involves dividing the data by a mathematical expression at the transmitter site and transmitting the remainder portion of the answer. At the receiving end, the same mathematical manipulation of the data is duplicated and the two remainders compared.

Although the subject of error detection and correction has nothing to do directly with the subject of modems, whenever digital data are transmitted over telephone channels using modems, errors are sure to occur. The computer systems and terminals that produce and consume the data must take measures to detect and, if possible, correct the data errors.

Recent modem developments combined with the use of microprocessors have allowed the data to be buffered, error control applied, and checked by the receiver. If the receiver detects an error, it automatically requests retransmission of the erroneous data.

Error control is applied by adding redundancy; that is, information in addition to the minimum required to send the original data. The redundant information is related to the original input in some systematic way so that it can be regenerated when it is received. On receipt, if the regenerated error control matches that which was sent along with the data, it is assumed the transmission is error free.

The required redundancy is provided in different ways. The redundancy to detect errors in long blocks of data is provided by a class of codes called cyclic redundancy check (CRC) codes. The process of generating a CRC for a message involves dividing the message by a polynomial, producing a quotient and a remainder. The remainder, which usually is two characters (16 bits) in length (see ERR of Figure 9-5), is added to the message and transmitted. The added information is sometimes referred to as a block check character (BCC). The receiver performs the same operation on the received message and compares its calculated remainder with the received remainder. If they are equal, the probability is quite high that the message was received correctly.

STANDARDS

Digital communication is constantly pushing the limits of technology by trying to carry ever-increasing amounts of information over the conventional telephone network. As long as the transmission medium offers enough bandwidth to support the desired data rate, data transfer can be achieved using conventional modem techniques. V.34 is a common standard used to define the operation of 33,600-bps modems. This supports full-duplex communication.
High-Speed Modems

One of the greatest breakthroughs in modern technology came in 1984 with the acceptance of the V.32 standard supporting full-duplex 9600 bps over the general switched telephone network. As V.32 modems became available in 1986, everyday computer users now had access to high-speed communication.

The technique of 9600-bps data communication is more involved than that for slower modems. Because a single 3-kHz telephone voice channel can carry one 2400-baud data signal, a V.32 modem places data into 4-bit words and transmits at 2400 baud. Both modems then must transmit simultaneously and sort out their own transmitted signal from any received signal. Echo cancellers are used in each V.32 modem to provide this isolation.

Echo cancellers take advantage of the fact that telephones are never ideally matched to the transmission line—that is, the impedance of the telephone circuit is never exactly equal to the impedance of the telephone (or modem) hybrid. As a result, a small amount of the transmitted signal is reflected from the destination back to the transmitting end of the communication link. Some transmitted signals are also reflected from the local hybrid and never leave the sending modem. Both of these reflected signals must be subtracted from the total signal. What is left represents the received signal.

V.32 modems also use an advanced coding technique called trellis encoding that allows consecutive received signals to be examined for known patterns. This technique can substantially reduce errors encountered in data transmission and has made V.32 a reliable, high-speed technique.

Further development of echo cancellation and trellis coding techniques allowed the development of V.34 modems, which allow full-duplex data rates up to 33,600 bps. V.90 modems introduced in 1998 provide a maximum data rate of 56,000 bps in the downstream path, while limiting the rate to 33,600 bps in the upstream path. The ITU has since ratified the V.92 standard (July 2000) for 56 kbps downstream and 48 kbps upstream, which requires extremely good echo cancellers and improved receiver circuits. These data rates can only be achieved on top-quality lines; lower rates can normally be expected.
Error Detection and Correction

As modems achieve higher speeds, the probability of data errors increases. This is due to the lower signal levels used in high-speed modems, as well as the effects of noise at the edges of bandwidth. V.42 was approved in 1988 as a standard error correction technique using advanced cyclical redundancy checks and the principle of automatic repeat request (ARQ).

To use ARQ, transmitted data are grouped into blocks and cyclical redundancy calculations add error checking words to the transmitted data stream. Because the modem itself supplies the error checking information, data transfer is much faster. The receiving modem calculates new error check information for the data block and compares it to the received error check information. If the two codes match, received data are valid and another transfer takes place. If the codes do not match, an error has occurred and the receiving modem requests a repeat of the last data block. This repeat cycle will continue until valid data are received.

Data Compression

Even higher data rates can be achieved by using data compression techniques. V.42bis was approved in 1989 as the first official modem data compression standard. V.42bis modems look for repeated or common patterns of transmitted data and insert shorter pieces of data to represent it. A receiving modem will reconstruct the original data from the shorter code segment. Real-time compression and decompression is provided by the modem itself using a variation of the Lempel-Ziv algorithm. This means that effective data rates as high as 34.8 kbps can be supported with V.32 technology.

The effectiveness of data compression depends on the data to be encoded. Highly repetitious data will be compressed well, while nonrepetitious or preencrypted data may be compressed little, if at all. V.42bis data compression is used in V.32 and later modems.

Other Data Compression Techniques

Data compression is widespread in the digital network because it offers economy. Compression reduces the number of characters in a transmission. Not only does this reduce the probability of errors, but the time required to send the data can be significantly reduced. Lower “connect time” will lower the cost of sending data. More than 100 algorithms are in use that can compress data for transmission. Algorithms can generally be divided into character-encoding and statistical-encoding techniques.

Character-encoding techniques examine a data stream one character at a time, then replace common or repeated character strings with shorter ones (Lempel-Ziv is just one example of this approach). The receiver recognizes compressed strings and regenerates the original string. Run length compression is
Protocols are sets of rules for communicating between digital equipment that are implemented by software techniques rather than hardware.

A popular format that is often used to compress computer graphic images for storage on mass media devices is a string of four or more repeating characters counted and replaced with a three-character code.

Statistical encoding calculates the probabilities of occurrence for both individual characters and character patterns. Common patterns can be replaced with short codes while less common patterns will require longer code sequences. The *Huffman* encoding scheme operates just this way. Huffman coding produces very short words that are easy to decipher without being mistaken for a prefix of another word.

The number of bits needed to represent a character using Huffman compression is often expressed as:

\[ B = \text{Integer}\left(-\log_2 P\right) \]

where

\[ B \] is the actual number of bits,
\[ P \] represents the probability of occurrence.

The term “Integer” in the equation indicates that the number must be rounded to its nearest whole number. For example, if the letter “E” has a probability of 0.13 (13%) in normal text, \( B \) would then be \([\text{Integer}(2.94)]\) 3, so 3 bits would be needed to represent E instead of 7 or 8 ASCII bits. A variation of Huffman encoding is used to compress run length data developed for transmission on facsimile machines.

**Protocols**

There are also rules for the interaction of communications equipment that usually are implemented through the programming of the data terminal equipment involved rather than being built into the hardware. These are called *protocols*. Protocols set the rules for grouping bits and characters (framing), error detection and correction (error control), the numbering of messages (sequencing), separating control and data characters (transparency), sorting out receiving and sending equipment (line control), the actions required on start-up (start-up control), and the actions required on shutdown (time-out control). Protocols may be character oriented like IBM’s Binary Synchronous Data Transmission (BiSync); they may be byte oriented like Digital Equipment Corporation’s Digital Data Communication Message Protocol (DDCMP), or they may be bit oriented like IBM’s Synchronous Data Link Control (SDLC).

An example of each of the three protocols is shown in Figure 9-16. The character-oriented BiSync protocol uses different characters in the character set to indicate the beginning of the heading, the beginning of the message text, and the end of the text. The character indicating the beginning of the message header, called the SOH, causes the accumulation of the redundancy check
character (BCC) to be reset. The byte-oriented DDCMP protocol begins with a header that gives the type of message, the number of text characters in the message, a message number, destination address, and a CRC. The message text follows and the frame is ended by another CRC. The frame of the bit-oriented SDLC protocol begins and ends with the unique bit sequence 01111110. The bits shown in the frame check sequence (FCS) are the CRC of the frame. The most important property is that the message is always transparent; that is, it may contain any sequence of bits without being mistaken for a control character.
FACSIMILE

Perhaps the most popular example of a digital communication system is the facsimile (or fax) machine. Few electronic instruments—except maybe the telephone itself—have enjoyed such tremendous acceptance and growth. Simply stated, fax machines digitize printed images and transmit corresponding data over the general telephone network. They also receive digital image information placed on the network and reconstruct the received image on paper. Although modems make up only one part of a fax machine, it still serves as a critical interface between digital equipment and the telephone network. This section of the book will examine the facsimile process.

Figure 9-17 shows a simplified block diagram of a typical, full-function fax machine. In spite of their small size and sleek appearance, fax machines incorporate a surprising amount of electronic and mechanical components into their operation.

Central Microprocessor

A central microprocessor is at the heart of all fax machines. It is responsible for managing all fax operations and coordinating the flow of data into and out of the system. Like any microprocessor, a certain amount of memory is needed. Permanent memory (ROM—read-only memory) stores a program used to run the fax machine. ROM can also store tables of reference data, characters used in the display, or other such information. Temporary memory (RAM—random-access
Transmitted or received image data are stored in a special memory buffer to be processed by the modem or printing mechanism.

Figure 9-18
Microprocessor Block Diagram

Memory (ROM, RAM) holds results of calculations, variables, system status flags, or any information that will change regularly during normal operation. Figure 9-18 is a block diagram of a conventional microprocessor/memory configuration. The exact amount of memory will depend on the particular fax machine.

A central microprocessor is used to manage the overall operation of the fax machine.

**Fax Modem**

A microprocessor interface circuit accepts commands from the microprocessor and directs the modem circuit. When transmitting, the modem will accept scanned image data from an image memory buffer, translate data into analog signals, and deliver the information to the telephone network. When receiving, analog tones on the telephone line will be converted to digital information by the modem IC and stored in the image memory buffer for further processing and printing. Figure 9-19 is a block diagram of a typical fax modem circuit. The modem can also detect incoming calls, as well as provide dial signals.

**Control Panel**

Control panel circuitry serves two primary functions in the fax machine. First, it allows the user to input operating parameters such as date, time, print resolution, baud rate, and desired destination telephone number from the front panel. Second, system status and operating parameters are often displayed on the front panel in the form of a liquid crystal display. An autonomous...
microprocessor is often used to provide exclusive supervision of the control panel. This remote microprocessor will transfer commands and data to the central microprocessor, as well as receive system status and display information. A simplified control panel is shown in the diagram of Figure 9-20.

**Receiving**

Data enter the fax machine through the modem where it is translated into digital information and interpreted by the central microprocessor. Image data are stored in the image buffer memory. The printing circuit is activated by the central microprocessor. Image data are loaded into the print buffer and processed into signals for the fax machine print mechanism.

The original printing technique was thermal line printing. That is, the image was printed one line at a time onto thermal paper as indicated by the diagram of Figure 9-21. Thermal printing has enjoyed tremendous popularity due to its characteristics of low noise, low-power consumption, and high reliability (few moving parts). Thermal paper, however, is flimsy, expensive, and fades with time. The predominate printing technique is now electrostatic printing—the same technique used in laser printers. The electrostatic process allows standard, single-sheet paper to be used. Such devices are called “plain-paper fax machines.”

**Transmitting**

During transmission, the central microprocessor activates the document feeder and line scanning circuits. The document is fed through the fax and
scanned one line at a time using CCD (charge-coupled device) contact image sensors as shown in Figure 9-22. The line sensor delivers a line of pixel data to the scan controller where it is processed and stored as image data in the image buffer memory. The central microprocessor interprets the image data and delivers it to the modem. The modem, in turn, places the data on the telephone network. Both document feed and paper feed are accomplished using stepping motors under the direction of discrete control and driving circuitry.

**COMPUTER FAX DEVICES**

The ever-increasing use of personal computers has created a need for facsimile functions in the computer itself. A new generation of fax devices has been developed to transmit and receive text and graphics files between computers and fax machines (or other computers). This “computer fax” eliminates the need for line scanning and thermal printing, so mechanical components are essentially eliminated. What is required, however, is a computer program that will translate text and graphics into data that are acceptable for fax transmissions, and convert any received data into text/graphics that can be viewed on a computer monitor. Software and single-board
MODEMS AND FAX MACHINES—OTHER TELEPHONE SERVICES

modems and fax machines have been developed that can be plugged into expansion slots of computers.

**The SSI 73D2291/2292**

The heart of all computer-fax applications is a fax modem that converts digital file information into analog telephone signals, and vice versa. Silicon Systems Incorporated produce the SSI 73D2291/2292 fax modem designed expressly for use in personal computer, portable computer, and laptop fax systems. A block diagram of the SSI 73D2291/2292 is shown in Figure 9-23.

Communication is established to the host computer over a built-in RS-232 port. The SSI 73D2291/2292 will automatically set its own baud rate (autobaud) depending on the computer speed and the baud rate of the destination fax. It accepts high-level commands from the computer to control dialing, answering, speaker volume, and communication parameters such as synchronous/asynchronous data transfer, start and stop bit configuration, and pulse or DTMF dialing selection. A complete circuit to implement a computer-based fax is shown in Figure 9-24. All that is required is a UART for serial-to-parallel translation, a telephone line, and a software program to perform fax compression/decompression and manipulate the screen display or printout. Nonvolatile memory can be added to supply custom information or ID codes to the fax.
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The SSI 73D2291/2292 frames its data using the high-level data link control (HDLC) protocol. It also supports error checking and correction by adding a frame check sum to the data stream. Fax operating sequences are similar to (but are more complicated than) those required for conventional modems since fax operation needs format conversion and file compression steps in addition to normal data transfer.

**WHAT HAVE WE LEARNED?**

1. Modems change digital signals into signals that can be handled over standard telephone lines.
2. Digital data are formatted in particular serial sequences in order to transmit them asynchronously or synchronously.
3. When transmitting digital data over telephone lines, there is an originating modem on one end and an answering modem on the other.
4. Modems have the capability for full-duplex, half-duplex, or simplex communication.
5. A modem modulates a carrier to transmit digital data.
6. A modem demodulates a carrier to convert transmitted data to the original digital data.
7. EIA standards for the United States and CCITT standards for Europe set the signal levels and pin connections for interfacing modems to data terminal equipment.
8. Protocols are rules for digital communications that govern how data terminal equipment is programmed to accomplish the communications.
Quiz for Chapter 9

1. What kind of modulation is used in modems?
   a. phase modulation
   b. frequency modulation
   c. amplitude modulation
   d. pulse modulation
   e. All except d

2. Asynchronous data transmission requires a clock:
   a. at the transmitter end.
   b. at the receiver end.
   c. at both ends.
   d. at neither end.
   e. all of the above.

3. An added performance feature of modern modems is:
   a. provision of data rates up to 56,000 bps.
   b. asynchronous transmission.
   c. plesiochronous transmission.
   d. none of the above.

4. The most common U.S. standard established for interfacing between digital terminal equipment and modems is:
   a. Field data.
   b. Baudot.
   c. EIA RS-232C.
   d. ASCII.
   e. CCITT No. 5.

5. Modems of modern design using low-cost electronics to perform more advanced modulation techniques now:
   a. offer compatibility with 1,200-bps data.
   b. offer compatibility with 300-bps 103-type signals.
   c. carry 1,200-bps data in full-duplex mode.
   d. TDMA
   e. all of the above.

6. The difference between asynchronous and synchronous transmission is:
   a. the way the synchronization is provided.
   b. the way the beginning of a block of data is detected.
   c. the way the beginning of a character is determined.
   d. all of the above.
   e. none of the above.

7. The parameter that most affects transmission of high-speed modem data is:
   a. phase distortion.
   b. amplitude distortion.
   c. frequency shift.
   d. impulse noise.

8. Error control of data transmission is done by:
   a. retransmission.
   b. adding redundancy.
   c. parity.
   d. cyclic redundancy checks.
   e. all of the above.

9. Protocols may be:
   a. bit oriented.
   b. byte oriented.
   c. character oriented.
   d. any of the above.
   e. none of the above.
ABOUT THIS CHAPTER

Fiber optics is the latest in communications and instrumentation technology, at least as far as the “wiring” is concerned. Briefly stated, fiber optics is the passing of light through a plastic or glass fiber so that it can be directed to a specific location. If the light is encoded (modulated) with an information signal, then that signal is transmitted over the optical path. In this chapter we will take a look at fiber optic technology.

FIBER OPTIC TECHNOLOGY

There are many advantages to the optical fiber communications or data link, including:

- Very high bandwidth (accommodates video signals, multiple voice channels, or high data rate computer communications)
- Very low weight and small size
- Low loss compared with other media
- No electromagnetic interference (EMI)
- High degree of electrical isolation
- Explosion proof
- Good data security
- Improved “fail-safe” capability.

The utility of the high-bandwidth capability of the fiber optical data link is that it can handle a tremendous amount of electronically transmitted information simultaneously. For example, it can handle more than one video signal (which typically requires 500 kHz to 6 MHz of bandwidth, depending on resolution). Alternatively, it can handle a tremendous number of voice communication telephone channels. A high-speed computer data communications capability is also possible. Either a few channels can be operated at extremely high speeds, or a larger number of low-speed parallel data channels are available. Fiber optics is so significant that one can expect to see it proliferate in the communications industry for years to come.

The light weight and small size, coupled with relatively low loss, gives the fiber optic communications link a great economic advantage when large...
numbers of channels are contemplated. To obtain the same number of channels using coaxial cables or “paired wires” the system would require a considerably larger, and heavier, infrastructure.

**ELECTROMAGNETIC INTERFERENCE AND SYSTEM SAFETY**

Electromagnetic interference (EMI) has been an annoying factor in electronics since Marconi and DeForest interfered with each other in radio trials for the Newport Yacht Races prior to the turn of the twentieth century. Today, EMI can be more than merely annoying; it can cause tragic accidents. For example, airliners are operated more and more from digital computers. Indeed, one airline copilot recently quipped (about modern aircraft) that one doesn’t need to know how to fly anymore, but one does need to be able to type on a computer keyboard at 80 words per minute. This points out just how dependent aircraft have become on modern digital computers and intercommunication between digital devices. If a radio transmitter, radar, or electrical motor is near one of the intercommunications lines, it would be possible to either introduce false data or corrupt existing data unless the proper precautions were taken in the design. Because the EMI is caused by electrical or magnetic fields coupling between electrical cables, optical fibers, being free of such fields, produce dramatic freedom from EMI.

Electrical isolation is required in many instrumentation systems either for user safety or to avoid electronic circuit damage. In some industrial processes, high electrical voltages are used, but the electronic instruments used to monitor the process are both low voltage and ground referenced. As a result, the high voltage can damage the monitor instruments. In fiber optical systems, it is possible to use an electrically floating sensor, and then transmit the data over a fiber link to an electrically grounded, low-voltage computer, instrument, or control system.

Optical fibers can transmit light beams generated in noncontacting electronic circuits, making fiber optic systems ideal for use around flammable gases or fumes, nuclear power generators, and other hazardous environments. Regular mechanical switches or relays arc on contact or release, and those sparks may ignite flammable gases or fumes. Occasional operating room explosions in hospitals occurred prior to 1980, and electrical arcs in switches have caused gasoline station explosions.

System security is enhanced because optical fibers are difficult to tap. An actual physical connection must be made to the system, resulting in a detectable power loss. In wire systems, capacitive or inductive pickups can acquire signals with less than total physical connection. Similarly, a system is more secure in another sense of the word because the fiber optic transmitters and receivers can be designed “fail safe” so that one fault does not take down the system.
FIBER OPTIC TECHNOLOGY

FIBER OPTIC PRINCIPLES

Fiber optic principles were first noted in the early 1870s when John Tyndall introduced members of Britain's Royal Society to his experimental apparatus (Figure 10-1). An early, but not very practical, color television system patented by J. L. Baird used glass rods to carry the color information. By 1966 C. Hockham and C. Kao demonstrated a system in which light beams carried data communications via glass fibers. The significant fact that made the Hockham/Kao system work was the reduction of loss in the glass dielectric material to a reasonable level. By 1970, practical fiber optic communications were theoretically possible.

Before examining fiber optic technology, it might be useful to review some of the basics of optical systems as applied to fiber optics.

Review of the Basics

The index of refraction, or refractive index, is the ratio of the speed of light in a vacuum to the speed of light in the medium of interest (glass, plastic, water); for practical purposes, the speed of light in air is close enough to its speed in a vacuum to be considered the same. Mathematically, the index of refraction, \( n \), is:

\[
\text{n} = \frac{c}{v_m}
\]

(10-1)

where

- \( c \) is the speed of light in a vacuum \((3 \times 10^8 \text{ m/s})\),
- \( v_m \) is the speed of light in the medium.

Figure 10-1
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Refraction is the change in direction of a light ray as it passes across the boundary surface, or "interface," between two media of differing indices of refraction. In Figure 10-2, two materials, N1 and N2, have indices of refraction $n_1$ and $n_2$, respectively. The greater the difference in optical density, the greater the refraction, thus the greater the index of refraction. In this illustration, N1 is optically less dense than N2. Consider incident light ray A, approaching the interface through the less dense medium (N1 $\rightarrow$ N2). As it crosses the interface, it changes direction toward a line normal (at a right angle) to the surface. Ray B approaches the interface through the denser medium (N2 $\rightarrow$ N1). In this case, the light ray is similarly refracted from its original path, but the direction of refraction is away from the normal line.
In refractive systems the angle of refraction is a function of the ratio of the two indices of refraction, that is, it obeys Snell's law:

\[ n_1 \sin \theta_i = n_2 \sin \theta_r \]  
(10-2)

or

\[ \frac{n_1}{n_2} = \frac{\sin \theta_r}{\sin \theta_i} \]  
(10-3)

where

\[ \theta_i \] is the angle of incidence,

\[ \theta_r \] is the angle of refraction.

Of particular concern in fiber optics is the situation of a light ray passing from one medium to a less dense medium. This can be illustrated with either a water-to-air system, or a system in which two different glasses, having different indices of refraction, are interfaced. This situation is shown in Figure 10-2 with Ray B.

Figure 10-3 shows a similar system with three different light rays approaching the same point on the interface from three different angles (\( \theta_{ia} \), \( \theta_{ib} \), and \( \theta_{ic} \), respectively). Ray A approaches at a subcritical angle \( \theta_{ia} \), so it will split into two portions (A' and A''). The reflected portion, A', contains a relatively small amount of the original light energy, and may indeed be nearly indiscernible. The major portion, A'', of the light energy is transmitted across the boundary, and refracts at an angle \( \theta_{ia}' \) in the usual manner.

Light Ray B, on the other hand, approaches the interface at a critical angle \( \theta_{ib} \), and is refracted along a line that is orthogonal to the normal line; that is, it travels along the interface boundary surface. This angle is labeled \( \theta_i \) in optics textbooks.

Finally, Ray C approaches the interface at an angle greater than the critical angle, known as the supercritical angle. None of this ray is transmitted, but rather it is turned back into the original medium. This phenomenon is called total internal reflection (TIR).\(^1\) It is this phenomenon that allows fiber optics to work.

**Fiber Optics**

An optical fiber is similar to a microwave waveguide, and an understanding of waveguide action is useful in understanding fiber optics. A schematic model of an optical fiber is shown in Figure 10-4. A slab of material (N1) is sandwiched between two slabs of a less dense material (N2). Light rays that approach from a supercritical angle are totally internally reflected from the two interfaces (N2 \( \rightarrow \) N1 and N1 \( \rightarrow \) N2). Although only one “bounce” is shown in

---

\(^1\) TIR is called total internal reflection, but it is actually a refraction phenomenon.
Figure 10-3
Critical Angle of Reflection

Figure 10-4
Optical Fiber Model
the illustration, the ray will be subjected to successive TIR reflections as it propagates through the N1 material. The proportion of light energy that is reflected through the TIR mechanism is on the order of 99.9%, which compares quite favorably with the 85 to 96% typically found with plane mirrors.

Fiber optic lines are not rectangular, but cylindrical, as shown in Figure 10-5. The illustrated components are called clad optical fibers because the inner core is surrounded by a less dense layer called cladding. Shown in Figure 10-5 are two rays, each of which is propagated into the system at supercritical angles. These rays will propagate through the cylindrical optical fiber with very little loss of energy.

There are actually two forms of propagation. The minority form, called meridional rays, is easier to understand and mathematically modeled in textbooks because all rays lie in a plane with the optical axis (Figure 10-6a). The more numerous skew rays follow a helical path, so are somewhat more difficult to discuss (Figure 10-6b).

The cone of acceptance of the optical fiber is a conical region centered on the optical axis (Figure 10-7). The acceptance angle $\theta_a$ is the critical angle for the transition from air ($n = n_a$) to the core material ($n = n_1$). The ability to collect light is directly related to the size of the acceptance cone, and is expressed in terms of the numerical aperture (NA), which is:

$$NA = \sin \theta_a$$

(10-4)
The refraction angle of the rays internally, across the air-$n_1$ interface, is given by Snell's law:

$$\theta_{b_1} = \arcsin\left(\frac{n_a \sin \theta_a}{n_1}\right)$$  \hspace{1cm} (10-5)
It can be shown that:
\[ \theta_{a1} = \theta_{a2} \quad (10-6) \]
\[ \theta_{b1} = \theta_{b2} \quad (10-7) \]
\[ \theta_{a1} = \frac{\theta_a}{n_1} \quad (10-8) \]

In terms of the indices of refraction of the ambient environment outside the fiber, the core of the fiber, and the cladding material, the numerical aperture is given by:

\[ NA = \sin \theta_a = \frac{1}{n_a} \sqrt{(n_1)^2 - (n_2)^2} \quad (10-9) \]

If the ambient material is air, then the numerical aperture equation reduces to:

\[ NA = \sqrt{(n_1)^2 - (n_2)^2} \quad (10-10) \]

Internally, the angles of reflection \( \theta_{a1} \) and \( \theta_{a2} \), at the critical angle, are determined by the relationship between the indices of refraction, \( n_1 \) and \( n_2 \), of the two materials:

\[ \theta_{a1} = \frac{\arcsin \sqrt{(n_1)^2 - (n_2)^2}}{n_1} \quad (10-11) \]

Typical optical fiber materials have numerical apertures of 0.1 to 0.5; typical multimode fibers have diameters \( D \) of 125 to 200 \( \mu \)m (core diameters of 50 to 100 \( \mu \)m). The notation used for fiber size is core/cladding diameter, for example, 50/125. The ability of the device to collect light is proportional to the square of the numerical aperture multiplied by the diameter:

\[ \zeta \propto (NA \times D)^2 \quad (10-12) \]

where

- \( \zeta \) is the relative light collection ability,
- \( NA \) is the numerical aperture,
- \( D \) is the fiber diameter.

**Intermodal Dispersion**

When a light ray is launched in an optical fiber it can take any of a number of different paths, depending in part on its launch angle (Figure 10-8). These
paths are known as transmission modes, and vary from very low order modes parallel to the optical axis of the fiber (Ray A), to the highest order mode close to the critical angle (Ray C); in addition, there are many paths between these two limits. An important feature of the different modes is that the respective path lengths vary tremendously, being shortest with the low-order modes and longest with high-order modes. If an optical fiber has only a single core and single layer of cladding, it is called a step index fiber because the index of refraction changes abruptly from the core to the cladding. The number of modes, $N$, that can be supported is given by:

$$N = \frac{1}{2} \left( \frac{\pi D (NA)}{\lambda} \right)^2$$  \hspace{1cm} (10-13)

Any fiber with a core diameter $D$ greater than about 10 wavelengths ($10\lambda$) will support a very large number of modes, and is typically called a multimode fiber. A typical light beam launched into such a step index fiber will simultaneously find a large number of modes available to it. This may or may not affect analog signals, but it has a deleterious effect on digital signals called intermodal dispersion.

Figure 10-9 illustrates the effect of intermodal dispersion on a digital signal. When a short-duration light pulse (Figure 10-9a) is applied to an optical fiber that exhibits a high degree of intermodal dispersion, the received signal (Figure 10-9b) is dispersed, or "smeared," over a wider area. At slow data rates this effect may prove negligible because the dispersed signal can die out before the next pulse arrives. But at high speeds, the pulses may overrun each other (Figure 10-10), producing an ambiguous signal that exhibits a high data error rate.

Intermodal dispersion is usually measured relative to the widths of the pulses at the -3-dB (half-power) points. In Figure 10-9, the time between -3-dB points on the incident pulse transmitted into the optical fiber is $T$, while in
Figure 10-9
Pulse Spreading Due to Dispersion

- In part a, the pulse has a peak at 0 dB and a width at -3 dB.
- In part b, the pulse has a peak at 0 dB and a width at -3 dB, with a time delay $T_o$. 
the received pulse the time between −3-dB points is $T_d$. The dispersion is expressed as the difference, or:

$$Dispersion = T - T_d$$  \hspace{1cm} (10-14)
A means for measuring the dispersion for any given fiber optic element is to measure the dispersion of a Gaussian (normal distribution) pulse at those -3-dB points. The cable is then rated in nanoseconds of dispersion per kilometer of fiber (ns/km).

The bandwidth (BW) of the fiber, an expression of data rate in megahertz per kilometer (MHz/km), can be specified from knowledge of the dispersion, using the expression:

\[ BW(MHz/km) = \frac{310}{Disp(ns/km)} \]  

(10-15)

The “310” in the above equation rolls up several constants into one.

**Graded Index Fibers**

A solution to the dispersion problem is to build an optical fiber with a continuously varying index of refraction that decreases with increasing distance from the optical axis. Although such smoothly varying fibers are not easy to build, it is possible to produce an optical fiber with layers of differing indices of refraction (Figure 10-11). Such a fiber is known as a **graded index fiber**.

The overall index of refraction determines the numerical aperture and is taken as the average of the different layers.

![Figure 10-11](image-url)

**Graded Index Fiber**
With graded index fibers, the velocity of propagation of the light ray in the material is faster in the layers away from the optical axis than in the lower layers. As a result, a higher order mode wave will travel faster than a wave in a lower order.

The number of modes available in the graded index fiber is:

\[ N = \frac{1}{4} \left( \frac{\pi D[NA]^2}{\lambda} \right) \]  

(10-16)

Some fibers operate in a critical mode, designated HE_{11} (to mimic microwave terminology), in which the core of the fiber is very thin compared with multimode fibers. As the diameter of the core decreases, so does the number of available modes, and eventually the fiber becomes single mode (sometimes, especially in the United Kingdom, called monomode). If the core is as small as 5 to 8 μm, then only the HE_{11} mode becomes available. The critical diameter required for single-mode operation is:

\[ D_{crit} = \frac{2.4\lambda}{\pi[NA]} \]  

(10-17)

Because a single-mode fiber reduces the number of available modes, it also reduces intermodal dispersion. Thus, the monomode fiber is capable of extremely high data rates or analog bandwidths.

**OPTICAL CHARACTERISTICS OF FIBER SYSTEMS**

Loss in optical fiber is described in terms of decibels (dB). Glass fiber has very low loss, typically 0.2 dB/km at a wavelength of 1550 nm, rising to 0.3 dB/km at 1300 nm and 1 dB/km at 850 nm.

Laser diodes are used for long-distance transmission systems using single-mode glass fiber. Lasers produce an output power typically in the range 0 to +10 dBm into a single-mode fiber, at wavelengths of 1300 or 1550 nm.

Light-emitting diodes (LEDs) are used in short-range systems using multimode glass or plastic fiber. They produce lower power levels, typically –20 to –10 dBm into a multimode glass fiber and up to 0 dBm into multimode plastic fiber. The most common LED wavelength is around 850 nm, although 1300-nm devices are also used.

Photodiodes are available as avalanche or PIN types. These have sensitivities in the range of –35 to –10 dBm.

A system using a laser source of 0 dBm at 1300 nm, operating over 40 km of single-mode glass fiber, will receive an optical power of about –12 dBm. This means that a power margin of about 20 dB is available, which allows for device aging (the power level falls over time) and for splice losses, typically 0.1 dB per splice.
CALCULATING LOSSES IN FIBER OPTIC SYSTEMS

Understanding and controlling losses in fiber optic systems is integral to making the system work properly. Before examining the sources of such losses, we will briefly examine the vocabulary used to describe losses in the system, as well as the gains of the electronics systems used to process the signals applied to, or derived from, the fiber optic system. This vocabulary uses the decibel (introduced earlier) in the system of measurement.

To analyze systems using simple addition and subtraction, rather than multiplication and division, a little math trick is used on the ratio. We take the base-10 logarithm of the ratio, and then multiply it by a scaling factor (either 10 or 20). For voltage systems, such as our voltage amplifier, the expression becomes:

\[
\text{dB} = 20 \log \left( \frac{V_o}{V_{in}} \right)
\]

(10-18)

The fact that the quantity represented is a gain is indicated by the plus sign. If the quantity represented a loss \((V_o < V_{in})\), then the sign of the result would be negative. Working the problem above for the ratio 0.5/6 results in a loss of -21.6 dB. The numerical result for a loss using the same voltages is the same as for a gain, but the sign is reversed.

Despite the fact that the ratio has been converted to a logarithm, the decibel is nonetheless nothing more than a means for expressing a ratio. Thus, a voltage gain of 12 can also be expressed as a gain of 21.6 dB. A similar expression can be used for current amplifiers, where the gain ratio is \(I_o/I_{in}\):

\[
\text{dB} = 20 \log \left( \frac{I_o}{I_{in}} \right)
\]

(10-19)

For power measurements, which are what is important in light and fiber optic systems, a modified expression is needed in order to account for the fact that power is proportional to the square of the voltage or current:

\[
\text{dB} = 10 \log \left( \frac{P_o}{P_{in}} \right)
\]

(10-20)

We now have three basic equations for calculating decibels, one each for current ratios, voltage ratios, and power ratios. The usefulness of decibel notation is that it can make nonlinear power and gain equations into linear additions and subtractions.

It is important to note that the current through a photodiode is proportional to the optical power. This means that a 10-dB reduction in optical power into the photodiode produces a 20-dB reduction in its electrical power output.
CONVERTING BETWEEN DECIBEL NOTATION AND GAIN NOTATION

Sometimes gain is expressed in decibels, and it is necessary to calculate the gain in terms of the output/input ratio. For example, suppose we have a +20-dB amplifier with a 1-millivolt input signal. To find the expected output voltage, rearrange the expression \( \text{dB} = 20 \log \frac{V_o}{V_{in}} \) to solve for output voltage \( V_o \), giving the new expression:

\[
V_o = V_{in} 10^{\left(\frac{\text{dB}}{20}\right)}
\]  

For the reader's convenience, Table 10-1 shows common voltage and power gains and losses expressed as ratios and in decibels. Note that the voltage and current gains in decibels are exactly twice that of the power gains. This is due to the fact that we are dealing with logarithms, and the voltage and current are related to the power by the square (for example, \( P = \frac{E^2}{R} \)). The way you square something in logarithmic notation is to double it.

<table>
<thead>
<tr>
<th>Ratio (Out/in)</th>
<th>Voltage/Current Gain (dB)</th>
<th>Ratio Gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1000</td>
<td>-60</td>
<td>-30</td>
</tr>
<tr>
<td>1/100</td>
<td>-40</td>
<td>-20</td>
</tr>
<tr>
<td>1/10</td>
<td>-20</td>
<td>-10</td>
</tr>
<tr>
<td>1/2</td>
<td>-6.02(^1)</td>
<td>-3.01(^2)</td>
</tr>
<tr>
<td>1/1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2/1</td>
<td>+6.02(^1)</td>
<td>+3.01(^2)</td>
</tr>
<tr>
<td>5/1</td>
<td>+14</td>
<td>+7</td>
</tr>
<tr>
<td>10/1</td>
<td>+20</td>
<td>+10</td>
</tr>
<tr>
<td>100/1</td>
<td>+40</td>
<td>+20</td>
</tr>
<tr>
<td>1,000/1</td>
<td>+60</td>
<td>+30</td>
</tr>
<tr>
<td>10,000/1</td>
<td>+80</td>
<td>+40</td>
</tr>
<tr>
<td>100,000/1</td>
<td>+100</td>
<td>+50</td>
</tr>
<tr>
<td>1,000,000/1</td>
<td>+120</td>
<td>+60</td>
</tr>
</tbody>
</table>

\(^1\)Usually rounded to 6 dB.  
\(^2\)Usually rounded to 3 dB.

Special Decibel Scales

Various groups have defined special decibel-based scales that meet their own needs. A special scale is made by defining a certain signal level as 0 dB, and
referencing all other signal levels to the defined 0 dB point. Several such scales commonly used in electronics are:

- **dBm** Used in RF measurements, this scale defines 0 dBm as 1 milliwatt of power dissipated in a 50-ohm resistive load.
- **dBm** Used in the telephone company. This measurement uses 1 milliwatt dissipated in 600-ohms as the standard for 0 dBm.

**Volume Units (VU)** The VU scale is used in audio work, and defines 0 VU as 1 mW of 1000-Hz audio signal dissipated in a 600-ohm resistive load.

- **dBmV** Used in television antenna coaxial cable systems with a 75-ohm impedance, the dBmV scale uses 1 mV across a 75-ohm resistive load as the 0-dBmV reference point.
- **dBkm** This scale can be used for fiber optics, and refers to the gain or loss relative to the attenuation in a standard optical fiber one kilometer long. Alternatively, either dBmi (dB loss relative to attenuation over 1 mile) or dB1 (a normalized unit length) can be used.

The light power $P_o$ at the output end of an optical fiber is reduced from the input light power $P_{in}$ because of internal losses. As in many natural systems, light loss in the fiber material tends to be exponentially decaying (Figure 10-12a), and obeys an equation of the form:

$$P_o = P_{in}e^{-\Lambda/L}$$

where

- $\Lambda$ is the length of the optical fiber being considered,
- $L$ is the length for which $e^{-\Lambda/L} = e^{-1}$.

From Eq. (10-22), and by comparing Figures 10-12a and 10-12b, the reader can see why decibels are preferred. The decibel notation eliminates the exponential notation, allowing losses in any given system to be calculated by simply adding or subtracting decibels.

There are several mechanisms for loss in fiber optics systems. Some of these are inherent in any optical system, while others are a function of the design of the specific system being considered.

### Defect Losses

Figure 10-13 shows several possible sources of loss due to defects in the fiber itself. In unclad fibers, surface defects (nicks or scratches) that breach the integrity of the surface will allow light to escape. Also in unclad fibers, grease, oil, or other contaminants on the surface of the fiber may form an area with an index of refraction different from what is expected, causing the light direction to change. If the contaminant has an index of refraction similar to that of glass,
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then it may act as if it were glass and cause loss of light to the outside world. Finally, there is always the possibility of *inclusions*: objects, specks, or voids in the material making up the optical fiber. Inclusions can affect both clad and unclad fibers. When light hits an inclusion, it tends to scatter in all directions, causing a loss. Some of the light rays scattered from the inclusion may recombine either destructively or constructively with the main ray, but most do not.

### Inverse Square Law Losses

In all optical systems, the possibility of losses exists due to spreading of the beam. Light power per unit area is inversely proportional to the square of the distance \(1/D^2\) from the source. If you shine a flashlight at a wall from a distance of 1 meter, and measure the power per unit area at the wall, and then move the light back to twice the distance and measure again, you will find that the power has dropped to one-fourth of its original level.

### Transmission Losses

Transmission losses are due to light that is caught in the cladding material of clad optical fibers. This light is either lost to the outside, or is trapped in the cladding layer and is thus not available to be propagated in the core.

### Absorption Losses

This form of loss is due to the nature of the core material and is inversely proportional to the transparency of the material. In some materials, absorption
losses may not be uniform across the entire light spectrum, but may instead be wavelength sensitive.

**Coupling Losses**

Another form of loss is due to coupling systems. All couplings have an associated loss. Several different losses of this sort are identified.

**Mismatched Fiber Diameters** This form of loss is due to coupling a large-diameter fiber ($D_L$) to a small-diameter fiber ($D_S$) so that the larger fiber transmits to the smaller one. In decibel form, this loss is expressed by:

$$dB = -10\log\left(\frac{D_S}{D_L}\right)$$  \hspace{1cm} (10-23)

**Numerical Aperture Coupling Losses** Another form of coupling loss occurs when the numerical apertures of the two fibers are mismatched. If $NA_r$ is the numerical aperture of the receiving fiber, and $NA_t$ is the numerical aperture of the transmitting fiber, then the loss is expressed as:

$$dB = -10\log\left(\frac{NA_r}{NA_t}\right)$$  \hspace{1cm} (10-24)

**Fresnel Reflection Losses** These losses occur at the interface of an optical fiber with air (Figure 10-14a), and are due to the large change in index of refraction between glass and air. Actually, two losses must be considered: the loss caused by internal reflection from the inner surface of the interface, and that caused by reflection from the opposite surface across the air gap in the coupling. Typically the internal reflection loss is on the order of 4%, while the external reflection loss is about 8%.

Any form of reflection in a transmission system may be modeled similarly to the modeling of reflections in a radio transmission line. Studying standing waves and related subjects in books on RF systems can yield some understanding of these problems. The amount of reflection in coupled optical systems uses similar arithmetic:

$$\Gamma = \left(\frac{n_1 - n_2}{n_1 + n_2}\right)^2$$  \hspace{1cm} (10-25)

where

$\Gamma$ is the coefficient of reflection,

$n_1$ is the index of refraction for the receiving material,

$n_2$ is the index of refraction for the transmitting material.
The mismatching of refractive indices is analogous to the mismatch of impedances problem seen in transmission line systems, and the cure is also analogous. Where a transmission line uses an impedance matching coupling device, an optical fiber will use a coupler that matches the "optical impedances," the indices of refraction. Figure 10-14b shows a coupling between the ends of two fibers (lenses may or may not be used, depending on the system) made with a liquid or gel having an index of refraction similar to that of the fibers. The reflection losses are thereby reduced or even eliminated.

**FIBER OPTIC COMMUNICATIONS SYSTEMS**

A communications system requires an information signal source (such as voice, music, digital data, or an analog voltage representing a physical parameter), a transmitter, a propagation medium (in this case optical fibers), a receiver, and an output. In addition, the transmitter may include any of several different forms of encoder or modulator, and the receiver may contain a decoder or demodulator.

Figure 10-15 shows two main forms of communications link. The simplex system is shown in Figure 10-15a. In this system, a single transmitter sends
information over the path in only one direction to a receiver set at the other end. The receiver cannot reply or otherwise send data back the other way. The simplex system requires only a single transmitter and a single receiver per channel.

A *duplex* system (Figure 10-15b) is able to simultaneously send data in both directions, allowing both send and receive capability at each end. The
duplex system requires a receiver, a transmitter, and a two-way beam splitting Y-coupler at each end.

RECEIVER AMPLIFIER AND TRANSMITTER DRIVER CIRCUITS

Before an optical fiber system can be used for communications, a means must be provided to convert electrical (analog or digital) signals into light beams. Also necessary is a means for converting the light beams back into electrical signals. These jobs are done by driver and receiver preamplifier circuits, respectively.

Figure 10-16 shows two possible driver circuits. Both circuits use light-emitting diodes (LEDs) as the light source. The circuit in Figure 10-16a is useful for digital data communications. These signals are characterized by on/off (HIGH/LOW or 1/0) states in which the LED is either ON or OFF, indicating which of the two possible binary digits is required at the moment.

The driver circuit consists of an open-collector digital inverter device in a light-tight container. These devices obey a very simple rule: if the input A is HIGH, then the output B is LOW, and vice versa. Thus, when the input data signal is HIGH, the cathode of the LED is grounded, and the LED turns on and sends a light beam along the optical fiber. When the input data line is LOW, the LED is ungrounded (and therefore turned off), so no light enters the fiber. The resistor R1 is used to limit the current flowing in the LED to a safe value. Its resistance is found from Ohm's law and the maximum allowable LED current:

\[ R_1 = \frac{(V^+ - 0.7)}{I_{\text{max}}} \quad (10-26) \]

An analog driver circuit suitable for voice and instrumentation signals is shown in Figure 10-16b. This circuit is based on the operational amplifier. There are two aspects to this circuit: the signal path and the dc offset bias. The offset bias is needed to place the output voltage at a point where the LED is lighted at about one-half of its maximum brilliance when the input voltage \( V_{\text{in}} \) is zero. That way, negative polarity signals will reduce the LED brightness, but will not turn it off (see Figure 10-16c). In other words, biasing avoids clipping off the negative peaks. If the expected signals are monopolar, then V1 should be set to barely turn on the LED when the input signal is zero.

The signal \( V'_{\text{in}} \) sees an inverting follower with a gain of \(-R_f/R'_{\text{in}}\), so the total output voltage (accounting for the dc bias) is:

\[ V_o = \left( -\frac{V_{\text{in}} R_f}{R'_{\text{in}}} \right) + V1 \left( \frac{R_f}{R'_{\text{in}}} + 1 \right) \quad (10-27) \]
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Because the network $R2/R3$ is a resistor voltage divider, the value of $V1$ will vary from 0 volts to a maximum of:

$$V1 = \frac{(V+R3)}{R2 + R3}$$  

(10-28)

Therefore, we may conclude that $V_{o(\text{max})}$ is:

$$V_{o(\text{max})} = \left(\frac{-V_{in}R_f}{R_{in}}\right) + \left(\frac{(V+)R3}{R2 + R3}\right)\left(\frac{R_f}{R_{in}} + 1\right)$$  

(10-29)
Three different receiver preamplifier circuits are shown in Figure 10-17: analog versions are shown in Figures 10-17a and 10-17b, while a digital version is shown in Figure 10-17c. The analog versions of the receiver preamplifiers are based on operational amplifiers. Both analog receiver preamplifiers use a photodiode as the sensor. These PN or PIN junction diodes produce an output current $I_o$ that is proportional to the light shining on the diode junction.
The version shown in Figure 10-17a is based on the inverting follower circuit. The diode is connected with its noninverting input grounded, thereby set to 0 volts potential, and the diode current is applied to the inverting input. The feedback current $I_f$ exactly balances the diode current, so the output voltage will be:

$$V_o = -I_o R_f$$  \hspace{1cm} (10-30)

The noninverting follower version shown in Figure 10-17b uses the diode current to produce a proportional voltage drop ($V_1$) across a load resistance $R_l$. The output voltage for this circuit is:

$$V_o = I_o R_l \left( \frac{R_f}{R_{in}} + 1 \right)$$  \hspace{1cm} (10-31)

Both analog circuits will respond to digital signals, but they are not optimum for that type of signal. Digital signals will have to be reconstructed because of uncertainties caused by dispersion. A better circuit is that of Figure 10-17c, in which the sensor is a phototransistor connected in the common emitter configuration. When light shines on the base region, the transistor conducts, causing its collector to be at a potential only a few tenths of a volt.
above ground. Conversely, when there is no light shining on the base, the collector of the transistor is at a potential close to $V+$, the power supply potential.

Clean-up action occurs in the following stage, which uses a digital Schmitt trigger. The output of such a device will snap HIGH when the input voltage exceeds a certain minimum threshold, and remain HIGH until the input voltage drops below another threshold (snap-HIGH and snap-LOW thresholds are not equal). Thus, the output of the Schmitt trigger is a clean digital signal, even though the sensed signal may be blurred.

In-line repeaters will be necessary periodically in any fiber optic line. This is due to the losses in the line. The repeater amplifies the digital signal, and passes it along the fiber to the next repeater.

**WHAT HAVE WE LEARNED?**

1. Fiber optics are known for high bandwidth and good system security, including freedom from EMI.
2. In clad optical fibers an inner core is surrounded by a less optically dense layer called cladding.
3. There are two forms of propagation in fiber optics: meridional rays and skew rays.
4. A fiber optic that will support a great many modes of propagation is called multimode fiber, although at the cost of increased intermodal dispersion.
5. A solution to the dispersion problem is to use graded index fibers.
6. Losses in fiber optic systems include defect losses, inverse square-law losses, transmission losses, absorption losses, coupling losses, mismatched fiber diameter losses, numerical aperture coupling losses, and Fresnel reflection losses.
Quiz for Chapter 10

1. Fiber optics communications are advantageous because of:
   a. no EMI.
   b. low weight and small size.
   c. low loss.
   d. all of the above.

2. The equation for the index of refraction of a material is _______
   a. $\text{NA} = \sin \theta\text{a}$
   b. $\text{NA} = (n_1)^2 - (n_2)^2$.
   c. $n = \frac{c}{v_{m}}$.
   d. none of the above.

3. Refraction is the _______ of a light ray as it passes across a boundary surface between two media of differing optical densities.
   a. brightness
   b. density
   c. luminosity
   d. change in direction

4. Snell's law is _______
   a. the light ray refracted from its original path.
   b. the angle of refraction as a function of the ratio of the two indices of refraction.
   c. the propagation of the difference in optical density to the greater index of refraction.
   d. $n_1 \sin \theta_i = n_2 \sin \theta_r$.

5. The ability to collect light is directly related to:
   a. the acceptance angle.
   b. the size of the acceptance cone.
   c. refraction percentage.
   d. none of the above.

6. A typical light beam launched onto a fiber optic will find a great number of modes of propagation open to it. This is called _______ dispersion.
   a. intermodal
   b. refractive
   c. Gaussian
   d. deleterious

7. A graded index fiber is described as having:
   a. layered luminosity.
   b. a higher order mode wave.
   c. layers of differing indices of refraction.
   d. all of the above.

8. What is the critical diameter required for single-mode operation?
   a. $N = \frac{1}{4} \left( \frac{\pi D [NA]^2}{\lambda} \right)$
   b. $D_{\text{crit}} = \frac{2.4\lambda}{\pi [NA]}$
   c. $\text{BW} = 310 / \text{Disp. (ns/km)}$
   d. 2.5 inches
9. List two types of losses in fiber optic systems.
   a. defect losses, inverse square losses
   b. absorption losses, quantitative losses
   c. luminous losses, Galvin losses
   d. duplex losses, mismatched losses

10. The mismatching of refractive indices is analogous to the mismatch of impedance problems seen in:
    a. fiber gel.
    b. optical density.
    c. transmission line systems.
    d. coupling systems.
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Wireless Telephones

ABOUT THIS CHAPTER

This chapter focuses attention on telephones that perform most or all of the functions of the conventional telephone, but are connected with a radio link rather than wired directly. Although the term *wireless* may seem a bit old-fashioned, it is about the only general name for such telephones, because terms like *cordless telephones*, *cellular telephones*, *mobile telephones*, and even *radiotelephone* have come to mean specific types of telephones without wires.

CORDLESS TELEPHONES

The first type of wireless telephone to be discussed is the "cordless," which was used as an extension telephone in homes and businesses. Figure 11-1 shows that the cordless telephone consists of two parts: a base unit and a portable unit. The connecting wires of a conventional telephone between the portable unit and the base unit are replaced with low-power radio transmissions.

Analog System

In the analog system, the radio link is completed by the transmission of a carrier that is frequency modulated (FM) with the information to be transmitted. The carrier and modulation principles are the same as described for the modem in Chapter 9; the only difference is that the frequency of the carrier is much higher for the cordless telephone.

The cordless telephone is one of two types. For one type, the portable unit has no keypad, and only the voice communications are voice linked. The keypad is on the base unit. The other type has the keypad on the portable unit and all the normal functions of a telephone are radio linked to the base unit.

The telephones are electronic telephones as have been described in this book with the radio-frequency transmission and modulating and demodulating circuits added for the radio link. They have pulse generators and/or DTMF generators for dialing, electronic single or dual-frequency ringers, and electronic speech circuits. Some have special features that allow the telephone to be used as an intercom. Some have speech and/or ringer volume controls and some have special security features to prevent unauthorized use. Most have the redial feature and some have a memory to store several numbers. The cord-type electronic telephone usually obtains the operating power directly from the
telephone line as has been described earlier. However, the cordless telephone, because of its greater power requirements, usually obtains operating power from the household ac outlet. This is a minor disadvantage because the cordless telephone will not operate if a utility power failure occurs.

**Base Unit**

As shown in Figure 11-1, the base unit connects directly to the telephone line to complete the local loop to the central office. A 2-wire to 4-wire hybrid arrangement couples the local loop to the separate transmit and receive sections in the base unit. The base unit transmits on a carrier frequency in the range from 1.6 to 1.8 MHz, and the household electrical wiring is used as the transmitting antenna for the base unit. The nominal 1.7-MHz FM signal is fed
from the base unit transmitter to the ac line through capacitors that block—or severely attenuate—the line current from the base unit transmitter while passing the 1.7-MHz output to the line. This use of the house wiring as an antenna is not unique to cordless telephones; it is also used for wireless intercoms. This method provides good reception within and near the house, as well as outside near power lines that are on the same side of the utility company’s distribution transformer as the house circuit. This may include a neighbor’s house wiring; thus, the potential exists for interference if that person also has a cordless telephone (more about this later).

**Portable Unit**

An internal loopstick antenna (like that used in standard radio receivers) in the portable unit receives the nominal 1.7-MHz transmission from the base unit over a range from 50 to 1,000 feet. The range depends not only on the manufacturer’s design, but also on such things as whether the house wiring is enclosed in metal conduit and whether foil-backed insulation is used in the walls. The ringing or voice signal is recovered by demodulation and drives the speaker in the portable unit. The portable unit is powered by a battery that is recharged when placed in a receptacle in the base unit.

The portable unit is kept in a standby mode until a call is received. When a call is received, the portable unit transmits a 49.8 to 49.9-MHz signal to the base unit, which applies an off-hook signal to the local loop.

The portable unit is usually in standby mode, which corresponds to the on-hook condition of a telephone set. When the ringer sounds, the user operates a talk switch that turns on the transmitter in the portable unit. This transmitter transmits on a frequency in the range of 49.8 to 49.9 MHz and outputs the signal on the whip antenna. Because the whip is used only for transmit, it can be collapsed out of the way when the portable unit is on standby. If the portable unit is only for voice transmission, it may have an internal antenna and its range is shorter. A similar whip antenna on the base unit receives the FM signal from the portable unit, demodulates it, and applies the off-hook signal to the telephone local loop.

When the user dials the number for outgoing calls, the dial pulses produce tones that modulate the carrier from transmission to the base unit. The base unit recovers the tones by demodulation. If DTMF service is used, the tones are sent on the telephone line. If pulse service is used, the tones are converted to pulses and the telephone line is pulsed. When the connections between calling and called parties are established, both transmitters and receivers operate at the same time to permit two-way conversation.

**Frequencies**

Although a few cordless telephones use the same frequency for transmission in both directions, most use two different frequencies in the ranges given above.
Unless multiplexing is used, the use of a single frequency provides only half-duplex (one-way-at-a-time) transmission, while the use of two frequencies allows full-duplex (simultaneous two-way) transmission just like a wired telephone. A choice of several frequencies is available so that neighbors can use different frequencies to prevent interference and eavesdropping. Signaling is done by “guard tones” (frequencies) in sequences that are selectable and unlikely to be duplicated in the neighborhood.

**The Digital System**

Personal Access Communications System (PACS) is the digital cordless system used in North America. It operates in the 900-MHz band and the telephones are characterized by the short whip antenna. PACS uses a frequency selection algorithm to find an unused channel prior to transmission.

Similar digital cordless systems are used in other parts of the world. In the United Kingdom a system called CT2 is used (the U.K. analog system was called CT1). In Europe (including the United Kingdom) the Digital European Cordless Telephone (DECT) system is now very popular. In Japan, the Personal Handy-phone System (PHS) is used. A summary of cordless phone characteristics is given in Table 11-1, at the end of this chapter.

All digital cordless systems use 32-kbps speech encoding. The PACS and PHS use cyclic redundancy checking (CRC) to perform error checking over the radio channel. The CT2 and DECT systems have no error checking.

**MOBILE TELEPHONES**

The word “mobile telephone” describes at least two sets of telephones. First, in the United States, mobile telephones may be any telephone in an automobile or truck. That includes early radio common carrier (RCC) telephones, as well as the cellular and PCS telephones. Second, in much of the world, including the United Kingdom, the term mobile telephone refers specifically to cellular and PCS services, or their equivalent thereof, even when such telephones are not installed in a car or truck (handheld units). In the United States, handheld units would be referred to as portable telephones. This book will adopt the U.K. convention of referring to all wireless telephones as mobile units, regardless of whether they are mounted in a vehicle or handheld.

**Early Mobile Telephones**

Early mobile telephones may be thought of as cordless telephones with elaborate portable and base units. High-powered transmitters and elevated antennas that provide the radio carrier link over an area within 20 to 30 miles from the base station antenna, as well as the multiplexing, detecting, sorting, and selecting features required to simultaneously service 60 subscribers per base station, are the major differences between cordless telephones and mobile telephones (in the United States).
Base Unit

Figure 11-2 shows a mobile telephone system. The base station can transmit and receive on several different frequencies simultaneously to provide several individual channels for use at the same time. The number of frequencies available depends on the nature of the system. The radio base station transmitter output power is typically 200 to 250 watts and the effective radiated power can be as high as 500 to 750 watts if the transmitting antenna

---

The mobile telephone base unit can operate on many channels simultaneously and can easily cover the average city with a power of several hundred watts.
gain is included. It covers a circular area of up to 30 miles in radius for clear, reliable communications, but transmitters with the same frequency are not spaced closer than about 60 to 100 miles because of noise interference levels.

The receiver contains filters, high-gain amplifiers, and demodulators to provide a usable voice signal over the telephone line. The control terminal contains the necessary detector and timing and logic circuits to control the transmission link between the base unit and the mobile units. As a result, telephone calls are coupled to and from the standard telephone system just like calls that are carried completely over wired facilities. The control terminal has the necessary interface circuits so that a call initiated at a mobile unit is interconnected through the national or international telephone system to the called party just as any other telephone call.

The national and international telephone system facilities are owned by the respective telephone companies. The base units and mobile units may be owned by the telephone company or by a separate company called a radio common carrier (RCC). When the mobile system is run by an RCC, the RCC is charged by the telephone company for the use of the standard telephone system just like any other customer. This cost is then included in the charge by the RCC to the eventual user of the mobile units.

To subscribe to mobile telephone service, a user has only to apply and be accepted by the RCC or the telephone company operating the system. When the application is accepted, the user can lease or purchase the mobile equipment.

### Mobile Unit

The mobile unit in the user's vehicle consists of a receiver containing amplifiers, a mixer, and a demodulator; a transmitter containing a modulator, carrier oscillators, and amplifiers; the necessary control logic; a control unit with microphone, speaker, keypad, and switches; and antennas and the interconnecting cables. The control unit performs all of the functions associated with normal telephone use. A control head with automatic functions is illustrated in Figure 11-3.

The mobile telephone user with automatic control places and receives calls in the same manner as with an ordinary telephone. When the handset is lifted to place a call, the radio unit automatically selects an available channel. If no channel is available, the busy light comes on. If a channel is found, the user hears the normal dial tone from the telephone system, and can then dial the number and proceed as if the telephone were direct wired. An incoming call to the mobile unit is signaled by a ringing tone and is answered simply by lifting the handset and talking. Thus, the automatic mobile telephone combines the mobility of the radio link and the worldwide switched network of the existing telephone system to provide a communication link to any other telephone in the world.
Home Area and Roaming

As previously stated, the mobile system is designed for optimum use within a 20- to 30-mile radius of the base station antenna. This is called the subscriber’s home area, and a subscriber will usually remain in the home area. However, if the subscriber travels out of the home area into another area, the subscriber is referred to as a roamer and a different mode of operation applies.

Each mobile telephone has a unique telephone number which includes the home area's base station identification. When someone calls the mobile
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If a subscriber goes outside the range of his base station, his mobile telephone can only be reached through another similar adjacent mobile base station system, provided advanced arrangements have been made.

For wireless operation, tones are used for those signaling functions otherwise performed by voltage and current in hard-wired systems.

The base station selects one idle channel and modulates it with a 2-kHz tone. This becomes a marked idle channel. This channel has now been reserved for the next land-originating telephone call.

unit, the calling party is connected first to the transmitter serving the subscriber's home area. As long as the subscriber is within radio range of that system, all is well; otherwise, the base station won't get an answer from the mobile unit and the caller will get a no-answer signal. If the subscriber roams outside the home area, he or she can still be reached if a similar mobile telephone system exists in that area, provided that proper advance arrangements have been made.

Calls to roamers are usually placed by calling a special number so the mobile service operator knows the roamer's location. The operator manually patches the call through to the base station serving the area of the roamer's location. Some systems cannot handle roamers due to overload of their channels, and some systems do not allow roamers.

Detailed Operation

Different signaling techniques must be used in a mobile telephone system than in a wired facility. Since there are no wires connecting the telephone to the network, both speech and signaling must be transmitted via radio. This is accomplished through the use of special tones rather than applying a voltage level or detecting a current. The tones are selected so as not to be mistaken for other signaling tones, such as DTMF. The proper tone transmitted to the mobile unit will, for example, ring the mobile telephone to indicate an incoming call just as with a standard telephone. A different tone is used to indicate off-hook, busy, etc.

The Improved Mobile Telephone System (IMTS) uses in-band signaling tones from 1300 to 2200 Hz. The older Mobile Telephone System (MTS) had in-band signaling tones in the 600- to 1500-Hz range. Some systems use 2805 Hz in manual operation.

Incoming Call

To gain a better understanding of the system operation, let’s trace an incoming call from a wire facility subscriber through the base unit to a mobile unit. The base station controls all activity on all channels and can transmit on any idle channel. Regardless of how many channels are idle, it selects only one and places a 2000-Hz idle tone on it as shown in Figure 11-4. All on-hook mobile units that are turned on automatically search for the idle tone and lock on the idle channel because this is the channel over which the next call in either direction will be completed. After locking onto the idle channel, all on-hook mobile units “listen” for their number on that channel. When an idle channel becomes busy for a call in either direction, the base station control terminal selects another unused channel and marks it with an idle tone. All on-hook mobile units then move to the new idle channel. This process is repeated each time a new call is initiated as long as unused channels are available.
Figure 11-4
Base to Mobile Sequence

<table>
<thead>
<tr>
<th>Time (not to scale)</th>
</tr>
</thead>
</table>

**Base Unit**
- **Idle**
  - 2,000 Hz
- **Seize**
  - 1,800 Hz

**Mobile Unit**
- **Guard**
  - 2,150 Hz
- **Connect**
  - 1,633 Hz
- **Disconnect**
  - 1,336 Hz

**Signaling Frequencies Available**
- Uses FSK type modulation

**Base Unit**
- **Transmit**
  - Selected by Base Unit
- **Receive**
  - IDLE UNIT

**Mobile Unit**
- **Transmit**
  - ON 2 SEC
- **Receive**
  - OFF 2 SEC

**Mobile Unit OFF Hook**
- **Hang-Up**
  - NEW CHANNEL

**DIALED NUMBER**
- (327-4891)

**Ring**
- CONNECTION COMPLETE

**NEW BASE UNIT**
- IDLE

**NEW MOBILE UNIT**
- SEIZE

**Disconnection**
- DISCONNECT

**Connection/Complete**
- BASE TRANSMISSION

**Mobile Unit ON Hook**
- ON 4 SEC

**NEW CHANNEL**
- SEIZED CHANNEL

**NEW MOBILE UNIT**
- OFF HOOK
When the land-originating call reaches the control terminal, the idle tone is replaced by a 1.8-kHz seize tone which seizes the reserved channel. The control terminal then sends out via the transmitter the mobile unit's number. Only one mobile unit with a number match remains locked on that channel.

After the person calling the mobile subscriber dials the mobile unit's telephone number, the call is processed through the switched telephone network as a normal landline call. The sequence in Figure 11-4 is as follows: When the call reaches the control terminal, the terminal seizes the idle channel, and indicates seizure by removing the idle tone from that channel and applying the 1800-Hz seize tone. The seize tone prevents other mobile units from seizing the channel to originate a call. The control terminal then out-pulses the mobile unit's number over the base station transmitter at 10 pulses per second, with the idle tone representing a mark (which corresponds to the make interval in dc pulsing) and the seize tone representing a space (corresponding to the break interval).

Each on-hook mobile unit receiving the number transmission compares the received number to its unit number. As soon as a digit mismatch is detected, the mobile unit abandons that channel and searches for a new idle channel. Thus, on completion of the number transmission, all mobile units except the one called will have abandoned the seized channel and will be monitoring the new idle channel.

When the mobile unit receives its correct seven-digit address, the mobile supervisory unit turns on the mobile transmitter and sends the acknowledgment signal, using the 2150-Hz guard tone, back to the control terminal. If this acknowledgment is not received by the control terminal within 3 seconds after out-pulsing the address, the seize tone is removed and the call abandoned. However, on receipt of the mobile acknowledgment signal, the terminal sends standard repetitive ringing at a cycle of 2 seconds on, 4 seconds off, using idle and seize tones as before. If the mobile unit does not answer within 45 seconds, ringing is discontinued and the call abandoned.

When the mobile subscriber goes off-hook to answer, the mobile supervisory unit sends a burst of connect tone (1,633 Hz) as an answer signal. On receipt of the answer signal, the control terminal stops the ringing and establishes a talking path between the calling circuit and the radio channel. When the subscriber hangs up at the end of the call, the mobile supervisory unit sends a disconnect signal—alternating the disconnect tone (1,336 Hz) and the guard tone. The mobile supervisory unit then turns off the mobile transmitter and begins searching for the marked idle channel.

**Outgoing Call**

The sequence for a call originated by a mobile subscriber is illustrated in Figure 11-5. When the subscriber goes off-hook to place the call, the mobile unit must be locked on the marked idle channel. If not, the handset will be inoperative and the busy lamp on the control unit will light, indicating to the subscriber that no channel is available. If the mobile unit is locked on the marked idle channel, the mobile supervisory unit will turn on the mobile transmitter to initiate the acknowledgment or “handshake” sequence. The identification section of Figure 11-5 is where the mobile unit transmits its own
Figure 11.5
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When a call is originated from the field, the mobile unit finds a marked idle channel and broadcasts an acknowledgment to the base by sending its identification. The mobile unit then completes a call in the usual manner by receiving a dial tone, dialing the number, and waiting for the called party to answer.

**CELLULAR MOBILE TELEPHONE SERVICE**

Mobile telephone service used to be a scarce luxury. Subscribers had to pay from 10 to 20 times more for mobile service than they did for residential telephone service, yet most urban telephone carriers and RCCs had long waiting lists for mobile telephones. In Chicago, for example, only 2,000 mobile users could be accommodated under early mobile schemes, yet at least 10 times that many desired service at present rates. The reason was that there simply were not enough channels to handle the demand, and the few dozen available were spread over several radio bands and divided among different types of carriers. The solution was not simply to assign new frequencies and build more transmitters because the spectrum space for new frequencies was not available. Besides, this would not eliminate the restrictions on roammers. Clearly, an entirely new approach to mobile telephony was needed.

The cellular concept, also called the Advanced Mobile Phone Service (AMPS), is a method to provide high-quality mobile service for more subscribers at an affordable cost and to provide more freedom for roammers. It was developed in the 1970s and early 1980s, and was finally released in 1983. It is an analog system and operates in the 800-MHz band.

**Basic Concept**

The basic concept of the AMPS cellular system is to reduce the area covered by the transmitter by reducing the power of transmission. In this way, concentrated areas of population can have more transmitting stations, and thus more channels, because each transmitter handles a given number of conversations. In addition, because transmitters cover less area, the same frequency can be reused in a common geographical area.

**System Structure**

The basic system arrangement is shown in Figure 11-6. The service area is divided into regions called cells, each of which has equipment to switch, transmit, and receive calls to and from any mobile unit located in the cell. Each cell transmitter and receiver operates on a given channel. Each channel is used for many simultaneous conversations in cells that are not adjacent to one another, but are far enough apart to avoid excessive interference. Thus, a system with a relatively small number of subscribers can use large cells, and as demand grows, the cells are divided into smaller ones. One example has the number so the control terminal can identify it as a subscriber and can charge the call to the number. The pulses of guard tone mixed in with the number pulses are for parity checking. The remaining functions of Figure 11-5 are similar to those of Figure 11-4.

---

1 Advanced Mobile Phone Service (AMPS) is a trademark of AT&T Co.
Figure 11-6
Cellular Network
metropolitan area divided into 100 different cells (areas) with low-power transmitters that can handle 12 conversations each. That's a maximum of 1,200 conversations in an area once serviced by a single high-power transmitter that has a capacity of the same 12 to 20 subscribers. Engineers discovered that the interference effects of these transmitters were not a result of the distance between areas, but rather of the ratio of the distance between the areas to the transmitter power of the areas. By reducing the radius of an area by 50%, providers could increase the number of potential customers four times.

Figure 11-7 shows the architecture of a simple two-cell cellular system for the sake of illustration. Each mobile unit is controlled by a mobile base station, of which there are two. The forward link is the downlink to the mobile unit, while the reverse link is the uplink from the mobile unit to the base station. Each mobile base station is connected to a mobile control equipment setup, which is in turn connected to a mobile operator (a human) and the network interface equipment (NIE). The NIE is connected to the Public Switched Telephone Network (PSTN), which is made up of the ordinary landlines.

The Cell Site

Cell sites (mobile base stations in Figure 11-7) form the radio link between individual cellular telephones and the telephone system. Each cell station is equipped with a transmitter and receiver coupled to an array of antennas as shown in Figure 11-8. Telephone network switching electronics, as well as
support and diagnostic electronics, are included at each cell site. Cells are located where they will operate most effectively in the radio environment. In urban areas, they may be found atop tall buildings. Suburban or rural cell sites may be located on large hills or mountains—wherever the best radio coverage can be obtained.

A typical cell site is designed to handle as many as 45 two-way conversations. Because each conversation requires two frequencies for full-duplex operation, each cell will use up to 90 of the 666 available frequencies. Adjacent cells will use other frequency sets as suggested in Figure 11-9. As an example, suppose the center of Area 1 uses frequencies 1 through 90. No adjacent cells can use those same frequencies because of possible interference, so adjacent cells will be assigned other frequency sets. The top cell (1–90) of Area 2 is a nonadjacent cell. It is far enough away to prevent any interference, so it may reuse the same frequencies as the center cell of Area 1. Figure 11-10 shows a layout of cells and their reused frequencies. Each cell number uses the same frequency, and because of the hexagonal shape of the cells the frequencies are separated by at least one cell. In reality, the cells are not hexagonal shaped, but near it.

**The MTSO**

The cell sites are interconnected and controlled by a central mobile telecommunications switching office (MTSO), which is basically a telephone switching office as far as hardware is concerned, but as shown in Figure 11-6, it uses a substantial amount of additional digital equipment programmed for cellular control. It not only connects the system to the telephone network, but
A central mobile telecommunications switching office performs all of the functions of a normal switching office and also controls each of the cell transceiver functions.

Also records call information for billing purposes. The MTSO is linked to the cell sites by a group of voice trunks for conversations, together with one or more data links for signaling and control. The MTSO controls not only the cell sites via radio commands, but also many functions of the mobile units.

**Mobile Units**

The mobile units consist of a control unit, a transceiver, and appropriate antennas. The typical automobile or truck mobile unit has an RF power output of 3 to 4 watts; the typical handheld unit is powered at 0.6 watts, and the typical transportable (a rare combination) is typically powered at 1.6 watts. The transceiver contains circuits that can tune to any of the 666 FM channels allotted by the Federal Communications Commission (FCC) from 826 to 845 MHz and 870 to 890 MHz in the cellular range. Each cell site has at least one setup channel dedicated for signaling between the cell and its mobile units. The remaining channels are used for conversations. Each channel is 30 kHz wide, and two channels are required for full-duplex operation.

Each mobile unit is assigned a 10-digit number, identical in form to any other telephone number. Callers to the mobile unit will dial the local or long-distance number for the desired mobile unit. The mobile user will dial 7 or 10 digits with a 0 or 1 prefix, where applicable, as if calling from a fixed telephone.
Whenever a mobile unit is turned on but not in use, the mobile control unit monitors the data being transmitted on a setup channel selected from among the several standard setup frequencies on the basis of signal strength. If signal strength becomes marginal as the mobile unit approaches a cell boundary, the mobile control finds a setup channel with a stronger signal.
Using a Cellular Telephone

Placing a call begins with a request for service. This is done by taking the cellular telephone off-hook. A cellular transmitter seizes an available setup channel and sends a service request to the serving cell site. The cell site assigns a voice channel set over which dialing and voice signals will take place. The cellular control circuit automatically switches to this “conversation” channel and a voice link is now established. Unlike regular telephones, dial tone signals are not transmitted over cellular channels. A visual display is usually employed instead to indicate that a channel is ready. Dialing can now take place normally. A user may either dial the desired number while online, or recall a preserved number from the telephone’s memory. The cell site interprets incoming dial tones and sends the digits to the MTSO, which will connect the cellular telephone to its destination. Ringback or busy tones will be sent from the MTSO through the cell site to the cellular telephone. If the destination telephone goes off-hook, a conversation will take place normally.

Receiving a call reverses this process. A central office will acknowledge an off-hook subscriber telephone with a dial tone. The caller will dial the number of the desired cellular telephone. Central office circuits will connect to the appropriate MTSO, which will order each call to transmit the necessary code number for the cellular unit on a setup channel. When the desired cellular telephone recognizes its unique code, it will automatically seize the setup channel of the nearest cell and acknowledge that it is ready. Cell control circuits select an available voice channel set and order the cellular unit to switch over. After a voice channel link is established, the cell signals the desired cellular telephone of an incoming call by ringing the telephone. If the cellular telephone goes off-hook, a normal conversation can take place.

Whether placing or receiving a call, cell circuitry monitors the strength of the cellular signals every few seconds. Signal strength information is sent to the MTSO, which evaluates the nearest available cell site. As the cellular signal falls off in one cell, the MTSO orders another cell to establish a new voice channel and take over the call. This transfer of control and voice channel is known as “handoff.” In actual operation, handoff takes place so fast that the cellular user does not even know that it has happened.

Figure 11-11 shows how handoff works. The mobile station first appears in the vicinity of Base Station No. 1, and communication takes place. While the conversation is still going on, the mobile travels from the cell covered by Base Station No. 1 to the area covered by Base Station No. 2. The handoff to the second base station is seamless, and the user doesn’t hear it (or usually doesn’t). Similarly, as the conversation continues the mobile moves into the area served by Base Station No. 3, and the handoff occurs again—and once again it is a seamless operation.
Figure 11-11
Handoff Between Cells

Roamers

The system is designed to make handling roamers automatic; indeed, this is the principal goal of the cellular approach. Locating and handoff are concepts that come directly from the use of small cells. "Locating" in this sense is not the determination of precise geographic location—although that is obviously a factor; rather, it is the process of determining whether a moving active user should continue to be served by his current channel and transmitter, or "handed off" to either another channel, cell or both. The decision is made automatically by a computer, based on signal quality and potential interference, and involves sampling the signal from the mobile unit.

With the cellular system, a subscriber could make a call from his car while driving in the countryside toward a city, continue through the city's downtown, and not hang up until well beyond the city on the other side. During the entire
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The cellular system can be expanded because cell splitting may occur as demand increases.
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Multiple frequency reuse is possible because of the lower transmitter power radiated in each cell, and by not using the same frequency in adjacent cells. The cellular system can be expanded because cell splitting may occur as demand increases.

The idea of having more than one transmission on a given frequency is not new; it is done in virtually all radio services. What is unique to cellular is the closeness of the users; two users of the same frequency may be only a few dozen miles apart, rather than hundreds of miles. This is done by using relatively low-power transmitters on multiple sites, rather than a single high-power transmitter. Each transmitter covers only its own cell, and cells sufficiently far apart may be using the same frequency.

Cell splitting is based on the notion that cell sizes are not fixed, and may vary in the same area or over time. The principle is shown in Figure 11-9. Initially, all the cells in an area may be relatively large as shown in Figure 11-9a. When the average number of users in some cells becomes too large to be handled with proper service quality, the overloaded cells are split into smaller cells by adding more transmitters, as shown in Figure 11-9b. The same MTSO can continue to serve all of the cell sites, but expansion of its computer and switching facilities probably will be required.

Unique Features

Two essential elements are unique to the cellular concept: frequency reuse and cell splitting.

Frequency reuse refers to using the same frequency or channel simultaneously for different conversations, in the same general geographic area. The idea of having more than one transmission on a given frequency is not new; it is done in virtually all radio services. What is unique to cellular is the closeness of the users; two users of the same frequency may be only a few dozen miles apart, rather than hundreds of miles. This is done by using relatively low-power transmitters on multiple sites, rather than a single high-power transmitter. Each transmitter covers only its own cell, and cells sufficiently far apart may be using the same frequency.

Cell splitting is based on the notion that cell sizes are not fixed, and may vary in the same area or over time. The principle is shown in Figure 11-9. Initially, all the cells in an area may be relatively large as shown in Figure 11-9a. When the average number of users in some cells becomes too large to be handled with proper service quality, the overloaded cells are split into smaller cells by adding more transmitters, as shown in Figure 11-9b. The same MTSO can continue to serve all of the cell sites, but expansion of its computer and switching facilities probably will be required.

Cellular Difficulties

By their very nature, cellular telephones have to be rugged and reliable. They are subjected to physical abuses such as drops and bumps, as well as
extremes of heat and cold. Although the design and components used in many cellular telephones will provide long, reliable service, there are some situations that can impair cellular performance. These problems are usually related to the radio link between the telephone and the cell site.

**Dropouts**

Radio signals in the 800- to 900-MHz range tend to move in straight lines. They can be weakened by water in the air and reflected by buildings and naturally occurring objects such as hills or mountains. As result, the signal strength may fall off enough in some instances to cause a momentary loss of the transmitted or received signal (or both). Cell site control circuits are designed to disregard dropouts so they will not be interpreted as a hang-up condition. Under most circumstances, dropouts cause little more than an annoyance.

Dropouts can also happen in fringe areas of cellular service where there are no more cell sites to hand off the conversation to. In these situations, the user will experience gradual weakening of the signal. Dropouts will start as brief interruptions, but quickly worsen until a disconnection occurs. The best attempt at avoiding dropoffs is to try different travel paths if possible.

**Dead Zones**

In principle, dead zones are caused by the same general conditions as dropouts, but on a much larger scale. Dead zones are common in hilly or mountainous regions. Large buildings in urban areas can block enough signal to create man-made dead zones. Radio signals can reflect off multiple buildings or other objects and the various components interfere with each other when reaching the cell site. This phenomenon is usually known as “multipath” interference. Because dead zones cause signal losses for much longer periods of time, cell site controls will interpret this interference as a hang-up and terminate the conversation.

**Limitations with the AMPS System**

The AMPS system suffers from the following limitations:

1. Low calling capacity
2. Limited spectrum space (which limits number of calls)
3. No room for spectrum growth
4. Poor data communications ability
5. Minimal privacy
6. Inadequate fraud protection.

AMPS is used throughout the world, but is particularly popular in the United States, South America, China, and Australia.
Narrowband Analog Mobile Phone Service (NAMPS)

The AMPS system represents first-generation cellular technology. The second-generation system, NAMPS, was designed to solve the problem of low calling capacity. It did this by combining narrowband voice processing with digital signaling in a 10-kHz channel (as opposed to 30 kHz for AMPS systems). In fact, three channels of NAMPS can be accommodated in the same spectrum space as one AMPS channel.

Other Cellular Systems

There are differences between cellular systems in the United States and Europe. European cellular systems operate from 890 to 989 MHz and each channel occupies a bandwidth of 25 kHz. Analog systems using the Total Access Communications System (TACS, based on AMPS) no longer operate in the United Kingdom because all mobile services are now digital (GSM or DCS-1800, which is GSM-like but operates at 1800 MHz).

Canada is developing a system to operate in the 800-MHz range. Cellular facilities are also being installed in the Middle East and Far East.

DIGITAL COMMUNICATIONS NETWORKS

Digital systems have replaced the analog systems in many markets, and coexist with them in other markets. The preference is for the digital system, so certain telephones have the ability to do digital or analog as they might be available.

The average landline telephone call lasts at least 10 minutes, while the usual mobile telephone call lasts about 90 seconds. When the telephone companies expected to assign 50 or more mobile telephones to the same radio channel, they found that by doing so they increased the probability that a user would not get a dial tone when one was requested. This phenomenon is called call blocking probability. As a consequence of call blocking probability, the service deteriorated on early systems. The main problem was system capacity. The solution was to turn to one or more digital systems such as time division multiplex access, code division multiplex access, global system for mobile communications, and the personal communications service. Because of the tremendous investment in AMPS hardware and software, providers looked to digital analog mobile phone service to overlay their existing networks with TDMA.

Time Division Multiplex Access

A common multiple access method employed in digital cellular systems is time division multiple access (TDMA). TDMA is used by the North American digital cellular system (known as Intermediate Standard 54, or IS-54), global
TDMA systems occupy a narrow frequency band that contains one “carrier” signal. Each carrier is digitally modulated to provide a number of time slots. Only one mobile handset is assigned to each time slot (referred to as a channel) at any one time. No other mobiles can access this channel until the original call is finished, or until the mobile is handed off to a different channel (usually a different base station) by the system. An example is the IS-54 system, which is designed to coexist with the AMPS system; it occupies a 30-kHz-wide spectrum, which is time divided into three channels. The GSM system creates 8 time division channels, but the modulated carrier occupies a 200-kHz-wide spectrum. In Europe, TDMA systems are allocated to frequency bands around 900 MHz (GSM) and 1800 MHz (DCS). In North America, the frequency band is around 1900 MHz (PCS).

An extended time division multiple access (E-TDMA) system is available. The E-TDMA system offers 15 times the capacity of analog systems. This capacity is achieved by not transmitting speech data during quiet periods of the conversations, thus allowing speech data from other calls to be transmitted instead.

**Code Division Multiple Access**

Code division multiple access (CDMA) is very common in wireless local-area networks (WLANs). CDMA has now become the most common transmission method for mobile handsets in the United States. However, CDMA was originally deployed by the military because it is difficult to detect and jam.

For cellular telephony, CDMA is a digital multiple access technique specified by the Telecommunications Industry Association (TIA) under Intermediate Standard IS-95, which was approved in July 1993. The IS-95 system occupies 1.25 MHz of radio spectrum.

**CDMA Technology**

Rather than modulate a carrier with a simple data stream, the data stream is coded to increase the number of bits. This widens the bandwidth required for the radio spectrum. If another mobile transmission now takes place, using the same carrier frequency but a different code for the data stream, the original mobile transmission is unaffected because the code is not recognized. Now we have two channels occupying the same radio spectrum. This process can continue, adding further channels, each with its own unique digital codes. The unique digital codes are shared by both the mobile phone and the base station and are pseudo-random code sequences (known as pseudo-noise, or PN sequences). Each PN sequence is 128 bits long.
The technique of increasing the bandwidth is known as spread spectrum technology. The digitized voice in a CDMA call starts out at 9,600 bps, which is then increased to about 1.23 Mbps by multiplying each bit in the data stream by the PN sequence. This high data rate modulates the carrier causing to be spread over a wide bandwidth. The carrier signals of all the other mobiles in that cell are also being transmitted in the same spectrum. The receiver is able to separate the desired signal because it contains the same PN sequence. When the PN sequence is multiplied by the demodulated radio signal, the original data stream at 9600 bps is recovered.

For the CDMA system to work well, the radio carrier received from each mobile must have approximately the same power level. So that no single mobile can dominate the radio spectrum, the base station controls the transmitter power of each mobile handset.

**Synchronization**

In the CDMA systems, transmitters occupy cells that are allocated different carrier frequencies. No two adjacent cells have the same frequency allocation, and it is easy for the mobile network to switch frequencies as the handset moves from one cell to another. The CDMA network uses just one frequency, so a method of distinguishing cells is required.

Each base station transmission is distinguished by adding a special pseudo-random code to the data stream before it is transmitted. This pseudo-random code repeats itself after a certain period of time. Each base station in the system is distinguished by transmitting the same code, but at a different time. To obtain a unique time offset, CDMA stations are synchronized to a common time reference provided by the Global Positioning System (GPS).

**CDMA Benefits**

The benefits to users of CDMA systems are increased capacity and call quality and privacy. Capacity increases of up to 10 times that of an AMPS analog system, and 5 times that of a GSM system, are possible. Planning is simplified because the same frequency is used in every sector of every cell.

**Personal Communications Service**

The future of telecommunications includes personal communications system (PCS) in a big way. It allows all-in-one wireless telephone, paging, messaging, and data service, while offering greatly improved battery life on the handheld mobile units.

The current PCS system uses CDMA (IS-95) and was allocated two frequency bands in the United States: 1850 to 1910 MHz and 1930 to 1990 MHz. The channels are paired with each other (e.g., channel 512 uses an 1850.2-MHz uplink and a 1930.2-MHz downlink). Most PCS systems also
operate in the 800-MHz band for compatibility with the existing cellular telephone system wherever the PCS telephone roams.

**Third-Generation Mobile**

In 1992, the World Administrative Radio Conference (WARC-92) allocated two bands for third-generation mobile. These were 1885 to 2025 MHz and 2110 to 2200 MHz, which overlap with the PCS system described above. Third-generation systems will also employ CDMA.

<table>
<thead>
<tr>
<th>Digital Cordless / Mobile</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>PACS cordless (North America)</td>
<td>32-kbps voice, CRC error checking, 900-MHz carrier</td>
</tr>
<tr>
<td>CT2 cordless (United Kingdom)</td>
<td>32-kbps voice, 800-MHz carrier</td>
</tr>
<tr>
<td>DECT cordless (Europe)</td>
<td>32-kbps voice, 1900-MHz carrier</td>
</tr>
<tr>
<td>PHS cordless (Japan)</td>
<td>32-kbps voice, CRC error checking</td>
</tr>
<tr>
<td>PCS (IS-95) Mobile (North America)</td>
<td>Maximum 9.6-kbps voice (variable rate after error checking added), CDMA, 1900-MHz carrier</td>
</tr>
<tr>
<td>DAMPS (IS-54 / IS-136) mobile (North America)</td>
<td>7.4- or 7.95-kbps voice (11.2 kbps after error checking added), TDMA, 900-MHz carrier</td>
</tr>
<tr>
<td>GSM Mobile (Europe)</td>
<td>13-kbps voice (22.8 kbps after error checking added), TDMA, 900-MHz carrier</td>
</tr>
<tr>
<td>DCS Mobile (Europe)</td>
<td>13-kbps voice (22.8 kbps after error checking added), TDMA, 1800-MHz carrier</td>
</tr>
<tr>
<td>JDC Mobile (Japan)</td>
<td>6.7-kbps voice (13 kbps after error checking added), TDMA</td>
</tr>
</tbody>
</table>

**WHAT HAVE WE LEARNED?**

1. Wireless telephones consist of a base unit and a mobile unit that are connected by a radio link instead of wires.
2. Wireless telephones may be cordless phones for the home or small business, or mobile radio telephones used in commerce and industry.
3. Most cordless telephones use frequency modulation (FM) to carry signaling and voice communications.
4. Many mobile telephones have a high-power transmitter at the base station that covers an area of 20 to 30 miles.
5. Specific sequences and tone signaling must be followed to complete the radio link correctly between a mobile telephone base and mobile unit.
6. The cellular wireless telephone system was designed to allow many more subscribers to use wireless telephones.
7. A cellular system handles the switching of cell sites and signal channels automatically as a roamer moves through the grid of cells.
Quiz for Chapter 11

1. As used in this book, the term wireless telephone refers to:
   a. a transoceanic telephone service via radio.
   b. a telephone where the wiring has been replaced by solid-state integrated circuits.
   c. any telephone device or system that uses a radio link to replace a wired link somewhere between the handset and the public switched network.

2. In the United States, the term mobile telephone describes:
   a. a handheld pager.
   b. a special form of radio telephone that connects with the public switched telephone network through the telephone company.
   c. a cordless extension telephone designed for use in automobiles.

3. Mobile telephone users originate and receive calls:
   a. by going through the regular telephone operator.
   b. automatically, provided they are in their home area and a channel is available.
   c. by using two different radio channels, one for transmission and one for reception.

4. Cellular mobile telephone service is:
   a. the concept of using many low-power transmitters with computer control, rather than a few high-power transmitters.
   b. another name for IMTS.
   c. the concept of dividing a city into many cells, each serviced by a low-power transceiver base station.

5. A cordless telephone:
   a. uses fiber-optic techniques to replace the traditional cord.
   b. is a portable extension telephone using low-power radio links between the handset and the base unit.
   c. uses radio links between the base unit and the telephone company lines.

6. Antennas for a cordless telephone:
   a. are usually placed on the roof, sometimes combined with a television antenna.
   b. consist of two whips, one for transmission from the base, the other for transmission from the portable.
   c. consist of the building wiring, whips, and loopsticks.
7. A roamer is:
   a. a user of a cordless telephone who walks around the building while talking.
   b. a term that applies only to cellular systems.
   c. a mobile telephone user who is outside of the home area.

8. When a cellular mobile telephone moves from one cell to another while a call is in progress:
   a. the call must be terminated, then initiated from the new cell.
   b. the system automatically transfers the call to another transmitter, and possibly to another cell.
   c. the user must make arrangements with the telephone company to have calls forwarded.

9. An idle channel in the IMTS system is:
   a. the condition of each mobile unit's dedicated channel when it is not being used.
   b. one unused channel that all mobile units monitor for their address.
   c. a special channel dedicated for signaling only, which is often idle.

10. Cell splitting is:
    a. the process of dividing a large mobile telephone cell into smaller cells.
    b. the idea of two mobile units using the same frequency at different locations in the same cell.
    c. a process similar to splitting hairs, often used by people who make up multiple-choice quizzes.
ABOUT THIS CHAPTER

This chapter first examines the merging of the telecommunications, cable TV, and Internet service industries. In many countries, cable TV companies have seized the opportunities presented by deregulation of telecommunications. Deregulation has allowed competition with national telecommunications companies that previously had a monopoly.

This chapter also looks at the convergence of telephony with computing. Computer telephony integration (CTI) is about the relationship between a telephone call and associated data held on a computer. Many businesses now use CTI, which has developed over a number of years and has now reached the point where the computer performs the switching of the call.

Both of these developments are driven by advances in technology, cultural changes, a new service-based economy and the deregulation of telecommunications in many countries. Technology changed more during the 1990s than in any other previous decade . . . and the pace is accelerating.

THE TECHNOLOGY CONTEXT

There is pressure in the telecommunications industry to offer single-point-of-contact bundled services that include fixed and mobile telecommunications, cable TV, and Internet access. These services have previously been handled separately in the United States, and still are to some extent, but there are now a number of companies providing bundled services. Large companies like Verizon (formerly Bell Atlantic and GTE), and smaller companies like Wamego Telecommunications Services (based in Kansas), are now offering all of these services. In this section we will take a brief look at the three main elements of the bundled service: telecommunications, cable, and Internet.

TELECOMMUNICATIONS

The telephone was the first method for transmitting voice signals over distance. It was invented in the 1870s, with service spreading slowly at first. Although most cities were wired by the 1920s, rural areas had to wait until the 1930s and 1940s for telephone service.

Telephone technology progressed slowly from the invention of the first device until the late 1950s. Dial telephones used a pulse system to signal which
line was required. The same Strowger switching scheme that was installed in the 1920s was used well into the 1970s.

Electronic switching and newer handheld instruments emerged with Touchtone signaling and electronically controlled crossbar switching systems that started to be installed in the early 1960s. Crossbar and the equivalent reed-relay switches are now generally replaced with digital switching. In digital switches, the analog speech signal is first converted into a digital data stream and then switched using integrated circuits containing logic gates.

The first modems for carrying data between computers were provided by telephone companies and were custom installations, using private wire circuits. Modems that operated over normal telephone lines appeared in the early 1970s; these were V.21 modems operating at 300 bps. Improvements to the operating speed of modems were gradually made over a number of years, with V.34 being hailed as the ultimate when it achieved data rates of 33.6 kbps. The V.92 standard introduced at the end of 2000 allows a maximum data rate of 56 kbps from the central office to the customer and 48 kbps in the reverse direction.

The introduction of the Integrated Services Digital Network (ISDN) in 1979 provided a means of bidirectional transmission of data at 64 kbps. This data rate is described as basic rate. The more recent use of terminals that support two basic rate channels and a 16-kbps data channel (used for signaling) gives rise to a so-called 2B+D service. Broadband ISDN (B-ISDN) allows data rates of up to several Mbps, but requires transmission systems that can support a wide bandwidth.

The introduction of optical fiber in the 1970s has allowed higher data rates, both into the customer premises and between central offices. Undersea cables between many countries now use optical fiber and digital signaling. The capacity of fibers has been increased by the use of wavelength division modulation (WDM) techniques. In WDM, several lasers transmit light simultaneously over a single fiber, each transmitting at a different wavelength. Each “color” of light is separated at the receive end of the fiber, using a grating or prism, as shown in Figure 12-1.

Digital subscriber line (DSL) systems are designed to transmit high data rates over twisted copper pairs. Two systems were quickly established: asymmetrical DSL (ADSL) and high-bit-rate DSL (HDSL).

The ADSL system operates over a single copper pair and was designed for video-on-demand (VOD) applications. VOD was seen to be a means for incumbent telecommunications companies to compete with cable TV companies, who were taking their customers by offering TV and telecommunications services as a bundled package. VOD failed to take off for a number of reasons, but the primary one was the lack of “real-time” content.

---

1 kbps = kilobits per second, or 1,000 bits per second; Mbps = megabits per second, or 1,000,000 bits per second.
such as news and sport broadcasts. The need for high-data-rate Internet access gave ADSL a second lease on life.

The HDSL system requires two copper pairs, one for downstream and one for upstream. The HDSL system was specifically designed to carry T1 (1.544-Mbps) and E1 (2.048-Mbps) data streams. The HDSL system provides a means of carrying up to 30 ISDN channels to customer's premises using just two copper pairs.

Recent developments have included SDSL, also known as HDSL2, which allows data rates up to 1.544 Mbps over a single pair. Very high-bit-rate DSL (VDSL) is under development and will carry up to 55 Mbps over a short length of twisted copper pair. The VDSL system is designed to provide a link from an optical fiber node in the street into customer premises.

**CABLE TV**

Television was invented in the early 1930s, but did not become commercially viable until after World War II (1947). Color television did not appear until 1954. The vast majority of customers in the 1950s/1960s received television signals via the airways on VHF and UHF channels. The cable TV industry emerged in the mid-1950s when communities, mostly in the western states and mountainous regions, banded together to provide community TV antennas.

By the early 1970s the cable TV concept had spread and included urban and suburban systems as well as the original rural systems. Customers quickly noted that ghosting, "snow," and other vagaries of off-the-air TV reception were all but eliminated on cable TV hookups. The cable industry was also able to offer a wide variety of channels and services (e.g., community access
programming) that were not possible in traditional television channels. Typical systems in the 1970s offered from 12 to 40 channels, of which only 3 to 5 were regularly broadcast. Today, 60-, 120-, and 180-channel systems are commonplace.

The standard analog television signal in the United States uses a format decided by the National Television Standards Committee (NTSC). The bandwidth of an analog signal is 6 MHz and this carries all the intensity and color information. Using NTSC the television screen has 525 scan lines but only 480 are visible, each line displaying the equivalent of 500 pixels. The effective picture resolution is therefore $500 \times 480$ pixels. Each complete image is refreshed every 30th of a second. The image uses interlaced scan lines and half of them are refreshed every 60th of a second. The ratio of horizontal to vertical picture dimensions is $4:3$.

This degree of resolution was amazing 50 years ago, but now it is considered rather poor. People have become accustomed to the clarity of a computer display. The lowest resolution computer monitor in use today has $640 \times 480$ pixels, and most people use a resolution of $800 \times 600$ or $1024 \times 768$. The refresh rates on computer displays are equal or better than TV.

**HIGH-DEFINITION TELEVISION**

Digital television (DTV) is being introduced to improve the picture quality. In the United States the Advanced Television Standards Committee (ATSC) has been set up to oversee standards development. In Europe, a special interest group called Digital Video Broadcasting (DVB) has been convened.

The advantage of digital television is that techniques can be applied to digital signals so that noise no longer causes “snow” and distorted pictures. Error correction techniques enable corrupted data to be replaced with the correct data. The errors are identified and corrected through calculations based on the picture data received and the associated error checking data.

DTV is the transmission and reception of digital television signals, and display of those signals on a digital TV set. The digital signals could be broadcast using a radio signal or transmitted by a cable or satellite system. The digital signals are coded to reduce bandwidth (i.e., compressed) before transmission, so a decoder is necessary at the receiver to decompress the signal. High-definition television (HDTV) transmission uses a 19.3-Mbps data stream.

HDTV is high-resolution digital television combined with CD-quality Dolby digital Surround Sound (AC-3). HDTV uses the highest DTV resolution in the new set of standards, with 720 or 1080 lines and each picture containing up to 2 million pixels. This combination gives a clear image with good sound quality. The higher resolution picture is the main selling point for HDTV. The aspect ratio (width to height) of digital TV is 16:9 (or 1.78:1).
Four popular formats used in HDTV are the 480i (640 × 480 pixels interlaced), 480p (640 × 480 pixels progressive), 720p (1,280 × 720 pixels progressive), and 1080i (1,920 × 1,080 pixels interlaced). The terms interlaced and progressive refer to the scanning system. The interlaced format scans the odd lines first, starting from the top of the display and working across and down. This is followed by a scan of the even lines. Because there are 30 frames scanned per second, half of the lines are scanned every 60th of a second. On large screen this type of scanning causes a problem: the display appears to flicker. In progressive scanning, every line is scanned every 60th of a second. This produces a much smoother picture, but requires greater bandwidth.

The bandwidth requirements of HDTV are potentially great, but compression techniques reduce this bandwidth. Digital TV uses MPEG-2 compression and encoding. The MPEG-2 compression scheme reduces the amount of data to be transmitted by replacing a long series of logic 1s or 0s with a special code, which is similar to the way in which facsimile messages are compressed. The encoding scheme ensures that only the essential picture data are transmitted. Overall, MPEG-2 reduces the amount of data by about 55 to 1.

The encoding scheme allows the most significant parts of the image to be separated from the least significant detail. The least significant parts of the image can then be discarded if there is insufficient bandwidth available for the whole image to be transmitted. In subsequent frames this process continues, but any changes to the image are given priority. If there has been little change in the image, all the changes are transmitted. But if a significant change has occurred, only the most significant parts of the new image are transmitted.

The MPEG-2 compression scheme is the industry standard for DVD videos and also for some satellite TV broadcast systems. Compression reduces the image quality at the receiver compared with that at the digital camera in the studio. However, MPEG-2 takes advantage of human physiology and throws away image detail that the human eye tends to ignore anyway. The quality of the image is significantly better than analog TV. Many computers are fitted with DVD players now and the common use of MPEG-2 permits an HDTV receiver to directly interact with computer multimedia applications.

CABLE MODEMS

The term cable modem refers to a modem that operates over the ordinary cable TV network. The cable modem is connected to the TV outlet at the customer end, and the corresponding cable modem termination system (CMTS) is connected at the cable TV company's end (the head-end). The cable modem is functionally like a local-area network (LAN) interface.

The cable modem is capable of a data rate typically between 3 and 50 Mbps. In some cases the cable modem can transmit over a distance of 100 km or more. The CMTS can talk to all cable modems connected to it, but the cable
modems can only talk to the CMTS and not to each other. If two cable
modems need to talk to each other, the CMTS will have to relay the messages.
Figure 12-2 shows how a cable modem (CM) system is connected.

First-generation cable modems were proprietary systems and not based on
widely accepted standards. Second-generation systems are based on standards:
MCNS/DOCSIS 1.0/1.1 (used in the United States) and DVB/DAVIC 1.3/
1.4/1.5 (used in Europe). Cable modems from different vendors will work

Figure 12-2 shows how a cable modem (CM) system is connected.

First-generation cable modems were proprietary systems and not based on
widely accepted standards. Second-generation systems are based on standards:
MCNS/DOCSIS 1.0/1.1 (used in the United States) and DVB/DAVIC 1.3/
1.4/1.5 (used in Europe). Cable modems from different vendors will work
together, provided that their design is based on the same standard. Version 1.0
of the MCNS standard specified 10-Mbps Ethernet as the only allowable data
interface. By contrast, the DVB/DAVIC standard is totally open and allows any
type of interface. Other types of interfaces, including USB, are incorporated in
version 1.1 of the MCNS standard, allowing for a wider range of cable modem
configurations.

The DOCSIS standard is used in the United States, but is slightly modified
to meet European requirements. The European version is called Euro-DOCSIS
and the downstream is MPEG encoded to be compatible with digital video
broadcasting (see Table 12-1).

Most cable TV networks are hybrid fiber-coax (HFC). The signals are
transmitted over fiber optic cables from the CMTS to a location near the
subscriber. At that point, the signal is converted to an electrical one for
transmission over coaxial cables that enter the subscriber premises.

One CMTS can drive up to 2,000 simultaneous cable modem users over a
single TV channel. If more cable modems are required, the number of TV
channels has to be increased.

The cable modem can be internal or external. The external cable modem
can connect to a number of computers using an ordinary Ethernet connection.
Another interface found on external cable modems is the universal serial bus
(USB), but this only allows one PC to be connected at any one time. The
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Table 12-1
DOCSIS Cable Modem

<table>
<thead>
<tr>
<th>Direction</th>
<th>Characteristic</th>
<th>DOCSIS (U.S.)</th>
<th>Euro-DOCSIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream to CMTS from cable modem</td>
<td>Frequency</td>
<td>5–42 MHz</td>
<td>5–65 MHz</td>
</tr>
<tr>
<td>Multiplex scheme</td>
<td>TDMA</td>
<td></td>
<td>Mini-slots</td>
</tr>
<tr>
<td>Carrier modulation</td>
<td>QPSK/16-QAM</td>
<td>3 Mbps</td>
<td>QPSK/16-QAM</td>
</tr>
<tr>
<td>Downstream to cable modem from CMTS</td>
<td>Frequency</td>
<td>42–850 MHz</td>
<td>65–850 MHz</td>
</tr>
<tr>
<td>Multiplex or coding scheme</td>
<td>TDM</td>
<td></td>
<td>MPEG (compatible with DVB)</td>
</tr>
<tr>
<td>Carrier modulation</td>
<td>64/256-QAM</td>
<td>27–56 Mbps</td>
<td>64/256-QAM</td>
</tr>
<tr>
<td>Data rate</td>
<td>27–56 Mbps</td>
<td></td>
<td>27–56 Mbps</td>
</tr>
</tbody>
</table>

Internal cable modem is usually a PCI bus add-in card that goes inside the PC. This type of cable modem can only be used in desktop PCs and thus may not have galvanic isolation from the main supply. In some countries, and on some cable TV networks, it may not be possible to use internal cable modems for technical or regulatory reasons.

The interactive set-top box is also a cable modem and is used in conjunction with a TV set. Its primary function is to provide more TV channels using a limited number of carrier frequencies. This is possible with the use of digital television encoding. An interactive set-top box provides a return channel, usually a separate telephone line, which gives the user access to the Internet, and e-mail using the TV screen as a display.

The cable TV operator sells the cable modem access subscription and takes on the role of the Internet service provider (ISP).

INTERNET

The Internet is only 20-some years old. It was originally set up by the Defense Advanced Research Projects Agency (DARPA) to connect universities and research laboratories with an e-mail system. It grew steadily in the early 1980s, but by the late 1980s it blossomed outside of its original context. The Internet and World Wide Web now serve many millions of corporate and residential users.

Most U.S. users of the Internet dial up through local telephone company lines to an ISP, who supplies the gateway to the net. Users are generally limited to downlink data rates of 56 kbps over V.90/V.92 modems, but now the introduction of ADSL is allowing some users to have downlink rates of up to 6 Mbps. The uplink data rate does not usually have to be very high since it is
often just keyboard entry data. The uplink rate is more important for those creating or maintaining web sites.

Data are transmitted over the Internet using packets conforming to the Internet Protocol (IP). This is often used with the Transmission Control Protocol (TCP), which carries out error checking and asks for the retransmission of data packets that contain errors. A whole suite of protocols exist, for various Internet-related purposes, and these are referred to as TCP/IP. Version 4 of IP is commonly used (IPv4), but uses a limited number of possible addresses. IPv6 has been standardized and this allows far more addresses.

THE COMPETITIVE CONTEXT

Several different industries are attempting to merge telephony, Internet, and cable TV services into a single high-bandwidth system. Included are the telephone companies (Telcos), ISPs, and cable TV companies. In addition, there have also been incursions by the direct broadcast satellite TV providers (who compete directly with cable TV for television program delivery), and soon, the low-Earth-orbit satellite firms.

Telephone Companies

The position of the telephone companies has both strengths and weaknesses. One strength is that they already have a large, competent network of high-bandwidth infrastructure. They also have considerable experience in the provision of services to both residential and business customers.

Weaknesses include the fact that the access network between central offices and most residences and businesses severely limits the delivered bandwidth. Without special compression technology, the telephone companies will not be able to quickly provide television or high-bandwidth Internet service to most dial-up customers. A significant bar to telephone company dominance of the Internet/TV market is the need to rewire most of their customers with fiber optics (or coaxial cable). A significant number of Telcos are, however, offering some form of DSL service to users, which greatly increases the data rate.

Deregulation is forcing some incumbent Telcos to unbundle the local loop (i.e., give competitors access to the copper pair going to the subscriber). The availability of DSL systems helps competitors gain a foothold in the market without having to install expensive infrastructure. The competition is most likely to be from ISPs wishing to have a direct customer base or from Telcos operating outside their normal geographical area (maybe foreign companies).

Mobile phone companies are hoping to exploit the need for data on the move. Most mobile phones have a digital interface to allow data calls to be made at rates up to 9,600 bps. This has been extended in the case of GSM to higher rates using the GSM Packet Radio Service (GPRS). The IMT-2000 system is designed for packet transfer using the wireless asynchronous transfer
mode (WATM), at data rates up to 20 Mbps. In parallel with these developments, the wireless application protocol (WAP) has been introduced to allow Internet access from a mobile phone.

**Cable TV Companies**

Cable TV companies already possess high-bandwidth delivery systems directly to residential and business customers. It would seem that they would be in an immediate position to take advantage of telephony and Internet business (at the cost of telephone company market share). However, the cable TV companies do not necessarily have a significant advantage over the telephone companies because most cable TV networks are one-way. Telephony and Internet services require two-way capability. The capital investment required for conversion of one-way to two-way capability is not trivial.

In Europe, one company (Ntl) has been expanding its operation and now has good coverage in several countries. Its HFC cable network has twisted copper pairs installed alongside so that the company can provide cable TV, telephony, and Internet access as a single package.

**Internet Companies**

ISPs have perhaps the least attractive position in the emerging high-bandwidth market. They are entirely dependent on bandwidth leased from the telephone or cable TV companies. On the other hand, they have a significant strength: existing expertise in delivery of Internet and World Wide Web services.

The principal hope of the ISPs as their world changes is regulatory measures against the telephone companies or forming of business alliances with those companies. Regulations to force telephone companies to "unbundle the local loop," combined with the availability of ADSL may give some ISPs an opportunity for direct customer access. Alternatively, the ISPs may become affiliates or subsidiaries of the telephone or cable TV companies.

The use of voice-over-IP (VoIP) could enable voice services to be offered without the need for a dedicated copper pair. Companies offering low-cost international calls use VoIP, but on a managed IP network. It is possible for people to make VoIP over the Internet. Unfortunately, IP packets suffer from serious delays due to Internet congestion and conversation is difficult on such a link.

**Direct Broadcast Satellite Companies**

Direct broadcast satellite (DBS) services have the ability to transmit large amounts of data or TV directly to homes and businesses. Their problem is that they cannot easily be made two-way (perhaps not at all). DBS-based Internet
requires auxiliary dial-up, ISDN, or T1 lines in order to be successful. This constraint all but eliminates DBS companies as serious competitors.

**LEO Satellite Companies**

Low-Earth-orbit (LEO) satellites will offer high-bandwidth two-way “Internet-in-the-Sky” service directly to terrestrial customers. LEO satellites orbit close to the earth, rather than in geostationary orbits 23,000 miles out (LEOs orbit 50 times closer than geostationary satellites). As a result, LEOs are able to deliver sufficient signal to permit the use of DBS-class satellite antennas, and provide signal without the delay associated with geostationary satellite transmissions.

Teledesic Corporation received a license from the FCC in 1997 to operate LEOs using the 28-GHz K₃ microwave band. This band is reserved for primary use by Non-Geostationary Orbit Fixed Satellite Services (NGSO FSS). Teledesic received authorization for operation in two 500-MHz portions of the 28-GHz K₃ band, one each for uplink and downlink, following approval from the World Radio Conference.

The Teledesic system will consist of a constellation of several hundred LEO satellites in 24 polar orbits. It is expected that switched, broadband service will commence in 2002, and will be offered through service partners in host countries. It is claimed that service will be available from the largest urban centers to the smallest remote village.

**THE INTERNATIONAL CONTEXT**

Although the United States is a world leader in technology, it appears that certain other countries are gaining a stronger position than the United States with regard to the merging of telephony, Internet, and cable TV services into a single broadband service. The market in other countries tends to favor cable TV/Internet providers because of the telephone tariff structure in those countries. In the United Kingdom, for example, residential telephones are on a metered basis similar to the situation in the United States in the 1940s (before “unlimited” service became popular). When normal telephone lines are used for Internet connection, a charge per minute is incurred. A “surfing” session easily adds up to a significant telephone charge. Cable TV/Internet, on the other hand, is typically billed on a flat-rate basis.

**COMPUTER TELEPHONY INTEGRATION**

Private branch exchanges (PBXs) are used in many businesses to provide telephone lines to employees. The advantage of the PBX is that intercompany calls can be made without charge and the number of external lines to the central office can be reduced to a minimum. Incoming calls can be answered by a central operator and then redirected to an internal extension.
CTI allows a computer network to be linked to the PBX, as shown in Figure 12-3. When the call is answered by phone 1, the operator fills in a basic inquiry form on personal computer PC-1. As the call is transferred to extension phone 2, the associated data file is transferred to PC-2 (collocated with extension phone 2). The person taking the call can therefore continue the conversation without having to ask the caller to repeat any details. If the call were then forwarded to another extension, perhaps to deal with a complaint, all the details will be readily available.

Many CTI systems use a dedicated PBX linked to the computer system. Recently the computer and the PBX have become integrated, with PBX line and extension interface cards being fitted inside the PC enclosure. The standard PC bus provides power and configuration instructions from the microprocessor. Communication between the cards requires a high-speed bus, and a number of possible bus standards are used: SCbus, MVIP, or H.100. The H.100 bus is likely to be the only standard used in future systems.

One future option for CTI is the use of an IP network for voice and data. A switching server is required to handle call setups and a gateway may be needed to interface between the IP network and the telephone network. A special (and expensive) IP phone is required for this option. VoIP could be used to avoid the need for a gateway if calls were transmitted over the Internet; however, delays in transmitting packets would make conversation difficult and would cause echoes and distortion.
WHAT HAVE WE LEARNED?

1. Computer telephony integration (CTI) is about the relationship between a telephone call and associated data held on a computer. CTI has developed over a number of years and is now capable of performing the switching of a call.

2. The ADSL system operates over a single copper pair and was designed for the video-on-demand application, which was seen to be a means for incumbent telecommunications companies to compete with cable TV companies.

3. SDSL, also known as HDSL2, is a recent development that allows data rates up to 1.544 Mbps over a single pair. The VDSL system, currently under development, is designed to provide a link from an optical fiber node in the street into the customer premises.

4. Digital television (DTV) is the transmission and reception of digital television signals, and display of those signals on a digital TV set. High-definition television (HDTV) is high-resolution digital television combined with CD-quality Dolby digital Surround Sound (AC-3).

5. The cable modem is capable of a data rate typically between 3 and 50 Mbps. In some cases, the cable modem can transmit over a distance of 100 km or more. The cable modem is functionally like a LAN interface.

6. The cable modem can be internal or external. The external cable modem can connect to a number of computers using an ordinary Ethernet connection. The internal cable modem is usually a PCI bus add-in card that goes inside the PC.

7. Internet dial-up through local telephone company lines to an ISP is widely used by individuals for connecting to the Internet. However, the introduction of ADSL is allowing some users to have downlink rates of up to 6 Mbps.

8. Telephone companies, cable TV companies, Internet companies, and satellite companies are attempting to merge telephony, Internet, and cable TV services into a single high-bandwidth system.

9. Private branch exchanges are used in many businesses to provide telephone lines to employees.
Quiz for Chapter 12

1. ________ services are now starting to be bundled to give a single point of contact.
   a. Fixed and mobile telecommunications
   b. Cable TV service
   c. Internet access
   d. All of the above

2. The introduction of _______ cables and _______ modems has allowed data rates above those previously possible with standard modems and ISDN.
   a. fiber optic; V.92
   b. zinc; V.21
   c. titanium; Touchtone
   d. none of the above

3. The ATSC and DVB committees oversee the development of ________ standards.
   a. CMTS
   b. ISDN
   c. Dolby
   d. DTV

4. MPEG-2 data compression can reduce the amount of HDTV data by a ratio of ________ to
   a. 25 to 1
   b. 35 to 1
   c. 55 to 1
   d. 15 to 1

5. Cable modems are used in cable TV systems and provide data rates of typically between:
   a. 3 and 50 Mbps.
   b. 5 and 60 Mbps.
   c. 2 and 40 Mbps.
   d. 8 and 50 Mbps.

6. The widespread use of cable modem equipment built to a public standard allows ________ with other suppliers equipment.
   a. disjointedness
   b. compatibility
   c. disparity
   d. financial growth

7. Voice-over-IP gives ISPs the opportunity to provide telephony services, but the calls may suffer from ________, which make conversation difficult.
   a. static
   b. disconnects
   c. delays
   d. random noise
Glossary

A/D Converter  A circuit that converts signals from analog form to digital form.

Address  The number dialed by a calling party that identifies the party called. Also a location or destination in a computer program.

ADSL  A data transmission system primarily used for Internet access, where the requirement is to download large volumes of data from the central office.

Aliasing  The occurrence of spurious frequencies in the output of a PCM system that were not present in the input—due to foldover of higher frequencies.

AM (Amplitude Modulation)  A technique for sending information as patterns of amplitude variations of a carrier sinusoid.

Amplifier  An electronic device used to increase signal power or amplitude.

Analog  Information represented by continuous and smoothly varying signal amplitude or frequency over a certain range, such as in human speech or music.

Asynchronous  Refers to circuitry and operations without common timing (clock) signals.

Attenuation  The decrease in power that occurs when any signal is transmitted.

Audio Frequency  A frequency detectable by the human ear, usually between 20 and 15,000 Hz.

Bandwidth  The range of signal frequencies that a circuit or network will respond to or pass.

Base Unit  The transmitter (antenna and equipment), in a fixed location, and usually having higher power than mobile units.

Binary Code  A pattern of binary digits (0 and 1) used to represent information such as instructions or numbers.

Bipolar  Having both positive and negative polarity.

Bit  An acronym for binary digit; the smallest piece of binary information; a specification of one of two possible alternatives.

BORSCHT  An acronym for the functions that must be performed in the central office when digital voice transmission occurs: Battery, Overvoltage, Ringing, Signaling/Supervision, Coding, Hybrid, and Test.

Byte  A group of eight bits treated as a unit. Often equivalent to one alphabetic or numeric character.

Cable  An assembly of one or more conductors insulated from each other and from the outside by a protective sheath.

CDMA (Code Division Multiple Access)  The most common transmission method for mobile handsets in the United States.

Cell  In cellular mobile telephony, the geographic area served by one transmitter. Subscribers may move from cell to cell.
Central Office (CO)  The switching equipment that provides local exchange telephone service for a given geographical area, designated by the first three digits (NNX or NXX) of the telephone number.

Channel  An electronic communications path, usually of 4,000-Hz (voice) bandwidth.

Circuit  An interconnected group of electronic devices, or the path connecting two or more communications terminals.

Common Battery  A system of supplying direct current for the telephone set from the central office.

Compressor  An acronym for COMpressor-exPANDER, a circuit that compresses the dynamic range of an input signal, and expands it back to almost original form on the output.

Critical Mode  State in which the core of the optical fiber is very thin compared with that of multimode fibers.

Crossbar Switch  An electromechanical switching machine utilizing a relay mechanism with horizontal and vertical input lines (usually 10 by 20), using a contact matrix to connect any vertical to any horizontal.

Crosspoint  The element that actually performs the switching function in a telephone system. May be mechanical using metal contacts, or solid state using integrated circuits.

Crosstalk  Undesired voice-band energy transfer from one circuit to another (usually adjacent).

CTI (Computer Telephony Integration)  The relationship between a telephone call and associated data held on a computer.

Current  The flow of electrical charge, measured in amperes.

Cutoff Frequency  The frequency above which or below which signals are blocked by a circuit or network.

D/A Converter  A circuit that converts signals from digital form to analog form.

Data  In telephone systems, any information other than human speech.

Data Set  Telephone company term for modem.

Decibel (dB)  A unit of measure of relative power or voltage, in terms of the ratio of two values. 

Decoder  Any device that modifies transmitted information to a form that can be understood by the receiver.

Demodulation  The process of extracting transmitted information from a carrier signal.

Demultiplexer  A circuit that distributes an input signal to a selected output line (with more than one output line available).

Digital  Information in a discrete or quantized form; not continuous.

Digital Subscriber Line (DSL)  A high-speed transmission system for carrying data over twisted copper pairs. Such systems include ADSL, SDSL, HDSL, and VDSL.

Distortion  Any difference between the transmitted and received waveforms of the same signal.

DTMF (Dual-Tone Multifrequency)  Use of two simultaneous voiceband tones for dialing.

DTV (Digital Television)  The transmission and reception of digital television signals, and display of those signals on a digital TV set.

Electromagnetic Spectrum  The entire available range of sinusoidal electrical signal frequencies.
Encoder  Any device that modifies information into a desired pattern or form for a specific method of transmission.

ESS (Electronic Switching System)  A telephone switching machine using electronics, often combined with electromechanical crosspoints, and usually with a stored-program computer as the control element.

E-TDMA (Extended Time Division Multiple Access)  A communication system that offers a much greater capacity than analog systems.

Exchange Area  The territory within which telephone service is provided without extra charge. Also called the local calling area.

FCC (Federal Communications Commission)  The U.S. government agency that regulates and monitors the domestic use of the electromagnetic spectrum for communications.

Fiber Optic Technology  The process of transmitting infrared and visible light frequencies through a low-loss glass fiber with a transmitting laser or LED.

FM (Frequency Modulation)  A technique for sending information as patterns of frequency variations of a carrier signal.

Frequency  The rate in hertz (cycles per second) at which a signal pattern is repeated.

FSK (Frequency Shift Keying)  A method of transmitting digital information that utilizes two tones; one representing a one level, the other a zero level.

Ground  An electrical connection to the earth or to a common conductor that is connected to the earth at some point.

Ground Start  A method of signaling between two machines where one machine grounds one side of the line and the other machine detects the presence of the ground.

Half-Duplex  A circuit that carries information in both directions but only in one direction at a time.

HDSL (High-Rate DSL)  A high-rate data transmission system used for ISDN-PRI.

HDTV  A high-resolution digital television combined with CD-quality Dolby digital Surround Sound.

Home Area  The geographic area in which a mobile telephone subscriber is normally located.

Hybrid  In telephony, a circuit that divides a single transmission channel into two, one for each direction; or conversely, combines two channels into one.

Instruction Code  Digital information that represents an instruction to be performed by a computer.

Integrated Circuit  A circuit whose connections and components are fabricated into one integrated structure on a certain material such as silicon.

ISDN (Integrated Services Digital Network)  Data transmission system encompassing basic rate (ISDN-BRA) and primary rate (ISDN-PRI) service.

Light-emitting diode (LED)  A low-power device used in short-range systems using multimode glass or plastic fiber.

Lineside  Refers to the portion of the central office that connects to the local loop.

Local Loop  The voiceband channel connecting the subscriber to the central office.

Loop Start  The usual method of signaling an off-hook or line seizure, where one end closes the loop and the resulting current flow is detected by the switch at the other end.

Loss  Attenuation of a signal from any cause.
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Message Telephone Service (MTS)  The official name for long-distance or toll service.

Microwaves  All frequencies in the electromagnetic spectrum above 1 billion hertz (1 gigahertz).

Mobile Unit  The part of the mobile telephone system that is not fixed in its location; hence, it is not attached to the telephone network by wires.

Modulation  The systematic changing of the properties of an electronic wave, using a second signal, to convey the information contained in the second signal.

Multiplexing  The division of a transmission facility into two or more channels.

Off-Hook  The condition that indicates the active state of a customer telephone circuit. The opposite condition is on-hook.

Oscillator  An electronic device used to produce repeating signals of a given frequency and amplitude.

PABX or PBX  A private (automatic) branch telephone exchange system providing telephone switching in an office or building.

PACS (Personal Access Communication System)  Digital cordless system used in North America. It uses a frequency selection algorithm to find an unused channel prior to transmission.

Parallel Data  The transfer of data simultaneously over two or more wires or transmission links.

Parity  A bit that indicates whether the number of 1s in a bit string is odd or even.

PCM (Pulse Code Modulation)  A communication systems technique of coding signals with binary codes to carry the information.

PCS (Personal Communication System)  A communication system that allows all-in-one wireless telephone, paging, messaging, and data service, while offering greatly improved battery life on the handheld mobile units.

Period  The time between successive similar points of a repetitive signal.

Phase  The time or angle that a signal is delayed with respect to some reference position.

Portable Unit  The portion of a cordless telephone that is not electrically attached to the network by wires. Consists of a transmitter, receiver, and perhaps a keypad.

Program  The sequence of instructions stored in the computer memory.

RCC (Radio Common Carrier)  A company that provides mobile telephone service, but is not a telephone company.

Receiver  The person or device to which information is sent over a communication link.

Register  A series of identical circuits placed side by side that are able to store digital information.

Ring  The alerting signal to the subscriber or terminal equipment; the name for one conductor of a wire pair designated by R.

Roamer  A mobile telephone subscriber using the system outside of his or her home area.

Serial Data  The transfer of data over a single wire in a sequential pattern.

SDH (Synchronous Digital Hierarchy)  A multiplex system that uses optical fiber for transmission.

Sidetone  That portion of the talker's voice that is fed back to his or her receiver.

Simplex  A circuit that can carry information in only one direction; for example, broadcasting.

SLIC (Subscriber Line Interface Circuit)  In digital transmission of voice, the circuit that performs some or all of the interface functions at the central office. See BORSCHT.
GLOSSARY

SONET (Synchronous Optical Network)  A multiplex system that uses optical fiber for transmission.

State  A condition of an electronic device, especially a computer that is maintained until an internal or external occurrence causes change.

Step-by-Step (SS) System  An electromechanical telephone switching system in which the switches are controlled directly by digits dialed by the calling party.

Subscriber  The telephone or Internet service customer.

Subscriber Loop  Another term for local loop.

Synchronous  Events that are controlled by or referred to a common clock.

TDM (Time Division Multiplexing)  A communication system technique that separates information from channel inputs and places them on a carrier in specific positions in time.

TDMA (Time Division Multiple Access)  A common multiple-access method employed in digital cellular systems. TDMA is used by the North American digital cellular system.

Tip  One conductor of a wire pair, designated by T; usually the more positive of the two.

Toll Center  A major telephone distribution center that distributes calls from one major metropolitan area to another.

Transmission  Passing information, using electromagnetic energy, from one point to another.

Transmission Link  The path over which information flows from sender to receiver.

Transmitter  The person or device that is sending information over a communication link.

Trunk  A transmission channel connecting two switching machines.

Trunkside  The portion of the central office that connects to trunks going to other switching offices.

Voice-Grade Line  A local loop, or trunk, having a bandpass of approximately 300 to 3,000 Hz.

Voltage  A measure of the electrical force that causes current flow in a circuit.

Wideband Circuit  A transmission facility having a bandwidth greater than that of a voice-grade line.

Wire Pair  A local loop of two wires that connects each phone to the central office.
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Channel definition, 382
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  Combined dialers, 121–123
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  tone dialing and, 47
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INDEX

Compander, 185–186
  μ-law, 186–188, 222, 224, 225
  A-law, 188–189, 225
definition, 382
Complementary metal–oxide–silicon
  semiconductor (CMOS), 106, 142
  integrated crosspoint switch and, 237
  MD14408 using, 113
Computer fax devices, 303–304
Computer telephony integration (CTI), 367, 376–377, 382
Connecting the telephones, 7
Continuous tones, 20, 21
Conventional rectifier bridge, 84
Conventional telephone set. See
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Cord pairs, 24, 25
Cordless telephones, 339–342
  analog system, 339–340
  base unit, 340, 341
  digital system, 342
  frequencies, 341–342
  portable unit, 341
Coupling losses, 328
CRC. See Cyclic redundancy check
Critical mode definition, 382
Crossbar switch, 29, 30, 31, 32, 368
definition, 382
diagram of, 30, 31
Crosspoint
definition, 382
electronic switching, 231, 233, 234–237, 238, 239
Crosstalk
  alternate mark inversion and, 258
definition, 382
digital signals and reduction of, 171
  voice–frequency filters and, 220
CRQ. See Call Request
CSO. See Central Service Organization
CTI. See Computer telephony integration
Current
definition, 382
  holding, 233
Cutoff frequency definition, 382
Cyclic redundancy check (CRC), 198, 294, 298, 342
D
D1 channel bank, 246–248
D2 channel bank, 248
D3 and D4 channel banks, 248, 249
D/A converter, 117, 140, 167, 168
codec operation and, 222, 223
definition, 117, 383
digital signals and, 174, 175
Data
  communications equipment (DCE), 288, 292
  compression, 296–297
definition, 383
terminal equipment (DTE), 288, 292
Data set definition, 383
dB. See Decibel
DBS. See Digital broadcast satellite
DC (direct current)
  line interface, 86–90
  requirements for local loop, 80–82
  restoration circuits, 259
  signaling, 19–20
  wander in line coding, 258, 259, 260
DCE. See Data communications equipment
DDCMP. See Digital Equipment
  Corporation Digital Data
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Dead tones, 359
Decibel(s)
calculating losses in fiber optic systems
  using, 323
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  324–329
definition, 383
  level in analog voice transmission, 16
  power ratios in, 17
  special scales, 324–329
Decimal system, 165
Decoder, 183, 186, 191, 211, 329
definition, 383
  single–chip, 231
Delta modulation, 189–191
Demodulation, 280, 283, 383
Demodulator, 329
Demultiplexer definition, 383
Dial
circuits, 109–110, 111
interface, 95, 96
pulse generation using integrated circuits, 105–106
pulses, 6, 19
tone, 2, 4, 20
Dial Rotating Output (DRO) signal, 114
Dialers, combined, 121–123
Dialing supervision and lineside interface, 208, 209, 210–211
Digital
carrier, 36–37
carrier trunk, 248, 249, 250
channel banks, 246–249, 250
definition, 383
equipment standards interface, 288, 292–294
multiplexer system, 201
multiplexing equipment, 238, 239–241
signaling transmission, 19, 21–22
switches, 32, 33, 368
television (DTV), 370, 371
Digital communication networks, 360–363
code division multiplex access, 361–362
personal communication service, 362–363
third-generation mobile, 363
time division multiplex access, 360–361
Digital Equipment Corporation Digital Data Communication Message Protocol (DDCMP), 297, 298
Digital signals, 161–166
advantages of, 168–173
bandwidth, 176
disadvantages of, 174–178
generating, 161
make up of, 161
mixing, 171, 173
multiple bit, 162, 163–165
number representation, 165
representing information with binary codes, 166
single bit, 161–162
Digital subscriber line (DSL), 201, 295, 368, 374
asymmetric, 201, 368, 369, 375
definition, 383
high-bit-rate, 368, 369
Digital subscriber loops, 241
Digital television (DTV) definition, 383
Digital-to-analog converter. See D/A converter
Digital transmission, 22, 23–24
techniques, 161–204
why, 245–246
Direct broadcast satellite (DBS) companies, 375–376
Distortion
definition, 383
talk-off, 230
tone dialing, 55, 56
transmitter, 60–61
DRO. See Dial Rotating Output
Dropouts, 359
DS–1C multiplexed signal, 251, 255, 256, 258, 264, 266
DSL. See Digital subscriber line
DTE. See Data terminal equipment
DTMF. See Dual-tone multifrequency
DTV. See Digital television
Dual-tone multifrequency (DTMF), 7, 20
advantages of, 57
circuit diagram, 53
coupling generator to line, 55–57
definition, 383
dial pulsing versus, 54
dialing using integrated circuits, 115–121
filtering and detection in receivers, 228–230
generators, 116
integrated receiver, 230–231
receivers, 228–231
step-by-step switching and, 27
as telephone set, 21
tone detection and, 54
tone generation and, 52
using, 51
waveforms, 120
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E&M signaling, 20
Echo, 17
V.32 modem cancellers, 295
EIA. See Electronic Industries Association
Elastic store, 253
Electret microphone, 62, 63, 90, 139, 152
Electroacoustic transducers, 61–62
Electrodynamic microphone, 61
Electromagnet spectrum definition, 383
Electromagnetic interface (EMI) and system safety, 309, 310
Electromechanical control switching system, 29, 30, 32
Electromechanical ringer, 63, 65–68
cadence diagram, 67
diagram of, 66
generator, 65, 66–68
loop circuit detection in presence of, 68
operation, 65, 66
Electronic crosspoint switching, 231, 233, 234–237, 238, 239
integrated, 237, 239
PNPN semiconductor device, 233
Electronic dialing and ringing circuits, 105–136
circuit power, 106–107
combined dialers, 121–123
complete integrated telephone, 133, 134
DTMF dialing using integrated circuits, 115–121
electronic ringer, 123–133
dial pulse generation using integrated circuits, 105–106
pulse dialer, 109–115
summary, 133, 135
voltage transients, 107–109
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EIA RS–232C, 288, 293
EIA RS–422, 294
EIA RS–423, 294
EIA RS–485, 294
Electronic ringer, 123–133
implementation example, 130–133
multitone, 126–128
single–tone, 124–126
tone generation, 128
Electronic speech circuits, 79–103
DC line interface, 86–90
DC requirements for local loop, 80–82
integrated circuit speech networks, 98–100
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protection circuits, 83, 84, 85
receiver section, 93–95, 96
speech circuit, 84, 85–86
summary, 100–101
telephone set volume compensation, 96, 97–98
transmitter section, 90–93
two–way speech block diagram, 82–83
Electronic switching system (ESS) definition, 383
Electronic telephone, 72–75
Electronics in central office, 205–244
codes and combination filters, 220, 222–224, 225, 226
integrated circuit SLIC, 215–219
interfaces, 212, 214–224, 225
SLIC, 214–215
voice–frequency filters, 219–220, 221
Electrostatic printing, 302
EMI. See Electromagnetic interface
Encoder, 211, 329, 383
Equalization, 260
Equivalent circuits, 73–75
Error detection and correction for digital equipment, 294, 295
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ESS. See Electronic switching system
E–TDMA. See Extended time division multiple access
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Extended time division multiple access (E–TDMA) definition, 383
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central microprocessor, 299, 300
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computer devices, 303–304
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receiving, 302, 303
SSI 73D2291/2292, 304, 305–307
transmitting, 302, 303, 304
FCC. See Federal Communications Commission
FDM. See Frequency division multiplexing
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Fiber optic technology, 309–338
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definition, 309, 383
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electromagnetic interference and system
definition, 383
safety, 310
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principles, 311–322
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summary, 336
Filters
bandsplit, 228, 229, 230
voice–frequency, 219–220, 221
FM. See Frequency modulation
Foldover distortion, 219
Frame alignment, 264, 265
Framing formats, 251, 252, 256
Frequency
cordless telephone, 341–342
definition, 384
mobile telephone, 343, 344
reception equivalent circuit diagram, 75
reuse, 358
Frequency division multiplexing (FDM), 17, 18, 245
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  73D2291/2292 fax modem, 304, 305-307
  75T201, 229, 230, 231, 232, 233
  78A093, 237, 238
Simplex definition, 386
Single-bit digital signals, 161-162
Single-chip telephone, Motorola MC 34010, 137-141
  block diagram of, 138
  line interface, 137, 138-139
  ringer network, 141
  speech network, 139
tone dialer, 140
Single frequency (SF) tones, 20
Single-tone ringer, 124-126
SLIC. See Subscriber line interface circuit
Source coders, 191
SONET. See Synchronous optical network
Speakerphones, 147, 149-159
  attenuators, 152
  block diagram, 151
diagram of basic set, 150
  feedback, 150
  functions, 151
  integrated circuits, 152-159
  intelligence added to, 156, 158-159
  level detectors, 152
Speech
  muting, 50-51, 109
two-way block diagram, 82-83
Speech circuits, 84, 85-86. See also Electronic speech circuits
Speech networking
  integrated circuits, 98-100
  Motorola MC34010 single-chip telephone, 139
  Motorola MC34014, 111
  parallel dial circuits, 109, 110
  serial dial circuits, 109-110, 111
SQR. See Signal-to-quantizing noise ratio
SSI. See Silicon Systems Incorporated
Standing waves, 328
State definition, 386
Step-by-step switch, 26-29, 209, 368
  bank diagram, 28
diagram of, 27
  limitations of, 27, 29
  pulse dialing and, 47
Step-by-step system definition, 386
STP. See Signal transfer point
Strowger, Almon B., 26
Strowger switch. See Step-by-step switch
Subscriber definition, 386
Subscriber line interface circuit (SLIC), 176
definition, 386
electronic, 214-215
integrated, 215-219
schematic, 218
Subscriber loop, 206
definition, 386
digital, 241
multiplex system, 200
systems, 237, 238
Supervision and lineside interface, 207-208
Switchhook, 4, 6, 47-48
  answering the call and, 7
circuit power and, 106
closure detection, 217
  ringer operation and, 65
voltage transients and, 107
Switching, 8
Switching systems, 24-34
  common control, 29-32, 33
crossbar, 29, 30, 31
digital switches, 32, 33
electromechanical version, 29, 30, 32
local loops and trunks, 33-34
manual control, 24-26
  progressive control, 26-29
Switching systems (cont.)
  reed relays, 32
  step-by-step switch, 26–29, 47, 209, 368
Synchronization and multiplexers, 255, 256–257
Synchronous
  definition, 386
  digital hierarchy (SDH), 200, 386
  operation of modem, 277, 278–280
  optical network (SONET), 200, 386
  systems time division multiplexing, 192
System operating conditions, 40, 41, 42

**T**
T1 digital transmission format, 195, 197, 238, 239, 264
T3 digital transmission format, 197–198
T4 and T5 digital transmission formats, 198–199
TACS. See Total Access Communications System
Talking, 7–8
TCP. See Transmission control protocol
TDM. See Time division multiplexing
TDMA. See Time division multiplex access
Technologies, convergence of, 367–379
  cable television, 369–370
  competitive context, 374–376
  computer telephony integration, 376–378
  high-definition television, 370–371
  international context, 376
  Internet, 373–374
  summary, 378
  telecommunications, 367–369
Telecommunications, 367–369
Telecommunications Industry Association (TIA), 361
Telephone companies and merging of
  telephony, Internet, and cable television services, 374–375
Telephone set, 2–3
  anti-tinkle circuit, 50–51
  central office exchange simplified circuits diagram, 5
  conventional, 47–77
  dial pulsing versus DTMF, 54
  effect of loop length, 58
  electrical parameters, 40
  electromechanical ringer, 63, 65–68
  electronic speech circuits, 79–103
  electronic telephone, 72–75
  functions of, 2, 3
  hybrid function, 68–72, 74
  keypads, 51–52
  microphones used as, 61–62
  pulse dialing, 48–50
  receiver, 62, 63, 64
  rotary pulse schematic, 113
  speech muting, 50–51
  summary, 75–76
  switchhook, 47–48
  tone dialing, 47, 51–57
  transmitter, 57–62, 63
  volume compensation, 96, 97–98
Telephone system, 1–45
  answering the call, 7
  connecting the phones, 7
  dial pulsing, 6
  dual-tone multifrequency, 7
  ending the call, 8
  equipment registration, 43
  exchange designations, 8–10
  initiating a call, 4, 6
  interconnection, 10
  local loop, 4–8
  long-haul network, 12, 13
  operating conditions, 40, 41, 42
  parameters and limits, 42
  public switched telephone network, 8–13
  ringing the called phone, 7
  sending a number, 6
  structure, 10–12
  switching systems, 24–34
  system operating conditions, 40–42
  talking, 7–8
  telephone set, 2–3
  transmission system facilitates, 34–40
  transmission types, 13–24
Telephones. See also Wireless telephones
  cellular mobile service, 350–360
  cordless, 339–342
  electronic, 72–75
  integrated, complete, 133, 134
  integrated circuits, 137–160
  intelligent, 142
  mobile, 342–350
single-chip, 137–141
dialing, 6, 47, 51–57, 368
wireless, 339–366
generation, 52–53, 124–125, 128, 131–133
Testing lineside interface, 212
mode, 88, 90
Texas Instruments
output, 124–125, 144
TCM1506, 131, 132
signaling, 20–21
TCM2910A, 222, 223, 225
sine–wave, 117
TCM2912C, 220, 221, 223
Total Access Communications System
TCM2913, 225, 227
(TACS), 360
TCM2914, 225, 227
Touchtones. See Tone, dialing
TCM3105E modem, 287, 288, 289–291
Transmission(s)
TCM4204, 216, 217
capital, 22, 23–24, 245–246
digital carrier, 36–37
ISDN and xDSL, 201
carrier, 35–36
pair gain systems, 200
class, 318
timing, 19–22, 23
signaling in PCM world, 201–202
tone
SONET and SDH, 200
dial, 20
dialing, 6, 47, 51–57, 368
driver circuits, 331–336
dialer, Motorola MC34010 single–chip
telephone, 140
Timing, accurate and synchronized, 176, 178, 179
Total Access Communications System
Timing and pulse restoration. See Pulse and
timing restoration
Tip, 4, 386
Tip center definition, 386
Transmission link definition, 387
Toll center definition, 386
Toll switching, 8
Toll medium, 38, 39
Transmitter, 57–62, 63
carrier, 36–37
carbon, 58, 60, 80
carrier, 36–37
compensation for loop length, 60
driver circuits, 331–336
construction, 57–58
dial, 20
loop length effect, 58
section of electronic speech circuits, 90–93
Trellis encoding, 295
<table>
<thead>
<tr>
<th>INDEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trunk circuits, 212</td>
</tr>
<tr>
<td>definition, 387</td>
</tr>
<tr>
<td>local loops and, 33–34</td>
</tr>
<tr>
<td>Trunkside definition, 387</td>
</tr>
<tr>
<td>interface, 206, 212</td>
</tr>
<tr>
<td>Two-way speech block diagram, 82–83</td>
</tr>
<tr>
<td>U</td>
</tr>
<tr>
<td>Universal asynchronous receiver transmitter (UART), 273, 274, 304</td>
</tr>
<tr>
<td>V</td>
</tr>
<tr>
<td>V.32 standard, 295</td>
</tr>
<tr>
<td>V.34 standard, 294, 295, 368</td>
</tr>
<tr>
<td>V.42 standard, 296</td>
</tr>
<tr>
<td>V.90 standard, 295</td>
</tr>
<tr>
<td>V.92 standard, 295, 368</td>
</tr>
<tr>
<td>Video-on-demand (VOD), 368, 369</td>
</tr>
<tr>
<td>Voice channel bandwidth, 13–14, 15</td>
</tr>
<tr>
<td>energy frequency diagram, 14</td>
</tr>
<tr>
<td>level, 14, 15–16</td>
</tr>
<tr>
<td>noise, 16–17</td>
</tr>
<tr>
<td>Voiceband channels, 280, 287</td>
</tr>
<tr>
<td>Voice-frequency filters, 219–220, 221</td>
</tr>
<tr>
<td>Voice-grade line definition, 387</td>
</tr>
<tr>
<td>Voltage definition, 387</td>
</tr>
<tr>
<td>multitone ringer regulation, 127</td>
</tr>
<tr>
<td>single-tone ringer regulation, 124</td>
</tr>
<tr>
<td>transients, 107–109, 215</td>
</tr>
<tr>
<td>Volume compensation, 96, 97–98</td>
</tr>
<tr>
<td>Volume units (VU), 325</td>
</tr>
<tr>
<td>W</td>
</tr>
<tr>
<td>Watson, Thomas A., 1, 7, 65</td>
</tr>
<tr>
<td>Waveform coders, 178, 179–191</td>
</tr>
<tr>
<td>μ-law compander, 186–188</td>
</tr>
<tr>
<td>A-law compander, 188–189</td>
</tr>
<tr>
<td>coding, 183–191</td>
</tr>
<tr>
<td>companding, 185–186</td>
</tr>
<tr>
<td>delta modulation, 189–191</td>
</tr>
<tr>
<td>linear coder, 184–185, 191</td>
</tr>
<tr>
<td>pulse amplitude modulation, 180–181</td>
</tr>
<tr>
<td>pulse code modulation, 181</td>
</tr>
<tr>
<td>quantization, 181–183</td>
</tr>
<tr>
<td>sampling analog wave, 179–180</td>
</tr>
<tr>
<td>source coders, 191</td>
</tr>
<tr>
<td>Waveguide, 38, 41, 313</td>
</tr>
<tr>
<td>Wavelength division modulation (WDM), 368, 369</td>
</tr>
<tr>
<td>Wideband circuit definition, 387</td>
</tr>
<tr>
<td>Wire medium, 38, 39</td>
</tr>
<tr>
<td>Wire pair, 4, 387</td>
</tr>
<tr>
<td>Wireless telephones, 339–366</td>
</tr>
<tr>
<td>cellular mobile service, 350–360</td>
</tr>
<tr>
<td>characteristics table, 363</td>
</tr>
<tr>
<td>cordless, 339–342</td>
</tr>
<tr>
<td>digital communications networks, 360–363</td>
</tr>
<tr>
<td>mobile, 342–350</td>
</tr>
<tr>
<td>summary, 363–364</td>
</tr>
<tr>
<td>Word interleaving, 192, 194, 251</td>
</tr>
<tr>
<td>World Wide Web. See Internet</td>
</tr>
<tr>
<td>Z</td>
</tr>
<tr>
<td>Zener diodes, 83, 84, 86, 89, 106, 109, 115, 141, 147</td>
</tr>
</tbody>
</table>
# Answers to Quizzes

## Chapter 1

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>b</td>
<td>1. c</td>
</tr>
<tr>
<td>2</td>
<td>a</td>
<td>2. b</td>
</tr>
<tr>
<td>3</td>
<td>d</td>
<td>3. c</td>
</tr>
<tr>
<td>4</td>
<td>d</td>
<td>4. a</td>
</tr>
<tr>
<td>5</td>
<td>b</td>
<td>5. c</td>
</tr>
<tr>
<td>6</td>
<td>d</td>
<td>6. d</td>
</tr>
<tr>
<td>7</td>
<td>a</td>
<td>7. c</td>
</tr>
<tr>
<td>8</td>
<td>c</td>
<td>8. d</td>
</tr>
<tr>
<td>9</td>
<td>b</td>
<td>9. a</td>
</tr>
<tr>
<td>10</td>
<td>d</td>
<td>10. b</td>
</tr>
</tbody>
</table>

## Chapter 2

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>b</td>
<td>1. c</td>
</tr>
<tr>
<td>2</td>
<td>a</td>
<td>2. d</td>
</tr>
<tr>
<td>3</td>
<td>b</td>
<td>3. a</td>
</tr>
<tr>
<td>4</td>
<td>b</td>
<td>4. c</td>
</tr>
<tr>
<td>5</td>
<td>d</td>
<td>5. a</td>
</tr>
<tr>
<td>6</td>
<td>c</td>
<td>6. d</td>
</tr>
<tr>
<td>7</td>
<td>a</td>
<td>7. b</td>
</tr>
<tr>
<td>8</td>
<td>d</td>
<td>8. d</td>
</tr>
<tr>
<td>9</td>
<td>b</td>
<td>9. c</td>
</tr>
<tr>
<td>10</td>
<td>d</td>
<td>10. b</td>
</tr>
</tbody>
</table>

## Chapter 3

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>c</td>
<td>1. c</td>
</tr>
<tr>
<td>2</td>
<td>b</td>
<td>2. b</td>
</tr>
<tr>
<td>3</td>
<td>c</td>
<td>3. c</td>
</tr>
<tr>
<td>4</td>
<td>a</td>
<td>4. c</td>
</tr>
<tr>
<td>5</td>
<td>c</td>
<td>5. e</td>
</tr>
<tr>
<td>6</td>
<td>d</td>
<td>6. b</td>
</tr>
<tr>
<td>7</td>
<td>a</td>
<td>7. c</td>
</tr>
<tr>
<td>8</td>
<td>d</td>
<td>8. b</td>
</tr>
<tr>
<td>9</td>
<td>b</td>
<td>9. b</td>
</tr>
</tbody>
</table>

## Chapter 4

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>c</td>
<td>1. b</td>
</tr>
<tr>
<td>2</td>
<td>d</td>
<td>2. d</td>
</tr>
<tr>
<td>3</td>
<td>a</td>
<td>3. d</td>
</tr>
<tr>
<td>4</td>
<td>c</td>
<td>4. b</td>
</tr>
<tr>
<td>5</td>
<td>a</td>
<td>5. c</td>
</tr>
<tr>
<td>6</td>
<td>d</td>
<td>6. c</td>
</tr>
<tr>
<td>7</td>
<td>b</td>
<td>7. d</td>
</tr>
<tr>
<td>8</td>
<td>d</td>
<td>8. d</td>
</tr>
<tr>
<td>9</td>
<td>b</td>
<td>9. b</td>
</tr>
<tr>
<td>10</td>
<td>d</td>
<td>10. b</td>
</tr>
</tbody>
</table>

## Chapter 5

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>c</td>
<td>1. c</td>
</tr>
<tr>
<td>2</td>
<td>b</td>
<td>2. d</td>
</tr>
<tr>
<td>3</td>
<td>a</td>
<td>3. d</td>
</tr>
<tr>
<td>4</td>
<td>c</td>
<td>4. c</td>
</tr>
<tr>
<td>5</td>
<td>c</td>
<td>5. c</td>
</tr>
<tr>
<td>6</td>
<td>b</td>
<td>6. b</td>
</tr>
<tr>
<td>7</td>
<td>e</td>
<td>7. e</td>
</tr>
<tr>
<td>8</td>
<td>b</td>
<td>8. b</td>
</tr>
<tr>
<td>9</td>
<td>b</td>
<td>9. b</td>
</tr>
</tbody>
</table>

## Chapter 6

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>b</td>
<td>1. b</td>
</tr>
<tr>
<td>2</td>
<td>d</td>
<td>10. a</td>
</tr>
<tr>
<td>3</td>
<td>d</td>
<td>11. c</td>
</tr>
<tr>
<td>4</td>
<td>d</td>
<td>12. b</td>
</tr>
<tr>
<td>5</td>
<td>c</td>
<td>13. b</td>
</tr>
<tr>
<td>6</td>
<td>d</td>
<td>14. a</td>
</tr>
<tr>
<td>7</td>
<td>b</td>
<td>15. b</td>
</tr>
<tr>
<td>8</td>
<td>d</td>
<td>16. a</td>
</tr>
<tr>
<td>9</td>
<td>b</td>
<td></td>
</tr>
</tbody>
</table>
## Answers to Quizzes

<table>
<thead>
<tr>
<th>Chapter 7</th>
<th>Chapter 9</th>
<th>Chapter 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. c</td>
<td>1. e</td>
<td>1. c</td>
</tr>
<tr>
<td>2. c</td>
<td>2. c</td>
<td>2. c</td>
</tr>
<tr>
<td>3. b</td>
<td>3. a</td>
<td>3. b</td>
</tr>
<tr>
<td>4. a</td>
<td>4. c</td>
<td>4. c</td>
</tr>
<tr>
<td>5. b</td>
<td>5. d</td>
<td>5. b</td>
</tr>
<tr>
<td>6. c</td>
<td>6. d</td>
<td>6. b</td>
</tr>
<tr>
<td>7. c</td>
<td>7. a</td>
<td>7. c</td>
</tr>
<tr>
<td>8. b</td>
<td>8. e</td>
<td>8. b</td>
</tr>
<tr>
<td>9. a</td>
<td>9. d</td>
<td>9. b</td>
</tr>
<tr>
<td>10. b</td>
<td></td>
<td>10. a</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chapter 8</th>
<th>Chapter 10</th>
<th>Chapter 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. c</td>
<td>1. d</td>
<td>1. d</td>
</tr>
<tr>
<td>2. d</td>
<td>2. c</td>
<td>2. a</td>
</tr>
<tr>
<td>3. c</td>
<td>3. d</td>
<td>3. d</td>
</tr>
<tr>
<td>4. c</td>
<td>4. d</td>
<td>4. c</td>
</tr>
<tr>
<td>5. a</td>
<td>5. b</td>
<td>5. a</td>
</tr>
<tr>
<td>6. a</td>
<td>6. a</td>
<td>6. b</td>
</tr>
<tr>
<td>7. d</td>
<td>7. c</td>
<td>7. c</td>
</tr>
<tr>
<td>8. a</td>
<td>8. b</td>
<td></td>
</tr>
<tr>
<td>9. b</td>
<td>9. a</td>
<td></td>
</tr>
<tr>
<td>10. d</td>
<td>10. c</td>
<td></td>
</tr>
</tbody>
</table>
Throughout its history, Understanding Telephone Electronics has been, by far, one of the most popular books on telecommunication electronics in the trade, electronic distribution, and educational markets because of its very simple, direct approach to the technology. In keeping with the distinguished tradition of its predecessors, Understanding Telephone Electronics, Fourth Edition covers conventional telephone fundamentals, including both analog and modern digital communication techniques, and provides basic information on the functions of each telephone system component, how electronic circuits generate dial tones, and how the latest digital transmission techniques work.

This new edition of Stephen Bigelow's well-known, widely used text on telephone electronics offers comprehensive coverage of the latest developments in fiber optic technology, the convergence of telecommunications, cable-TV and internet services, and CTI (computer telephony integration). The authors have made extensive revisions in these and other essential areas, such as business systems, voice mail, phone networking, enhanced services, satellite communications, wireless paging systems, digital communications, and much more to ensure that topics covered are current with the most recent advances in technology. The original Understanding Telephone Electronics has been a "gold standard" reference and training staple for years. Likewise, Understanding Telephone Electronics, Fourth Edition will serve as an essential and invaluable resource for technicians, engineers, students at major universities and corporations, and anyone with an enthusiasm for telecommunication electronics.
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